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#### Abstract

In this paper the KKT system of a general variational inequality problem (denoted by $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ ) is reformulated as a constrained optimization problem. A sufficient condition, which ensures a stationary point of the optimization problem being a solution of the KKT system of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$, is analyzed. A projection-type method for solving the KKT system of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ with closed convex set $X$ is presented. The new algorithm has nice properties such as retaining feasibility, easy computation if the region $X$ is a box or a ball, and strongly global and local convergence. Numerical examples show that the new algorithm is promising.
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## 1. Introduction

Consider the variational inequality problem (VIP(X,F) for abbreviation), which is to find a vector $x^{*} \in X$ such that

$$
\begin{equation*}
F\left(x^{*}\right)^{T}\left(x-x^{*}\right) \geq 0 \quad \text { for all } x \in X, \tag{1.1}
\end{equation*}
$$

where $X:=\left\{x \in R^{n} \mid h(x)=0, g(x) \leq 0\right\} \subset R^{n}$ is a nonempty set; $F: U \rightarrow$ $R^{n}$ is once and $h(x): U \rightarrow R^{p}$ and $g: U \rightarrow R^{m}$ are twice continuously differentiable defined on the open set $U$ containing $X$. The following system is called the $\operatorname{KKT}$ system of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})(1.1)$

$$
\begin{align*}
F(x)+\nabla h(x) y+\nabla g(x) z & =0, \\
h(x) & =0,  \tag{1.2}\\
g(x) \leq 0, z \geq 0, g(x)^{T} z & =0 .
\end{align*}
$$

A triple $(x, y, z) \in R^{n+p+m}$ satisfying (1.2) is called a KKT point of

[^0]$\operatorname{VIP}(\mathrm{X}, \mathrm{F})$.
There is a strong relationship between the KKT conditions (1.2) and the solution of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ (see [4], [9] and [15]). Namely, if $x^{*} \in X$ is a solution of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ and a constraint qualification holds, then multiplier vectors $y^{*} \in R^{p}, z^{*} \in R^{m}$ exist such that $\left(x^{*}, y^{*}, z^{*}\right) \in R^{n+p+m}$ is a KKT point of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$. Conversely, if $h_{i}$ for $i=1, \ldots, p$ are affine and $g_{i}$ for $i=$ $1, \ldots, m$ are convex, and if $\left(x^{*}, y^{*}, z^{*}\right)$ solves (1.2), then $x^{*}$ solves VIP (X,F). This conclusion causes that most of the methods for solving VIP (X,F) have focused on the KKT system of VIP (X,F) (1.2).

It is well-known that, by using the Fischer-Burmeister function

$$
\phi(a, b):=\sqrt{a^{2}+b^{2}}-(a+b),
$$

the system (1.2) can be reformulated equivalently as a system of nonsmooth equations

$$
\begin{array}{r}
F(x)+\nabla h(x) y+\nabla g(x) z=0, \\
h(x)=0,  \tag{1.3}\\
\Phi(-g(x), z)=0,
\end{array}
$$

where $\Phi(-g(x), z)=\left(\phi\left(-g_{1}(x), z_{1}\right), \ldots, \phi\left(-g_{m}(x), z_{m}\right)\right)^{T} \in R^{m}$.
Denote $w:=(x, y, z)$ and

$$
\begin{aligned}
& L(w):=F(x)+\nabla h(x) y+\nabla g(x) z ; \\
& \Phi(w):=\Phi(-g(x), z) ; \\
& H(w):=\left(\begin{array}{c}
L(w) \\
h(x) \\
\Phi(w)
\end{array}\right) .
\end{aligned}
$$

Then we rewrite system (1.3) as

$$
\begin{equation*}
H(w)=0 . \tag{1.4}
\end{equation*}
$$

By using the natural merit function, i.e.,

$$
\Psi(w):=\frac{1}{2}\|H(w)\|^{2},
$$

a popular method for solving (1.4) is equivalent to finding a solution of the following unconstrained optimization problem

$$
\begin{equation*}
\min \Psi(w) . \tag{1.5}
\end{equation*}
$$

This approach has been studied by many authors (see [12], [10], [6], [4] and references therein).

It is well-known that for optimization problems, most of the methods can only find a stationary point, therefore it is required to provide some conditions which ensure a stationary point of a reformulated optimization problem being a solution of the system (1.4). We call the condition Stationary Condition. Some papers have discussed this problem (see [1], [4]-[7], [13], [14]). For general $\operatorname{VIP}(X, F)$ (1.1), Facchinei et al. [4] gave the stationary condition ensuring that the stationary point of the unconstrained optimization problem (1.5) is a solution of the system (1.4) (see Theorem 4.3 in [4]). Following the work of [4], Facchinei et al. [5] found that, even for a strongly monotone $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ with a convex set defined by nonlinear inequalities, one cannot ensure that the method converges to the unique solution of the $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$. Based on this observation, [5] presented a simply constrained optimization reformulation for the KKT system of VIP(X,F) where the equivalent problem is

$$
\begin{equation*}
\min \Psi(w), \quad \text { subject to } z \geq 0 \tag{1.6}
\end{equation*}
$$

Then a suitable algorithm is given, and the stationary condition is studied in [5].

We note that both of the reformulation (1.5) and (1.6) require that $F(x)$ is well defined on the whole space $R^{n}$. This requirement for $F$ is not satisfied in many $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ arising from economic equilibrium problems (see [3] and [8]). Moreover, even if $F$ is defined on the whole space $R^{n}$, some important properties of $F$ (for example, the monotone character) holds on $X$ and may not hold outside $X$. These observations lead us to focus on feasible methods, i.e., we take into account a more generally constrained optimization reformulation of the KKT system of $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ as follows:

$$
\begin{align*}
\min \Psi(w) & =\frac{1}{2}\|H(w)\|^{2} \\
\text { s.t. } \quad h(x) & =0, \\
g(x) & \leq 0,  \tag{1.7}\\
z & \geq 0 .
\end{align*}
$$

Based on the reformulation (1.7), two questions arise:
(1) what conditions ensure that a stationary point of (1.7) is a solution of the KKT system (1.3)?
(2) problem (1.7) is only a $C^{1}$ optimization problem, how to design a suitable algorithm for solving it?

In the next section, we shall first study the stationary condition of (1.7), a sufficient condition is given and the first question above is answered. In Section 3, for the case that $X$ is a closed convex set, we present a projectiontype algorithm and show its convergence. Section 4 provides some preliminary numerical examples to test the new algorithm. Some conclusions are drawn in the last section.

Some words about notations: If $F: R^{n} \supset U \rightarrow R^{n}$ is a differentiable function, the Jacobian of $F$ at a point $x \in R^{n}$ is denoted by $F^{\prime}(x)$, whereas $\nabla F(x)$ is the transposed Jacobian. Throughout this paper $\|\cdot\|$ denotes the Euclidean norm. $P_{\Omega}(w)$ denotes the projection of vector $w$ in the convex set $\Omega$. A superscript $k$ such as $w^{k}$ refers to a specific vector and usually denotes an iteration index. If $v \in R^{m}$ and $J \subseteq\{1,2, \ldots, m\}$ is a subindex set, $v_{J}$ denotes the subvector with elements in $i \in J$.

Let $\varphi: R^{n} \supset D \rightarrow R^{n}$ be a locally Lipschitzian vector function, $D_{\varphi}$ denotes the set of points where $\varphi$ is differentiable. Then the B-subdifferential of $\varphi$ at $x \in D$ is defined to be

$$
\begin{equation*}
\partial_{B} \varphi(x)=\left\{\lim _{\substack{x^{k} \rightarrow x \\ x^{k} \in D_{\varphi}}} \nabla \varphi\left(x^{k}\right)^{T}\right\}, \tag{1.8}
\end{equation*}
$$

whereas Clarke's generalized Jacobian of $\varphi$ at $x[2]$ is defined to be

$$
\begin{equation*}
\partial \varphi(x)=\operatorname{conv} \partial_{B} \varphi(x) \tag{1.9}
\end{equation*}
$$

The following concepts can be found in [15] and [16].
$\varphi$ is called semismooth at $x$ if $\varphi$ is directionally differentiable at $x$ and for all $V \in \partial \varphi(x+h)$ and $h \rightarrow 0$,

$$
\begin{equation*}
\varphi(x+h)-\varphi(x)=V h+o(\|h\|) ; \tag{1.10}
\end{equation*}
$$

$\varphi$ is called strongly semismooth at $x$ if for all $V \in \partial \varphi(x+h)$ and $h \rightarrow 0$,

$$
\begin{equation*}
\varphi(x+h)-\varphi(x)=V h+O\left(\|h\|^{2}\right) \tag{1.11}
\end{equation*}
$$

A vector $x^{*}$ is called $B D$-regular for $\varphi(x)$ if all elements $V \in \partial_{B} \varphi\left(x^{*}\right)$ are nonsingular.

## 2. Stationarity Conditions

In this section, we shall study conditions ensuring that a stationary point of (1.7) is a solution of (1.3) or (1.4).

First we have the following properties for the nonsmooth function $H(w)$ and the merit function $\Psi(w)$ (see Proposition 3.1 and Proposition 4.1 in [4]).

Lemma 2.1 Suppose that $F$ is $C^{1}$-function and $h$ and $g$ are $C^{2}$-functions. Then
(i) each element $V \in \partial H(w)$ can be represented as

$$
V=\left(\begin{array}{ccc}
\nabla_{x} L(w) & \nabla h(x) & \nabla g(x)  \tag{2.1}\\
\nabla h(x)^{T} & 0 & 0 \\
-D_{a}(w) \nabla g(x)^{T} & 0 & D_{b}(w)
\end{array}\right)
$$

where $D_{a}(w):=\operatorname{diag}\left(a_{1}(w), \ldots, a_{m}(w)\right), D_{b}(w):=\operatorname{diag}\left(b_{1}(w), \ldots, b_{m}(w)\right) \in$ $R^{m \times m}$ are diagonal matrices whose ith diagonal elements are given by

$$
\begin{aligned}
& a_{i}(w)= \begin{cases}\frac{-g_{i}(x)}{\sqrt{\left(-g_{i}(x)\right)^{2}+z_{i}^{2}}}-1, & \text { if }\left(-g_{i}(x), z_{i}\right) \neq 0 \\
a_{i}(w)=\xi_{i}-1, & \text { otherwise }\end{cases} \\
& b_{i}(w)= \begin{cases}\frac{z_{i}}{\sqrt{\left(-g_{i}(x)\right)^{2}+z_{i}^{2}}}-1, & \text { if }\left(-g_{i}(x), z_{i}\right) \neq 0 \\
\eta_{i}-1, & \text { otherwise }\end{cases}
\end{aligned}
$$

where $\left(\xi_{i}, \eta_{i}\right)$ satisfies $\left\|\left(\xi_{i}, \eta_{i}\right)\right\| \leq 1$.
(ii) $\Psi(w)$ is continuously differentiable and for $V \in \partial H(w)$, it holds

$$
\begin{equation*}
\nabla \Psi(w)=V^{T} H(w) \tag{2.2}
\end{equation*}
$$

We review that a point $(w, \nu, \mu)$ with $w \in \Omega:=\left\{w \in R^{n+p+m} \mid x \in X\right.$, $z \geq 0\}$ is a stationary point of the problem (1.7) if $(w, \nu, \mu)$ satisfies

$$
\begin{align*}
\nabla_{x} \Psi(w)+\nabla h(x) \nu+\nabla g(x) \mu & =0 \\
\nabla_{y} \Psi(w) & =0 \\
h(x) & =0  \tag{2.3}\\
z_{i}>0, \Longrightarrow\left(\nabla_{z} \Psi(w)\right)_{i} & =0, \quad i \in \mathcal{I} \\
z_{i}=0, \Longrightarrow\left(\nabla_{z} \Psi(w)\right)_{i} & \geq 0, \quad i \in \mathcal{I} \\
g_{i}(x) \leq 0, \mu_{i} \geq 0, g_{i}(x) \mu_{i} & =0, \quad i \in \mathcal{I}
\end{align*}
$$

where $\mathcal{I}=\{1, \ldots, m\}$. From (2.1) and (2.2), (2.3) can be rewritten as

$$
\begin{align*}
\nabla_{x} L(w) L(w)+\nabla h(x) h(x)-\nabla g(x) D_{a}(w) \Phi(w) & \\
+\nabla h(x) \nu+\nabla g(x) \mu & =0, \\
\nabla h(x)^{T} L(w) & =0, \\
h(x) & =0,  \tag{2.4}\\
z_{i}>0, \Longrightarrow\left(\nabla g(x)^{T} L(w)+D_{b}(w) \Phi(w)\right)_{i} & =0, \quad i \in \mathcal{I}, \\
z_{i}=0, \Longrightarrow\left(\nabla g(x)^{T} L(w)+D_{b}(w) \Phi(w)\right)_{i} & \geq 0, \quad i \in \mathcal{I}, \\
g_{i}(x) \leq 0, \mu_{i} \geq 0, g_{i}(x) \mu_{i} & =0, \quad i \in \mathcal{I} .
\end{align*}
$$

Denote

$$
\begin{align*}
I_{z}^{0} & =\left\{i \in I \mid z_{i}=0\right\}, \\
I_{\mu}^{0} & =\left\{i \in I \mid I_{z}^{+}=\left\{i \in I \mid z_{i}>0\right\},\right.  \tag{2.5}\\
\left.l_{i}=0\right\}, & I_{\mu}^{+}=\left\{i \in I \mid \mu_{i}>0\right\} .
\end{align*}
$$

Then we have the following main theorem.
Theorem 2.1 Let $\left(w^{*}, \nu^{*}, \mu^{*}\right)$ be a stationary point of (1.7). Assume that
(a) $\nabla_{x} L\left(w^{*}\right)$ is positive semidefinite on $R^{n}$;
(b) $\nabla_{x} L\left(w^{*}\right)$ is positive definite on the cone

$$
\begin{aligned}
\mathcal{C}\left(w^{*}, \mu^{*}\right)=\{ & v \in R^{n} \mid \nabla h\left(x^{*}\right)^{T} v=0, \nabla g_{I_{z}^{+}}\left(x^{*}\right)^{T} v=0, \\
& \left.\nabla g_{I_{z}^{0}}\left(x^{*}\right)^{T} v \geq 0,\left(\nabla g_{I_{z}^{0}}\left(x^{*}\right)^{T} v\right)^{T} \mu_{I_{z}^{0}}^{*}=0\right\} .
\end{aligned}
$$

Then $w^{*}$ is a solution of the KKT system (1.3).
Proof. We drop the symbol $*$ for simplicity in the process of proof.
Multiply the first expression of (2.4) by $L(w)^{T}$. Then from the definition of (2.5), (2.4) follows

$$
\begin{align*}
& L(w)^{T} \nabla_{x} L(w) L(w)-L(w)^{T} \nabla g(x) D_{a}(w) \Phi(w) \\
&+L(w)^{T} \nabla g(x) \mu=0, \\
& \nabla h(x)^{T} L(w)=0, \\
& h(x)=0,  \tag{2.6}\\
&\left(\nabla g(x)^{T} L(w)+D_{b}(w) \Phi(w)\right)_{I^{+}}=0, \\
&\left(\nabla g(x)^{T} L(w)+D_{b}(w) \Phi(w)\right)_{I_{z}^{0}} \geq 0, \\
& g(x) \leq 0, \mu \geq 0, g(x)^{T} \mu=0 .
\end{align*}
$$

From the definition of $\Phi(w)=\Phi(-g(x), z)$ and $g(x) \leq 0$ we obtain

$$
\begin{equation*}
\phi\left(-g_{i}(x), z_{i}\right)=0, \quad \text { for } i \in I_{z}^{0} \tag{2.7}
\end{equation*}
$$

So (2.6) can be expressed as

$$
\begin{align*}
L(w)^{T} \nabla_{x} L(w) L(w)-L(w)^{T} \nabla g(x) D_{a}(w) \Phi(w) & \\
+L(w)^{T} \nabla g(x) \mu & =0, \\
\nabla h(x)^{T} L(w) & =0, \\
h(x) & =0,  \tag{2.8}\\
\left(\nabla g(x)^{T} L(w)+D_{b}(w) \Phi(w)\right)_{I_{z}^{+}} & =0, \\
\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}} & \geq 0, \\
g(x) \leq 0, \mu \geq 0, g(x)^{T} \mu & =0 .
\end{align*}
$$

Now we pay attention to the first expression of (2.8) and analyze some terms in it.

$$
\begin{aligned}
-L(w)^{T} \nabla g(x) D_{a}(w) \Phi(w)= & -\left(\nabla g(x)^{T} L(w)\right)^{T}\left(D_{a}(w) \Phi(w)\right) \\
= & -\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T}\left(D_{a}(w) \Phi(w)\right)_{I_{z}^{0}} \\
& -\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{+}}^{T}\left(D_{a}(w) \Phi(w)\right)_{I_{z}^{+}} \\
= & -\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{+}}^{T}\left(D_{a}(w) \Phi(w)\right)_{I_{z}^{+}} \\
= & \left(D_{b}(w) \Phi(w)\right)_{I_{z}^{+}}^{T}\left(D_{a}(w) \Phi(w)\right)_{I_{z}^{+}} \\
= & \Phi_{I_{z}^{+}}(w)^{T}\left(D_{b}(w) D_{a}(w)\right)_{I_{z}^{+}} \Phi_{I_{z}^{+}}(w) \\
= & \Phi(w)^{T}\left(D_{b}(w) D_{a}(w)\right) \Phi(w),
\end{aligned}
$$

where the third and last equality are due to (2.7), the fourth equality comes from the fourth expression of (2.8).

Using a similar analysis, we can obtain

$$
\begin{align*}
L(w)^{T} \nabla g(x) \mu & =\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T} \mu_{I_{z}^{0}}+\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{+}}^{T} \mu_{I_{z}^{+}} \\
& =\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T} \mu_{I_{z}^{0}}-\left(D_{b}(w) \Phi(w)\right)_{I_{z}^{+}}^{T} \mu_{I_{z}^{+}} \tag{2.10}
\end{align*}
$$

On the other hand, $I_{z}^{+}$can be written as

$$
I_{z}^{+}=\left(I_{z}^{+} \cap I_{\mu}^{0}\right) \cup\left(I_{z}^{+} \cap I_{\mu}^{+}\right)
$$

We consider two cases:
(i) $i \in I_{z}^{+} \cap I_{\mu}^{0}$. It is obviously that $\left(D_{b}(w) \Phi(w)\right)_{i} \mu_{i}=0$;
(ii) $i \in I_{z}^{+} \cap I_{\mu}^{+}$. From the last term of (2.8) we have $g_{i}(x)=0$, which results $\phi\left(-g_{i}(x), z_{i}\right)=0$. This implies $\left(D_{b}(w) \Phi(w)\right)_{i} \mu_{i}=0$.

Therefore we have $\left(D_{b}(w) \Phi(w)\right)_{I_{z}^{+}}^{T} \mu_{I_{z}^{+}}=0$. (2.10) becomes

$$
\begin{equation*}
L(w)^{T} \nabla g(x) \mu=\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T} \mu_{I_{z}^{0}} \tag{2.11}
\end{equation*}
$$

which together with (2.9) and the first expression of (2.8) yields

$$
\begin{align*}
L(w)^{T} \nabla_{x} L(w) L(w)+\Phi(w)^{T} & \left(D_{b}(w) D_{a}(w)\right) \Phi(w) \\
& +\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T} \mu_{I_{z}^{0}}=0 \tag{2.12}
\end{align*}
$$

From the condition (a) of theorem, the definition of $D_{a}(w), D_{b}(w)$, $\Phi(w)$ and the last two expressions of (2.8), we know that each term above is nonnegative. Then it follows

$$
\begin{align*}
L(w)^{T} \nabla_{x} L(w) L(w) & =0 \\
\Phi(w)^{T}\left(D_{b}(w) D_{a}(w)\right) \Phi(w) & =0  \tag{2.13}\\
\left(\nabla g(x)^{T} L(w)\right)_{I_{z}^{0}}^{T} \mu_{I_{z}^{0}} & =0
\end{align*}
$$

Moreover, from the definition of $a_{i}(w)$ and $b_{i}(w)$ we can derive that

$$
\begin{equation*}
a_{i}(w)=0 \text { or } b_{i}(w)=0 \Longrightarrow \phi\left(-g_{i}(x), z_{i}\right)=0 \tag{2.14}
\end{equation*}
$$

which together with the second expression of (2.13) yields

$$
\begin{equation*}
\Phi(w)=0 \tag{2.15}
\end{equation*}
$$

Note that for each $J \subseteq\{1, \ldots, m\},\left(\nabla g(x)^{T} L(w)\right)_{J}=\nabla g_{J}(x)^{T} L(w)$. From (2.13) and (2.15), (2.8) is simplified as

$$
\begin{align*}
L(w)^{T} \nabla_{x} L(w) L(w) & =0 \\
\left(\nabla g_{I_{z}^{0}}(x)^{T} L(w)\right)^{T} \mu_{I_{z}^{0}} & =0 \\
\nabla h(x)^{T} L(w) & =0 \\
h(x) & =0  \tag{2.16}\\
\nabla g_{I_{z}^{+}}(x)^{T} L(w) & =0 \\
\nabla g_{I_{z}^{0}}(x)^{T} L(w) & \geq 0 \\
g(x) \leq 0, \mu \geq 0, g(x)^{T} \mu & =0
\end{align*}
$$

(2.16) shows that $L(w) \in \mathcal{C}(w, \mu)$. From the assumption (b) of the theorem, we have

$$
\begin{equation*}
L(w)=0 . \tag{2.17}
\end{equation*}
$$

In addition, $h(x)=0$ is included in (2.16), which combining with (2.15) and (2.17) implies

$$
H(w)=0 .
$$

This result shows that $w$ is a solution of the KKT system (1.3).
Remark 2.1 Theorem 2.1 is similar to Theorem 4.3 [4] and Theorem 3.1 [5] where the former gave some conditions ensuring that a stationary point of the unconstrained optimization (i.e., problem (1.5)) is the solution of (1.4), and the latter gave conditions ensuring that a stationary point of simple constrained optimization (problem (1.6)) is the solution of (1.4). Note that both problems (1.6) and (1.7) require $z \geq 0$, and there exists a relationship between the cone $\mathcal{C}\left(x^{*}\right)$ defined in Theorem 3.1 [5] and the cone $\mathcal{C}\left(w^{*}, \mu^{*}\right)$ defined in Theorem 2.1 as $\mathcal{C}\left(w^{*}, \mu^{*}\right) \subset \mathcal{C}\left(x^{*}\right)$. Hence, the assumed condition in Theorem 2.1 is weaker than one in Theorem 3.1 [5].

Next we consider the special $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ where $X$ is a box or ball. From Theorem 2.1 it is not difficult to get the following corollary. Note that for this case, solving the $\operatorname{KKT}$ system and $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ is equivalent.

Corollary 2.1 Let $X$ be $X=\left\{x \in R^{n} \mid b \geq x \geq a\right\}$ with $a, b \in R^{n}, b>a$ or $X=\left\{x \in R^{n} \mid\|x\| \leq r\right\}$ with $r>0$, and $\left(w^{*}, \mu^{*}\right)$ be a stationary point of (1.7). Assume that
(a) $F(x)$ is monotone,
(b) $\nabla_{x} F(x)$ is positive definite on the cone $\mathcal{C}\left(w^{*}, \mu^{*}\right)$.

Then $x^{*}$ is a solution of $\operatorname{VIP}(X, F)$.

## 3. Projected Algorithm

In this section we present a suitable algorithm for solving the system (1.7) with a closed convex set $X$. Obviously, if $X$ is a closed convex set, so is the set $\Omega$ defined by

$$
\Omega=\left\{w \in R^{n+p+m} \mid h(x)=0, g(x) \leq 0, z \geq 0\right\} .
$$

The new method proposed in this section is motivated by the recent
works of [18] and [21]. A key technique of these algorithms in [18, 21] is the the choice of the search direction. By using an optimal combination of the projected gradient direction and the projected trust region direction, we obtain a feasible and descent direction. It is proved that by using the combination direction, the algorithm has nice globally and locally convergent property.

Next we give the outline of the algorithm. Let $w^{k}$ be the current point. We omit the superscript $k$ and denote the current point as $w$ for simplicity. Let $\Delta>0, \Delta_{\max } \geq \Delta, \gamma>0$ be some given constants, which are correspondent to the point $w$. The search direction is obtained by three steps as follows:

## (1) Compute a projected gradient direction $\bar{d}_{G}(\Delta)$

Compute the projected gradient direction by

$$
\begin{align*}
d_{G}(\Delta) & :=-\frac{\Delta}{\Delta_{\max }} \gamma \nabla \Phi(w) \\
\bar{d}_{G}(\Delta) & :=P_{\Omega}\left[w+d_{G}(\Delta)\right]-w \tag{3.1}
\end{align*}
$$

$\bar{d}_{G}(\Delta)$ has some nice properties such as feasibility and descent. However, it can not ensure locally superlinear convergence. Therefore we shall combine the projected trust region direction to speed up the convergent rate.

## (2) Compute a projected trust region direction $\bar{d}_{T}(\Delta)$

Choose $V \in \partial H(w)$. Let $d_{T}(\Delta)$ be a solution of the trust region subproblem

$$
\begin{array}{ll}
\min & \frac{1}{2}\|H(w)+V d\|^{2} \triangleq q(d) \\
\text { s.t. } & \|d\| \leq \Delta \tag{3.2}
\end{array}
$$

Then the projected trust region direction is computed by

$$
\begin{equation*}
\bar{d}_{T}(\Delta):=P_{\Omega}\left[w+d_{T}(\Delta)\right]-w \tag{3.3}
\end{equation*}
$$

## (3) Compute an optimal search direction $\bar{d}(\Delta)$

Consider that the projected trust region direction $\bar{d}_{T}(\Delta)$ may not be a descent direction of the merit function $\Psi(w)$ when a point $w$ is far from a solution, whereas $\bar{d}_{G}(\Delta)$ is a descent direction of $\Psi(w)$. Hereby, we shall consider an optimal combination of the two directions.

Define the search direction by

$$
\begin{equation*}
\bar{d}(\Delta):=t^{*}(\Delta) \bar{d}_{G}(\Delta)+\left(1-t^{*}(\Delta)\right) \bar{d}_{T}(\Delta) \tag{3.4}
\end{equation*}
$$

where $t^{*}(\Delta) \in(0,1)$ is an optimal solution of the following problem

$$
\begin{equation*}
\min _{t \in[0,1]} \frac{1}{2}\left\|H(w)+V\left[t \bar{d}_{G}(\Delta)+(1-t) \bar{d}_{T}(\Delta)\right]\right\|^{2} \triangleq q_{\Delta}(t) . \tag{3.5}
\end{equation*}
$$

Let $t(\Delta)$ be a solution of $\nabla q_{\Delta}(t)=0$. Then for any $\Delta>0$, we have

$$
t(\Delta)=\left\{\begin{array}{l}
-\frac{\left[H(w)+V \bar{d}_{T}(\Delta)\right]^{T} V\left[\bar{d}_{G}(\Delta)-\bar{d}_{T}(\Delta)\right]}{\left\|V\left[\bar{d}_{G}(\Delta)-\bar{d}_{T}(\Delta)\right]\right\|^{2}}  \tag{3.6}\\
\text { if } V \bar{d}_{G}(\Delta) \neq V \bar{d}_{T}(\Delta) \\
\text { any number in }(-\infty,+\infty), \\
\text { if } V \bar{d}_{G}(\Delta)=V \bar{d}_{T}(\Delta)
\end{array}\right.
$$

It is not difficult to deduce the following result for the solution of (3.5).
Lemma 3.1 Suppose that $w \in \Omega$. Then for any $\Delta>0$, the optimal solution $t^{*}(\Delta)$ of (3.5) is

$$
\begin{equation*}
t^{*}(\Delta)=\max \{0, \min \{1, t(\Delta)\}\}, \tag{3.7}
\end{equation*}
$$

where $t(\Delta)$ is defined by (3.6).
We now state the new algorithm as follows.
Algorithm 3.1 (Projection Algorithm)
Step 0. Choose $w^{0} \in \Omega$, give constants $\alpha_{1}, \alpha_{2}, \rho_{1}, \rho_{2}, \sigma \in(0,1), \eta, \Delta_{\text {min }}$, $\Delta_{\text {max }}$ and $\Delta_{0}$ be such that $0<\alpha_{1}<1<\alpha_{2}, 0<\rho_{1}<\rho_{2}<1$, $\eta \in(0,1), \Delta_{0}>0, \Delta_{\text {max }}>\Delta_{\text {min }}>0$, set $k:=0$.
Step 1. If $w^{k}$ is a stationary point of problem (1.7) stop.
Otherwise let $\Delta^{k}:=\min \left\{\Delta_{\max }, \max \left\{\Delta_{\min }, \Delta_{k}\right\}\right\}, \hat{\Delta}:=\Delta^{k}$ and choose $V_{k} \in \partial H\left(w^{k}\right)$.
Step 2. Solve the trust region subproblem (3.2) by a suitable algorithm. Denote the solution by $d_{T}^{k}(\hat{\Delta})$.
Step 3. Let

$$
\begin{equation*}
\gamma_{k}:=\min \left\{1, \frac{\Delta_{\max }}{\left\|\nabla \Psi\left(w^{k}\right)\right\|}, \eta \frac{\left\|H\left(w^{k}\right)\right\|}{\left\|\nabla \Psi\left(w^{k}\right)\right\|}, \eta \frac{\Psi\left(w^{k}\right)}{\left\|\nabla \Psi\left(w^{k}\right)\right\|^{2}}\right\} \tag{3.8}
\end{equation*}
$$

compute $\vec{d}_{G}^{k}(\hat{\Delta}), \vec{d}_{T}^{k}(\hat{\Delta}), t_{k}^{*}(\hat{\Delta})$ by (3.1), (3.3) and (3.7). Let

$$
\begin{equation*}
\vec{d}^{k}(\hat{\Delta}):=t_{k}^{*}(\hat{\Delta}) \bar{d}_{G}^{k}(\hat{\Delta})+\left(1-t_{k}^{*}(\hat{\Delta})\right) \bar{d}_{T}^{k}(\hat{\Delta}) . \tag{3.9}
\end{equation*}
$$

Step 4. Compute

$$
\begin{equation*}
\hat{r}_{k}:=\frac{\Psi\left(w^{k}+\bar{d}^{k}(\hat{\Delta})\right)-\Psi\left(w^{k}\right)}{(1 / 2)\left\|H\left(w^{k}\right)+V_{k} \bar{d}^{k}(\hat{\Delta})\right\|^{2}-\Psi\left(w^{k}\right)} . \tag{3.10}
\end{equation*}
$$

If

$$
\begin{aligned}
& \quad \Psi\left(w^{k}\right)-\frac{1}{2}\left\|H\left(w^{k}\right)+V_{k} \bar{d}^{k}(\hat{\Delta})\right\| \geq-\sigma \nabla \Psi\left(w^{k}\right)^{T} \bar{d}_{G}^{k}(\hat{\Delta}) \\
& \quad \hat{r}_{k} \geq \rho_{1}, \\
& \text { let } s^{k}=\bar{d}^{k}(\hat{\Delta}), w^{k+1}:=w^{k}+s^{k}, \delta_{k}=\hat{\Delta} . \text { Set } \\
& \qquad \Delta_{k+1}:= \begin{cases}\hat{\Delta}, & \text { if } \rho_{1} \leq \hat{r}_{k}<\rho_{2}, \\
\alpha_{2} \hat{\Delta}, & \text { if } \hat{r}_{k} \geq \rho_{2} ;\end{cases}
\end{aligned}
$$

Let $k:=k+1$ return to step 1 .
Otherwise set $\hat{\Delta}:=\alpha_{1} \hat{\Delta}$ and repeat to do step 2.
Remark 3.1 $\Delta^{k}$ expresses the initial trust region radius at each iteration, and $\delta_{k}$ is the radius of the corresponding trial step $s^{k}$. This also implies that for all $k, \Delta^{k} \geq \Delta_{\text {min }}$. The trust region subproblem (3.2) can be solved approximately by many existing methods such as the truncated conjugate gradient method (see [20] and [24]).

Remark 3.2 Algorithm 3.1 is designed based on the case where the projection on $X$ can be carried out easily. We know that, except for some special cases such as box and ball constraints, the projected calculation onto a general closed convex set $X$ is expensive and is still an open question. This difficulty also restricts the application of Algorithm 3.1 for some VIP (X,F) problems.

Algorithm 3.1 is an extension of the algorithm proposed in [18] in which the constraint is a box. Therefore we can obtain the following convergence results. Here we omit the detailed proofs and refer to [18].
Theorem 3.1 Let $X$ be a closed convex set and $\left\{w^{k}\right\}$ be generated by Algorithm 3.1. Then any accumulation point $w^{*}$ of $\left\{w^{k}\right\}$ is a stationary point of (1.7). Moreover, if $w^{*}$ satisfies the conditions of Theorem 2.1, $w^{*}$ is a solution of the KKT system (1.3).

Proof. The first conclusion is proved as Theorem 4.1 in [18]. The second conclusion follows from Theorem 2.1 directly.

Next theorem shows the locally superlinear convergence of Algorithm 3.1. In reference [18], it is proved that for $w^{k}$ sufficiently close to a solution $w^{*}$, the trust region direction solved by (3.2) is reduced to the Newton direction (see Lemma 5.4 in [18]). This conclusion implies that the trust region constraint becomes inactive near the solution. Furthermore, Lemma 5.7 in [18] proved that $t_{k}^{*}\left(\Delta^{k}\right)=o(1)$. Hence, from (3.4), the search direction used in this paper is reduced asymptotically to the projected Newton direction, then we have the following superlinear convergence (See Theorem 5.2 in [18] for the process of proof).

Theorem 3.2 Suppose that $w^{*}$ is an accumulation point of the sequence $\left\{w^{k}\right\}$ generated by Algorithm 3.1 and a BD-regular solution of the KKT system (1.3). Then the whole sequence $\left\{w^{k}\right\}$ converges superlinearly. Moreover, if $\nabla F, \nabla^{2} h_{i}(i=1, \ldots, p)$ and $\nabla^{2} g_{i}(i=1, \cdots m)$ are locally Lipschitzan, the convergent rate is quadratic.

## 4. Preliminary Numerical Experiments

In this section, we present some preliminary numerical examples for Algorithm 3.1, and the problems are extracted from some references as follows.

Example 1 The problem comes from Ralph and Wright problem 3 in [19], which is a convex optimization problem. The corresponding VIP problem (1.1) is

$$
\begin{align*}
F(x) & =\binom{2 x_{1}+x_{2}+1}{x_{1}+4 x_{2}+1}  \tag{4.1}\\
X & :=\left\{x \in R^{2} \mid x_{1} \geq 0, x_{2} \geq 0,\left(x_{1}-2\right)^{2}+\left(x_{2}-1\right)^{2} \leq 5\right\}
\end{align*}
$$

Example 2 This example is from Taji, Fukushima and Ibaraki in [22] except that the polyhedron constraint is replaced by a ball constraint in the feasible region, i.e.,

$$
F(x)=\left(\begin{array}{ccccc}
0.726 & -0.949 & 0.266 & -1.193 & -0.504 \\
1.645 & 0.678 & 0.333 & -0.217 & -1.443 \\
-1.016 & -0.225 & 0.769 & 0.934 & 1.007 \\
1.063 & 0.587 & -1.144 & 0.550 & -0.548 \\
-0.256 & 1.453 & -1.073 & 0.509 & 1.026
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5}
\end{array}\right)
$$

$$
+10\left(\begin{array}{l}
\arctan \left(x_{1}-2\right)  \tag{4.2}\\
\arctan \left(x_{2}-2\right) \\
\arctan \left(x_{3}-2\right) \\
\arctan \left(x_{4}-2\right) \\
\arctan \left(x_{5}-2\right)
\end{array}\right)+\left(\begin{array}{c}
5.308 \\
0.008 \\
-0.938 \\
1.024 \\
-1.312
\end{array}\right)
$$

and

$$
\begin{equation*}
X:=\left\{x \in R^{5} \mid \sum_{i=1}^{5}\left(x_{i}-2\right)^{2} \leq 5 \times 2^{2}, x_{i} \geq 0, i=1, \ldots, 5\right\} \tag{4.3}
\end{equation*}
$$

Example 3 The problem is the minimization of a sum of Euclidean norms:

$$
\begin{equation*}
\min _{x \in R^{n}} \sum_{i=1}^{m}\left\|b_{i}-A_{i}^{T} x\right\| \tag{4.4}
\end{equation*}
$$

where $b_{1}, b_{2}, \ldots, b_{m} \in R^{d}$ are column vectors in the Euclidean $d$-space, $A_{1}, A_{2}, \ldots, A_{m} \in R^{n \times d}$ are $n$-by- $d$ matrices. Problem (4.4) is a convex programming problem, but its objective function is not differentiable at any point $x$ with $b_{i}-A_{i}^{T} x=0$ for some $i$. We have the following conclusion for problem (4.4) (see Lemma 5.1 and 5.2 in [17]).

Lemma 4.1 $x^{*}$ is a solution of (4.4) if and only if $u^{*}=\left(x^{*}, y^{*}\right)$ satisfies

$$
\begin{equation*}
F\left(u^{*}\right)^{T}\left(u-u^{*}\right) \geq 0 \quad \text { for all } u \in X \tag{4.5}
\end{equation*}
$$

where $y^{*}=\left(y_{1}^{*}, \ldots, y_{m}^{*}\right) \in R^{m d}$ with $y_{i}^{*} \in R^{d}(i=1, \ldots, m), X=R^{n} \times B \times$ $\cdots \times B \subset R^{n+m d}$ with $B=\left\{s \in R^{d} \mid\|s\| \leq 1\right\}$,

$$
F(u)=\binom{A y}{A^{T} x-b}
$$

$A=\left[A_{1}, A_{2}, \ldots, A_{m}\right], b^{T}=\left[b_{1}^{T}, b_{2}^{T}, \ldots, b_{m}^{T}\right]$.
In (4.4), the dimension of the reformulated problem (4.5) is $n+m d$, and $X$ can be written as

$$
\begin{gather*}
X:=\left\{u=(x, y) \in R^{n+m d} \mid g_{i}(u)=\left\|y_{i}\right\|^{2}-1 \leq 0\right. \\
\left.y_{i} \in R^{d}, i=1, \ldots, m\right\} \tag{4.6}
\end{gather*}
$$

(4.4) can be reformulated as the second order cone program

$$
\begin{aligned}
\min _{x \in R^{n}, y \in R^{m}} & \sum_{i=1}^{m} y_{i} \\
\text { s.t. } & \left\|b_{i}-A_{i}^{T} x\right\| \leq y_{i} \quad(i=1, \ldots, m)
\end{aligned}
$$

with dimension $m+n$. Then the dimension of the reformulated problem is significantly reduced compared with problem (4.5). Here the motivation for choosing reformulation (4.5) is to convert the problem (4.4) into $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$ (1.1) so that Algorithm 3.1 can be tested.

In our numerical example (4.4), for $i=1, \ldots, m, A_{i} \in R^{n \times d}$ is a matrix with elements

$$
\left(A_{i}\right)_{k l}= \begin{cases}1, & \text { if } k=l \\ 0, & \text { otherwise }\end{cases}
$$

and each component of $b_{i}$ is selected randomly from a uniform distribution of $(-5,5)$.

The parameters used in Algorithm 3.1 are set

$$
\begin{aligned}
& \alpha_{1}=0.5, \alpha_{2}=2, \rho_{1}=0.0001, \rho_{2}=0.75, \eta=0.9, \sigma=0.5 \\
& \Delta_{0}=5, \Delta_{\min }=0.0001, \Delta_{\max }=10
\end{aligned}
$$

We use $\min \left\{\Psi\left(w^{k}\right),\left\|\nabla \Psi\left(w^{k}\right)\right\|\right\} \leq 1.0 e^{-10}$ as the stopping rule. The trust region subproblem in Algorithm 3.1 is solved by the truncated preconditioned conjugate gradient method proposed in [20] and [24]. All examples were done on a P-III with MATLAB code.

For Example 1 and Example 2, the starting points $x^{0}$ are chosen randomly in $(0,1)$, and $z^{0}$ is set $z^{0}=e$, where $e$ denotes the vector of all ones. We test these two examples for 10 times with random $x^{0}$, and the results listed in Table 4.1 are the average value of 10 times. We report results of Example 3 in Table 4.2, in which $\mathbf{m}$ denotes the number of terms in sum; $\mathbf{d}$ denotes the dimension of $b_{i} ; \mathbf{n}$ indicates the dimension of $x$. The starting point of Example 3 is chosen as $u^{0}=\left(x^{0}, y^{0}\right)=0, z^{0}=0.5 e$.

In Table 4.1 and Table 4.2, Iter denotes the number of iterations, which is also equal to the number of Jacobian calculations of $F(u)$; NF indicates the number of function calculations, the number of solving the trust region subproblem then is $N F-1 ; \Psi\left(w^{f}\right)$ denotes the value of $\Psi(w)$ at the final iterate; $\left\|\nabla \Psi\left(w^{f}\right)\right\|$ denotes the value of $\|\nabla \Psi(w)\|$ at the final iterate;

Table 4.1. (Computing Results of Example 1 and Example 2)

| Example 1. | Iter | NF | $\Psi\left(w^{f}\right)$ | $\left\\|\nabla \Psi\left(w^{f}\right)\right\\|$ | $t^{*}(\Delta)_{\text {ave }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 3.5 | 4.5 | $2.1843 \mathrm{e}-25$ | $2.0970 \mathrm{e}-12$ | 0.1701 |
| 2 | 4.2 | 5.2 | $1.1204 \mathrm{e}-11$ | $7.9197 \mathrm{e}-06$ | 0.0017 |

Table 4.2. (Computing Results of Example 3)

| m | d | n | Iter | NF | $\Psi\left(w^{f}\right)$ | $\left\\|\nabla \Psi\left(w^{f}\right)\right\\|$ | $t^{*}(\Delta)_{\text {ave }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | 50 | 100 | 7 | 8 | $8.8409 \mathrm{e}-15$ | $3.6800 \mathrm{e}-06$ | 0.0403 |
|  | 100 | 100 | 9 | 10 | $1.2513 \mathrm{e}-13$ | $1.6713 \mathrm{e}-05$ | 0 |
|  | 200 | 100 | 20 | 30 | $2.5651 \mathrm{e}-13$ | $3.9582 \mathrm{e}-05$ | 0.3343 |
|  | 100 | 1000 | 9 | 10 | $9.3376 \mathrm{e}-12$ | $1.0853 \mathrm{e}-04$ | $5.9008 \mathrm{e}-05$ |
| 10 | 10 | 100 | 6 | 7 | $2.9888 \mathrm{e}-13$ | $1.1463 \mathrm{e}-05$ | 0.2441 |
|  | 50 | 100 | 9 | 11 | $5.0705 \mathrm{e}-13$ | $2.0286 \mathrm{e}-05$ | 0.1962 |
|  | 50 | 500 | 9 | 11 | $1.0827 \mathrm{e}-13$ | $1.4576 \mathrm{e}-05$ | 0.0394 |
|  | 100 | 1000 | 16 | 28 | $1.1550 \mathrm{e}-11$ | $1.8243 \mathrm{e}-04$ | 0.4568 |
| 20 | 50 | 100 | 10 | 11 | $6.1714 \mathrm{e}-12$ | $9.9883 \mathrm{e}-05$ | 0.1369 |
|  | 50 | 1000 | 10 | 11 | $1.1920 \mathrm{e}-12$ | $5.0466 \mathrm{e}-05$ | 0.0655 |
|  | 100 | 100 | 11 | 12 | $7.0359 \mathrm{e}-13$ | $4.5551 \mathrm{e}-05$ | 0.0635 |
|  | 100 | 1000 | 11 | 12 | $2.3270 \mathrm{e}-12$ | $8.7587 \mathrm{e}-05$ | 0.0781 |

$t^{*}(\Delta)_{\text {ave }}$ denotes the average of all $t_{k}^{*}\left(\Delta^{k}\right)$.
We give some explanations to $t^{*}(\Delta)_{\text {ave }}$. From the locally convergent analysis we know that under some assumptions, the value of $t_{k}^{*}\left(\Delta^{k}\right)$ specifies the superlinear property of Algorithm 3.1, i.e., $t_{k}^{*}\left(\Delta^{k}\right)=o(1)$ means that the search direction $\bar{d}_{T}\left(\Delta^{k}\right)$ is used eventually and the superlinear conclusion is obtained. Note that $t^{*}(\Delta)_{\text {ave }}$ has a different meaning with $t_{k}^{*}\left(\Delta^{k}\right)$. The former, i.e. $t^{*}(\Delta)_{\text {ave }}$, expresses the average value of $t_{k}^{*}\left(\Delta^{k}\right)$ during the total iterates, whereas the latter is the weight coefficient of the search direction (see (3.9)) at the $k$ th iterate. The value $t^{*}(\Delta)_{\text {ave }}$ just shows which direction (the projected gradient direction or the projected trust region direction) is used mostly in all iterates. In other words, if $t^{*}(\Delta)_{\text {ave }}$ is close to zero, the projected trust region direction is used most of the time in the total iterates, otherwise, if it is close to one, then the projected gradient direction is used most of the time.

Table 4.1 and Table 4.2 show that our algorithm is promising. The computing effect is represented by the iterative number of examples. We also note that for all examples, the average value $t^{*}(\Delta)_{\text {ave }}$ is small, which
implies that the trust region direction was used very often. This feature also shows that the proposed method is computationally better than the projected gradient method.

We note that Example 1 and Example 2 are strongly monotone variational inequality problems in the whole space, so the conditions assumed in Theorem 2.1 are satisfied. Though we can not prove that Example 3 satisfies the assumptions of sufficient conditions in Theorem 2.1, Algorithm 3.1 is still flexible for the problem.

## 5. Conclusion

In this paper we consider how to solve the KKT system of a general $\operatorname{VIP}(\mathrm{X}, \mathrm{F})$. We reformulate the KKT system as a constrained optimization problem. The motivation of the new reformulation is based on some real cases where $F(x)$ is not defined well on the whole space, or some important properties of $F(x)$ hold just on $X$. The so-called stationary condition, which ensures a stationary point of the reformulated optimization problem being a solution of the KKT system, is discussed. A projection-type method for solving the reformulation problem with a closed convex set is also presented. The new algorithm has nice global and local convergence properties. Numerical examples show that the new algorithm is promising. Since how to compute efficiently the projection of a general closed convex set is an open question, the new algorithm is suitable for some special VIP(X,F) where the projection on $X$ is easy to be computed. On the other hand, from the numerical example 3 we note that the conditions proposed in Theorem 2.1 may be reduced in the further research. Moreover, to require the iterates to stay in the whole set $X$ is quite questionable. In order to reduce the difficulties in solving the reformulated constrained problem, we may just consider the constraints which are necessary. These are our further research topics.
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