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1. Preliminaries

The equations describing the evolution of a combustible gas display a rich va-
riety of nonlinear phenomena, including those encountered in reaction diffusion
equations and in shock wave theory. In particular, there are two distinct mecha-
nisms that can lead to the formation of combustion waves. Deflagration occurs
when an exothermic chemical reaction is initiated in a heat-conducting gas. The
subsequent diffusion of liberated heat into the surrounding medium leads to the
formation of a flame that propagates into the unburned region. The fluid dynamics
of the gas mixture play a negligible role in this regime. Fast combustion, or deto-
nation, occurs in a dramatically different manner. Here, the process is initiated by
a strong fluid dynamical shock layer that propagates into the unburned region. If
the shock is sufficiently strong then the gas will be heated above its ignition tem-
perature, causing the gas to burn in a reaction zone behind the shock. In other
words, detonation waves are compressive, exothermically reacting shock waves
whereas deflagration waves are expansive shock waves. For the exothermic, irre-
versible reactions considered here, strong deflagrations violate the second law of
thermodynamics and are unphysical, and weak detonations are rare. If we permit
an endothermic region then strong deflagrations and weak detonations are possi-
ble and perhaps even probable [7]. So deflagration waves will not be discussed in
this paper. When the shock wave amplitude is minimum, the detonation wave is in
the Chapman–Jouguet regime and plays a special role in magnetofluiddynamics,
as in ordinary fluid dynamics or classical aerodynamics. This regime is realized
when the shock wave occurs as a result of the energy released in a chemical reac-
tion. The effect of this released energy appears in the conservation law of energy,
which is in the related system of conservation law equations (see [2; 5; 6]).

Now we consider a one-step exothermic chemical reaction as Reactant →
Product occurring in the presence of magnetic and electrical fields. The equa-
tions governing the reaction flow are

(λ1 + 2µ1)
du

dx
= mu + p + 1

2
µ(H 2

y + H 2
z ) − P,

µ1
dv

dx
= mv − µHxHy − P1,
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µ1
dw

dx
= mw − µHxHz − P2 ,

λ
dT

dx
= m

(
εi − u2 + v2 + w2

2

)
− µu

Hy2 + H 2
z

2

+ µHx(vHy + wHz) + uP + vP1 + wP

+ EyHz − EzHy − E − (h0 − h1)A,

σ−1dHy

dx
= Ez + µuHy − µvHx ,

σ−1dHz

dx
= −Ey + µuHz − µwHx ,

D
dY

dx
= u

m
A,

dA

dx
= 1

D
uA + Kφ(T )

m

u
Y,

(1.1)

where x is a space coordinate, µ > 0 an electrical constant, (u, v,w) the veloc-
ity vector of the fluid (with u in the direction of flow), εi the internal energy, p
the pressure, and T the temperature. The vector (Hx ,Hy ,Hz) is the magnetic field
and (Ey ,Ez) the projection of the electrical field in the (y, z)-plane, where Hx ,
Ey , and Ez are nonnegative constants. System (1.1) contains four dissipation co-
efficients; the two coefficients of viscosities λ1 and µ1, the coefficient of thermal
conductivity λ, and the coefficient of electrical conductivity σ. These coefficients
are nonnegative functions of absolute temperature T. In addition, Y is the mass
fraction of the unburned gas and h0 and h1 are the specific enthalpies of the reac-
tant and the product, respectively; A is an auxiliary variable. Moreover, D is the
diffusion rate for the reactant and K the reaction rate coefficient, and both are pos-
itive constants. The characters m, P, P1, P2 , and E are constants of integrations.
Also, the function φ(T ), known as the “reaction rate function”, is defined by

φ(T ) =
{

0 for T < Ti,

φ1(T ) for T ≥ Ti,
(1.2)

where φ1(T ) is a smooth positive function and Ti is the “ignition temperature” of
the reaction. A typical example of φ1(T ) is the Arrhenius law: φ1(T ) = T γe−A/T

(for some positive constant γ and A). Finally, if the absolute internal energy and
pressure of the unburned and burned gases are denoted by ε0,p0 and ε1,p1 (re-
spectively), then

εi = Yε0 + (1 − Y )ε1 and p = Yp0 + (1 − Y )p1 (1.3)

are the absolute energy and pressure (respectively) of the mixture gas. For the de-
tails and derivations of these equations see [2]. Also note that in the exothermic
case we have

e0 > e1, h0 > h1, and p0 > p1. (1.4)

In order to take advantage of some results from previous works, we make some
simplifications and changes of variables in (1.1). Since in (1.1) the components Ey
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and Ez of the electric fields are constants, one can always find a frame of refer-
ence in which Ey = 0. On the other hand, m is a mass quantity; in fact m = ρu,
where ρ is density and µ an electric quantity. One may also assume without loss
of generality that µ = m = 1. Then u = V = 1/ρ, whereV is the specific volume
of the fluid. Now, in (1.1) we replace X, λ1 + 2µ1, u, m, P, µ1, σ−1, λ, Hx , Hy ,
Hz, v −P1, ω −P2 , εi, Ez, Ey , µ, D, K, Y, A with (respectively) t, µ1,V, 1, J, µ,
ν, k, δ, x2 , y2 , x1, y1, e, ε, 0, 1, α, β−1, 1 − X, 1 − X + Z. Then (1.1) becomes:

µẋ1 = x1 − δx2 ,

νẋ2 = −δx1 +Vx2 + ε,

µ1V̇ = 1
2 (x

2
2 + y2

2) +V − J + p(V, T,X),

κṪ = − 1
2 (x

2
1 − 2δx1x2 +Vx 2

2 ) − 1
2 (y

2
1 − 2δy1y2 +Vy2

2)

− εx2 − 1
2V

2 + JV − E + e(V, T,X)

− [h0(V, T ) − h1(V, T )](1 − X + Z),

µẏ1 = y1 − δy2 ,

νẏ2 = −δy1 +Vy2 ,

αẊ = −V(1 − X + Z),

βVŻ = (1 − X)φ(T ).

(1.5)

Note that, for α = β = 0, this system reduces to (2.1) in [3] and (1.3.1) in [11].
The existence of weak and strong detonation waves has been studied by many au-

thors. Hesaaraki [11] investigated the magnetohydrodynamic problem and proved
the existence of shock waves by topological methods. Gardner [7] considered (1.5)
when δ = µ = ν = ε = 0 and h0(V, T ) = h1(V, T ), and he proved the existence
of weak and strong detonation waves for one-step chemical reactions. Also, Wag-
ner [24] studied Gardner’s system when h0 and h1 are constant and h0 > h1; he
found necessary and sufficient conditions for the existence of weak and strong det-
onations by applying topological methods. In addition, Gasser and Szmolyan [8]
considered Wagner’s system with h0(V, T ) > h1(V, T ). They proved the existence
of weak and strong detonations and deflagrations by applying singular perturba-
tion theory. Finally, under general assumptions of thermodynamics, Hessaraki and
Razani [14; 15] proved the existence of weak, strong and CJ detonation waves for
the resulting system in the paper of Gasser and Szmolyan [8].

Here, under general assumptions of thermodynamics, we prove the existence
of weak and strong detonation waves in a transverse magnetic field for a one-step
exothermic reaction. This means the reaction occurs in the presence of magnetic
and electrical fields; that is, we consider (1.5) with δ = 0.

The rest of this paper is organized as follows. In Section 2 we investigate the
rest points of the reduced system of (1.5) in the case of a transverse magnetic field,
and we make some observations related to the problem. In Section 3, we study the
stable and unstable manifolds of the resulting system and prove the existence of
weak and strong detonation waves. The uniqueness and nonuniqueness of these
waves are also considered.
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2. Reduction to δ = Hx = 0

In this section we reduce (1.5) to a system where the reaction occurs in the presence
of magnetic fields. This means that we assume δ = Hx = 0, so (1.5) is reduced to
the following system:

µẋ1 = x1,

νẋ2 = Vx2 + ε,

µ1V̇ = 1
2 (x

2
2 + y2

2) +V − J + p(V, T,X),

κṪ = − 1
2 (x

2
1 +Vx 2

2 ) − 1
2 (y

2
1 +Vy2

2) − εx2 − 1
2V

2 + JV

− E + e(V, T,X) − [h0(V, T ) − h1(V, T )](1 − X + Z),

µẏ1 = y1,

νẏ2 = Vy2 ,

αẊ = −V(1 − X + Z),

βVŻ = (1 − X)φ(T ).

(2.1)

The existence of some heteroclinic orbits between two different rest points of
(2.1) proves the existence of detonation waves. At each rest point of (2.1) we must
have x1 = y1 = y2 = 0. Moreover, the subspace x1 = y1 = y2 = 0 is an invari-
ant subspace, and it is obvious that if an orbit of (2.1) intersects the outside part of
the subspace x1 = y1 = y2 = 0 then its ω-limit or α-limit sets couldn’t intersect
it. This means that our desired heteroclinic orbits must be lying in this subspace.
Given this, (2.1) becomes

νẋ2 = Vx2 + ε := G1(u),

µ1V̇ = 1
2x

2
2 +V − J + p(V, T,X) := G2(u),

κṪ = − 1
2Vx

2
2 − εx2 − 1

2V
2 + JV − E

+ e(V, T,X) − q(V, T )(1 − X + Z) := G3(u),

αẊ = −V(1 − X + Z) := G4(u),

βVŻ = (1 − X)φ(T ) := G5(u),

(2.2)

where q(V, T ) = h0(V, T ) − h1(V, T ) and u = (x2 ,V, T,X,Z)T. Note that the
equalities (1.3) change to

e(V, T,X) = (1 − X)e0(V, T ) + Xe1(V, T ),

p(V, T,X) = (1 − X)p0(V, T ) + Xp1(V, T ),
(2.3)

where X denotes the mass fraction of the burned gas. As we mentioned before, if
α = β = 0 then system (2.2) reduces to (1.3.1) in [11], and if ν = ε = 0 then (2.2)
reduces to (2.1) in [14].

In order to obtain the rest points of (2.2), we must make some assumptions on
the functions p(V, T,X), e(V, T,X), and S(V, T,X) (the entropy of the system).
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Following [1; 5; 11; 12; 13; 14], we consider a general form for thermodynamic
state functions (instead of giving a specific expression) and we assume that the
functions p(V, T,X), e(V, T,X), S(V, T,X) and hi(V, T ), i = 0,1, satisfy the fol-
lowing hypotheses.

H1 For 0 ≤ X ≤ 1 and T,V > 0, the functions p, e, and S are positive.
H2 For fixed X ∈ [0,1] and T > 0, we have p(V, T,X) → +∞ as V → 0.
H3 For fixed X ∈ [0,1] and given K0 and V0 there exists a T0 > 0 such that, if

0 < V ≤ V0 and T ≥ T0, then e(V, T,X) > K0.

H 4 If p is a function of V, T, and X, then pV < 0, pVV > 0, and pT > 0.
H5 Gibbs’s law of thermodynamics is given by de = TdS−pdV + (h0 −h1)dX,

where hi = hi(V, T ) for i = 0,1.
H6 The following identities hold for i = 0,1: eiV = TSiV − pi, eiT = TSiT ,

piT = SiV , hi = ei + piV , and SiT > 0, where Si = S(V, T, i).

These hypotheses are fairly mild and have clear thermodynamical interpretations
(for more details see [17, pp. 125–132; 22, p. 516; 23; 25]). Also note that the ideal
gas satisfies all the listed conditions. We will use these hypotheses directly or will
take advantage of some results from previous works that are based on them.

From now on we call ν,µ1, κ ,α,β the viscosity parameters when they appear
as the coefficients of derivatives in (2.2). Also, we assume that these values are
positive functions of V and T.

In order to prove the existence of traveling wave solutions of (2.2), we look for
an orbit of this system that is defined for all t ∈ R and then connect two different
rest points of it. Hence, in the first step we need to determine the rest points of
(2.2). For this, we would have

Gi(u) = 0, 1 ≤ i ≤ 5.

From G5(u) = 0, at a rest point we must have X = 1 or T < Ti. Also, G1(u) = 0
will imply that

x2 = −ε

V
. (2.4)

Case 1: X = 1. Then G4(u) = 0 and V > 0 imply Z = 0. By considering this,
we arrive at the following criterion for a rest point:

F11(V, T ) = 1

2

ε2

V 2
+V − J + p(V, T,1) = 0,

F12(V, T ) = 1

2

ε2

V
− 1

2
V 2 + JV − E + e(V, T,1) = 0.

(2.5)

Case 2: T < Ti or φ(T ) = 0. It follows that G5(u) = 0 and hence X can take
some value in [0,1). If X = m ∈ [0,1) is this value, then G4(u) = 0 yields Z =
m − 1. From G2(u) = G3(u) = 0 we have

Fm1(V, T ) = 1

2

ε2

V 2
+V − J + p(V, T,m) = 0,

Fm2(V, T ) = 1

2

ε2

V
− 1

2
V 2 + JV − E + e(V, T,m) = 0.

(2.6)
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By hypotheses H4 we have pT > 0, and so ∂Fm1/∂T > 0; also, ST > 0 implies
∂Fm2/∂T = eT = TST > 0 (from de = −pdV + TdS) for 0 ≤ m ≤ 1. Thus the
equations Fm1(V, T ) = 0 and Fm2(V, T ) = 0 determine the graphs of the functions
Tm1(V ) and Tm2(V ), respectively, in the (V, T )-plane.

The following Lemmas 2.1–2.3 correspond to Lemmas 2.1–2.3 in [12], so their
proofs are omitted. These lemmas give some information about the rest points of
(2.2). See also [11, Sec. 3.2; 14, Sec. 2].

Lemma 2.1. For 0 ≤ m ≤ 1, we have dTm1(V )/dV = 0 for precisely one value
of V. This is a relative maximum.

Lemma 2.2. For fixed J > 0, there is a number Cm ∈ R such that, for C > Cm,
the system of algebraic equations (2.6) (or (2.5)) admits no solutions. For C =
Cm it admits one solution and for C < Cm it admits two solutions, 0 ≤ m ≤ 1.

Here, we assume that Fm1(V, T ) = 0 and Fm2(V, T ) = 0 intersect each other at
two points, say (Vmj , Tmj ) with j = 0,1, where Vm0 > Vm1 for 0 ≤ m < 1. For
m = 1 these two rest points may coincide with each other. Using this notation,
from [13, Cor. 2.1] we have the following two corollaries (see [14] for their proofs).

Corollary 2.1. The curve {(V, T ) : Fm2(V, T ) = 0,Vm1 < V < Vm0} lies in the
region {(V, T ) : Fm1(V, T ) < 0} for 0 ≤ m ≤ 1.

Corollary 2.2. For 0 ≤ m ≤ 1, we have S(Vm0, Tm0,m) < S(Vm1, Tm1,m).

Lemma 2.3. The function Tm2(V ) is strictly decreasing in the interval [Vm1,Vm0 ].

The graphs of Fm1(V, T ) = 0 and Fm2(V, T ) = 0 are depicted in [13, Fig. 2.1].

Theorem 2.1. Let Vmj and Tmj (0 ≤ m ≤ 1, j = 0,1) be the same as before. If
pX = p1 − p0 > 0 and eX = e1 − e0 < 0, then for 0 ≤ m < n ≤ 1 we have

Vm0 > Vn0 > Vn1 > Vm1 and Tm0 < Tn0 < Tn1.

Proof. This follows easily from [13, Cor. 2.1].

As a result of this theorem, T00 < T10. Thus we may assume that the ignition tem-
perature Ti satisfies the inequalities

T00 < Ti < T10. (2.7)

In light of these results, the rest points of (2.2) are:

u1j =
(

− ε

V1j
,V1j , T1j ,1, 0

)T
, j = 0,1;

umj =
(

− ε

Vmj

,Vmj , Tmj ,m,m − 1

)T
, 0 ≤ m < 1, Tmj < Ti, j = 0,1.

(2.8)

In this work we assume that the rest points u10 and u11 exist, though they may
coincide.
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Corollary 2.3. If the rest point u10 or u11 exists, then the rest point um0 exists
for some 0 ≤ m < 1.

3. Existence of Detonations

In this section, we show the existence of weak and strong detonation waves in a
transverse magnetic field. The uniqueness and nonuniqueness of these waves are
also considered. In order to do this we must prove the existence of some hetero-
clinic orbits between rest points of (2.2). The existence proof for heteroclinic
orbits is carried out by some general topological arguments in ordinary differen-
tial equations. This requires that we make some observations related to the nature
of stable and unstable manifolds of (2.2) at the rest points u10 and u11. Toward this
end we shall use the following lemma (which is exactly [13, Lemma 2.4]).

Lemma 3.1. At the rest point u10, ST (1+pV −ε2/V 3)−S2
V > 0, 1+pV > 0, and

1 + pV − (ε2/V 3) > 0. But at the rest point u11, ST (1 + pV − ε2/V 3) − S2
V < 0.

The linearized system of (2.2) at the rest points u1j (j = 0,1) can be written as

u̇ = M1j(u − u1j ), j = 0,1,

where

M1j =




V

ν

x2

ν
0 0 0

x2

µ1

1 + pV

µ1

pT

µ1

pX

µ1
0

0
TSV

κ

TST

κ

eX + q

κ

−q

κ

0 0 0
V

α
−V

α

0 0 0 −φ1(T )

βV
0




,

where q = q(V, T ) = h0(V, T ) − h1(V, T ), the entries of M1j are considered at
the rest point u1j , and we use the identities eV = TSV − p, eT = TST , and pT =
SV of hypotheses H6. If f(λ) is the characteristic polynomial of this matrix, then

f(λ) =
(
λ2 − λ

V

α
− φ1(T )

αβ

)
h(λ)

µ1νκ
, (3.1)

where

h(λ) = −[(V − νλ)[(1+pV −µ1λ)(TST −κλ)−TS2
V ]−x 2

2 (TST −κλ)]. (3.2)

Let g(λ) = λ2 − λ(V/α) − φ1(T )/αβ. Since V > 0 and φ1(T ) > 0, it follows
that g(λ) has one positive root and one negative root. Let λ1 < 0 < λ2 be these
roots. On the other hand, by [11, Thm. 2.2.1] (due to Germain in [9] or [10]), the
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polynomial h(λ) at the rest point u1j (j = 0,1) has 3 − j positive roots and j neg-
ative roots; we denote them by λ3 ≤ λ4 ≤ λ5. Thus we have proved the following
theorem.

Theorem 3.2. Let λk , 1 ≤ k ≤ 5, be the eigenvalues of the matrix M1j at the
rest points u1j , j = 0,1. Then: at the rest point u10 we have λ1 < 0 < λ2 , λ3 >

0, λ4 > 0, and λ5 > 0; but at the rest point u11 we have λ1 < 0, λ2 > 0, λ3 < 0,
λ4 > 0, and λ5 > 0.

Our next theorem concerns the eigenvectors of these eigenvalues.

Theorem 3.3. Let (y1, y2 , y3, y4, y5)
T be an eigenvector of the matrix M1j cor-

responding to the negative eigenvalue λ1.

(i) At u10, either y1 < 0, y2 < 0, y3 > 0, y4 > 0, and y5 > 0 or the reverse
inequalities hold.

(ii) At u11, either y1 > 0, y2 > 0, y4 > 0, and y5 > 0 or the reverse inequalities
hold.

(iii) If (z1, z2 , z3, z4, z5)
T is an eigenvector corresponding to the second negative

eigenvalue λ3 at the rest point u11, then either z1 < 0, z2 < 0, z3 > 0, and
z4 = z5 = 0 or the reverse inequalities hold.

Proof. (i) The eigenvalue (y1, y2 , y3, y4, y5)
T must satisfy the following equa-

tions at the rest points u10 and u11: (
1

ν
V − λ1

)
y1 − ε

νV
y2 = 0,

1

µ1

(
− ε

V

)
y1 +

[
1

µ1
(1 + pV ) − λ1

]
y2 + 1

µ1
pTy3 + 1

µ1
pXy4 = 0,

TSV

κ
y2 +

(
TST

κ
− λ1

)
y3 + eX + q

κ
y4 + q

κ
y5 = 0, (3.3)

(
V

α
− λ1

)
y4 − V

α
y5 = 0,

−φ1(T )

βV
y4 − λ1y5 = 0.

Since λ1 < 0, from the first equation we obtain sgn y1 = sgn y2. Also∣∣∣∣∣∣∣∣

V

α
− λ1 −V

α

−:1(T )

βV
λ1

∣∣∣∣∣∣∣∣
= 0,

so the two last equations of (3.3) will imply that sgn y4 = sgn y5.

Now, if we obtain y1 from the first equation and substitute in the second equa-
tion of (3.3) and then consider the third equation of (3.1), we have
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Ay2 + 1

µ1
pTy3 + 1

µ1
pXy4 = 0,

TSV

κ
y2 +

(
TSV

κ
− λ1

)
y3 + 1

κ
(p0 − p1)Vy4 − q

κ
y5 = 0,

(3.4)

where

A = 1

µ1(V − νλ1)

[
V

(
1 + pV − ε2

V 3

)
− λ1ν(1 + pV ) − µ1λ1(V − νλ1)

]

and (p0 − p1)V = eX + q. Solving (3.4) for y2 in terms of y4 and y5 yields

y2 = (V/ν − λ1)

h(λ1)

(
1

µ1
(p1 − p0)

(
TST

κ
− λ1 + pT

κ
(p1 − p0)V

)
y4

+ q

κ

1

µ1
pTy5

)
, (3.5)

where h(λ) is defined in (3.2) and h(λ) = (λ − λ3)(λ − λ4)(λ − λ5). Since λ1 <

0, it follows that h(λ1) < 0 and thus sgn y2 = −sgn y4 = −sgn y5. Using this
and the second equation of (3.4), we obtain

y3 =
[
TST

κ
− λ1

]−1[
−TSV

κ
y2 − 1

κ
(p0 − p1)Vy4 + q

κ
y5

]
; (3.6)

this shows that sgn y3 = −sgn y2 = sgn y4 = sgn y5.

(ii) Note that λ1 = − 2
β
:1(T )

[
V + √

V 2 + 4 α
β
:1(T )

]−1
. Since the rest points

and λ1 are independent of µ1, κ , and ν and since β−1 = K is the reaction rate co-
efficient, we may assume that µ1  β, κ  β, and ν  β (see [14] and [22]).
Then, by Lemma 3.1 we may assume that h(λ1) > 0 at the rest point u11. Thus
(3.5) at the rest point u11 implies that sgn y2 = sgn y4 = sgn y5.

(iii) Consider (3.3) in terms of λ3 instead of λ1. The two last equations will
imply: (

V

α
− λ3

)
z4 − V

α
z5 = 0;

−:1(T )

βV
z4 − λ3z5 = 0.

(3.7)

Since λ3 depends on µ1, ν, and κ and is independent of α and β, it follows that
∣∣∣∣∣∣∣∣

V

α
− λ3 −V

α

−:1(T )

βV
−λ3

∣∣∣∣∣∣∣∣
= 0.

Thus z4 = z5 = 0 is the only solution of (3.7). Hence (z1, z2 , z3) must be a solu-
tion of the following equations at the rest point u11:
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(
1

µ
V − λ3

)
z1 − ε

νV
z2 = 0,

1

µ1

(
− ε

V

)
z1 +

[
1

µ1
(1 + pV ) − λ3

]
z2 + 1

µ1
pT z3 = 0, (3.8)

TSV

κ
z2 +

(
TST

κ
− λ3

)
z3 = 0.

From the first and third equations of (3.8), we have sgn z1 = sgn z2 and sgn z2 =
−sgn z3.

In order to prove the existence of structure for weak and strong detonations, we
define the set

D = {u∈ R
5 : G1(u) < 0, G2(u) < 0, G3(u) > 0,

−b < 1 − X + Z < 0, 0 < X < 1},
where the Gi(u), 0 ≤ i ≤ 3, are introduced in (2.2) and where b is defined as

b = 1 + α

β
sup

G1(u)≤0,G2(u)≥0,G3(u)≥0

:1(T )

V 2
,

so b > 1 is a constant. Now observe that the rest points u1j = (−ε/V1j ,V1j ,
T1j ,1, 0)T, j = 0,1, are located on ∂D. Moreover, by Theorem (3.2), the stable
manifold at u10 is 1-dimensional and at u11 is 2-dimensional whenever these rest
points exist and are different. With regard to these two manifolds, we have the
following lemma.

Lemma 3.4. Let D be as before. Then the stable manifold at u10 intersects D on
a curve, and the stable manifold at u11 intersects D on a 2-dimensional manifold.

Proof. As we have already shown, the linearized system of (2.2) at the rest point
u1j (j = 0,1) has the following form:

u̇ = M1j(u − u1j ) := (G1L(u), . . . ,G5L(u))
T. (3.9)

Let (y1, y2 , . . . , y5)
T be an eigenvector corresponding to λ1 at the rest point u10,

and consider the solution

u(t) = (x2(t),V(t), T(t),X(t),Z(t))T = (y1, . . . , y5)
Teλ1t + u10

of the linearized system (3.9). Thus, for t ∈ R we have

(G1L(u), . . . ,G5L(u))
T = M10(u − u10) = M10(y1, . . . , y5)

Teλ1t

= λ1(y1, . . . , y5)
Teλ1t = (λ1y1, . . . , λ1y5)

Teλ1t. (3.10)

Since λ1 < 0, Theorem 3.3(i) and (3.10) imply that (G1L(u), . . . ,G5L(u))
T ∈Dω,

where

Dω = {u∈ R
5 : G1L(u) < 0, G2L(u) < 0, G3L(u) > 0,

G4L(u) > 0, G5L(u) > 0}.
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This means that the stable manifold of (3.9) at the rest point u10, which is the line

Mw = {u∈ R
5 : u − u10 = (y1, . . . , y5)

Ts, s ∈ R},
lies in Dω for s > 0 and lies in D for s > 0 and small. Thus, the stable manifold
of (2.2) at the rest point u10 intersects D on a curve.

Now consider the rest point u11, the negative eigenvalues λ1 and λ3, and the lin-
ear system (3.9) at this rest point:

u̇ = M11(u − u11) := (G̃1L(u), . . . , G̃5L(u))
T.

In a similar way, it can be shown that the stable manifold of (3.9) at u11, which is
2-dimensional (Theorem 3.2), has the form

Ms = {u∈ R
5 : u − u11 = (y1, y2 , y3, y4, y5)

Ts1 + (z1, z2 , z3, 0, 0)Ts2 ,

s1, s2 ∈ R},
where (y1, y2 , y3, y4, y5)

T and (z1, z2 , z3, 0, 0)T are eigenvectors corresponding
to λ1 and λ3, respectively. Hence, by Theorem 3.3(ii) and (iii), those points of Ms

with s1, s2 > 0 and s1  s2 lie in the set

Ds = {u∈ R
5 : G1L(u) < 0, G2L(u) < 0, GiL(u) > 0, 3 ≤ i ≤ 5}.

Therefore, those points of Ms with s1, s2 > 0, s1  s2 , and s1 + s2 small lie in D.

Thus the stable manifold of (2.2) at u11 intersects D in a 2-dimensional manifold.

Now consider the following system of ordinary differential equations:

νẋ2 = G1(u),

µ1V̇ = G2(u),

κṪ = G3(u), (3.11)

αẊ = G4(u),

βVŻ = (1 − X)φ1(T ) := G̃5(u),

where the Gk(u), 1 ≤ k ≤ 4, are as before and where φ1(T ) is given by (1.2). Note
that the system (3.11) is mathematically well-defined for all V > 0, T > 0, Z ∈
R, and X ∈ R; moreover, it is the same as (3.2) for 0 ≤ X ≤ 1 and T > Ti. This
system and Theorems 3.1 and 3.2 of [14] lead us to the proof of the existence of
structure for weak and strong detonation waves.

Here, we restate [14, Thm. 3.1]. Let

dx

dt
= f(x), x = (x1, x2 , . . . , xn)

T, (3.12)

be an autonomous system of ordinary differential equations on R
n.

Theorem 3.5. Suppose the function f in (3.12) is locally Lipschitz in a neighbor-
hood of the closure of a bounded open set D that is homeomorphic to the cylinder{
x ∈ R

n :
∑n−1

i=1 x 2
i < 1, 0 < xn < 1

}
, and suppose (3.12) is gradient-like with

respect to a function h in D. Moreover, suppose the following conditions hold.
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C1 The set {x ∈ D̄ : h(x) = c} corresponds to the set
{
x ∈ R

n :
∑n−1

i=1 x 2
i ≤ 1,

xn = c
}

for 0 ≤ c ≤ 1 under the homomorphism.
C2 System (3.12) has finitely many rest points located in the set {x ∈ ∂D : h(x) =

1}. Moreover, this system has no other rest point in D̄.

C3 The flow goes out of D on {x ∈ ∂D : 0 < h(x) < 1}.
C4 For x̃ one of the rest points of (3.12), the stable manifold of this system at this

rest point intersects D in a nonempty set.

Then there is a point p ∈ {x ∈ ∂D : h(x) = 0} such that lim t→∞ p.t = x̃.

Moreover, if the intersection of D and the stable manifold at x̃ is 1-dimensional,
then this point is unique. If this dimension > 1 then there exist infinitely many such
points.

Lemma 3.6. Let D be as before. If (ν,µ1, κ ,α,β) > 0 then there is a unique or-
bit of (3.11) that lies in D and whose ω-limit set is u10, and this orbit intersects the
set ? = {u ∈ D̄ : G1(u) < 0, G2(u) < 0, G3(u) > 0, X = 0}. Moreover, there
are infinitely many orbits of (3.11) that lie in D and whose ω-limit sets are u11.

Each of these orbits intersects the set ? just described. Along all of these orbits,
−x2(t), −V(t), T(t), X(t), and Z(t) are increasing.

Proof. First, note that (3.11) is gradient-like with respect to h(u) = X in D and
is locally Lipschitz in a neighborhood of D̄. Next we show that (3.11)—together
with D (as D), u10 (and similarly u11) (as the rest point), and the real-valued func-
tion h(u) = X (as h)—satisfy all the conditions of Theorem 3.5.

In order to see that D is homeomorphic to the cylinder and that condition C1

holds, define

Q := {u∈ R
4 : Gic(u) ≤ 0 (1 ≤ i ≤ 2),

G3c(u) ≥ 0 (−b − 1 + c ≤ Z ≤ c − 1)},
where Gic(u) = Gi(x2 ,V, T,X, c). From the hypotheses we have eT > 0, eV >

0, qT > 0, qV > 0, and eV = TSV − p; and as in the proof of [13, Lemma 2.2.2],
it follows that the set Q∩ {u : Z = Z0} is homeomorphic to the unit disk. Hence
D is homeomorphic to the cylinder and condition C1 holds. The set of rest points
of (3.11) is {u10, u11}, and this set is located on ∂D ∩ {u∈ R

5 : X = 1}. Therefore,
condition C2 holds also. By Lemma 3.4, the stable manifold of (3.11) at the rest
points u10 and u11 intersects D in 1- and 2-dimensional manifolds, respectively.
Thus, condition C4 of Theorem 3.5 holds as well.

Finally, we show that condition C3 is fulfilled. Note that G1(u) < 0 and V > 0
imply that x2 < 0 in D. Now, let u0 ∈ {u ∈ ∂D : 0 < X < 1}. Then Gi(u0) = 0
for one i (1 ≤ i ≤ 3) or 1 − X + Z = 0 or 1 − X + Z = −b. Suppose G1(u) =
0. Differentiating G1(u) along the orbits of (3.11) yields

dG1(u)

dt

∣∣∣∣
G1(u0)=0

= x2

νµ1
G2(u0) + V

ν
G1(u0)

∣∣∣∣
G1(u0)=0

= x2

νµ1
G2(u0) > 0;

thus the flow goes out of D̄ on G1(u0) = 0. Let G2(u0) = 0. Now differentiating
G2(u) along the orbits yields
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dG2(u)

dt

∣∣∣∣
G2(u0)=0

= x2

ν
G1(u0) + 1

µ1
G2(u0) + pV

G2(u0)

µ1
+ pT

κ
G3(u0) + pX

α
G4(u0) > 0;

thus the flow goes out of D̄ on G2(u0) = 0. If we now differentiate G3(u) along
the orbits, we obtain

dG3(u)

dt

∣∣∣∣
G3(u0)=0

= (−Vx2 − ε)
G1(u0)

ν
+

(
−1

2
x 2

2 −V + J + eV − qV (1 − X + Z)

)
G2(u)

µ1

+ (eT − qT (1 − X + Z))
G3(u)

κ
+ (eX + q)

G4(u)

α
− q

βV
G̃5(u).

On the other hand, in D̄ we have

−1

2
x 2

2 + J −V + eV = −1

2
x 2

2 + J −V + TSV − p = TSV − G2(u) > 0,

qV > 0, 1 − X + Z < 0, q > 0, (−Vx2 − ε)
G1(u0)

ν
= −G1(u0)

2

ν
< 0,

and
eX + q = e1 − e0 + h0 − h1 = (p0 − p1)V < 0.

Therefore, dG3(u)

dt

∣∣
G3(u0)=0 < 0. Thus the flow goes out of D̄ on G3(u0) = 0.

Finally, if we differentiate G̃4(u) := 1 − X + Z along the orbits then we obtain

dG̃4(u)

dt
= −Ẋ + Ż = V

α
(1 − X + Z) + 1 − X

βV
φ1(T ).

Therefore,

dG̃4(u)

dt

∣∣∣∣
1−X+Z=0

= 1 − X

βV
φ1(T ) > 0 and

dG̃4(u)

dt

∣∣∣∣
1−X+Z=−b

= −b
V

α
+ 1 − X

βV
φ1(T ) < 0.

Thus the flow goes out of D̄ on G̃4(u0) = 0 or G̃4(u0) = −b and so condition
C3 of Theorem 3.5 holds, too. Hence, by that theorem there must be an orbit of
(3.11) lying in D, initiating at a point on the surface X = 0, and running to the rest
point u10 as t → +∞. There are likewise infinitely many points in the plane X =
0 such that, if an orbit of (3.11) is started at each of these points, then the ω-limit
set of these orbits is the set {u11}. Finally, from (3.11) and our definition of the set
D it follows that, along these orbits, X(t),Z(t), T(t) are increasing but V(t) and
x2(t) are decreasing.

Let ũ(t), t ∈ [t0, ∞), be one of the orbits given by Lemma 3.6, and let ũ(t0)∈ {u∈
D̄, X = 0} and lim t→∞ ũ(t) = u10 (or u11). Then we have the following lemma.
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Lemma 3.7. Let ũ(t) be as just described. If (µ,µ1, κ ,α,β) > 0 with

β � max(α, ν,µ1, κ),

then the orbit ũ(t) meets the hypersurface T = Ti for some t̃ ∈ (t0, ∞) with 0 <

X̃(t̃ ) < 1 and −1< Z̃(t̃ ) < 0.

Proof. Let (x2i,Vi, Ti,Xi,Zi) be the unique solution of the equations

G1(u) = G2(u) = G3(u) = 0, 1 − X + Z = 0, T = Ti.

Then, from T00 < Ti < T10, it follows that 0 < Xi < 1, −1 < Zi < 0, V10 <Vi <

V00, x2i = −ε/Vi, and

{u∈ D̄ : G1(u) = G2(u) = G3(u) = 0, 1 − X + Z = 0, 0 < X < Xi}
⊂ {u∈ D̄ : T ≤ Ti}.

Let 0 < X0 < Xi, Z0 = X0 − 1, D0 = {u ∈ D : −1 < Z < Z0, T > Ti}, and
σ = minu∈D0 [G4(u) − G3(u) − G2(u) − G1(u)]. Then σ > 0.

Now suppose the orbit ũ(t), t ∈ [t0, +∞), does not meet the set {u ∈ D : T =
Ti, 0 < X < 1, −1 < Z < 0}. Then, from G3(u) > 0 in D and lim t→∞ T̃ (t) >

Ti, we get T̃ (t) > Ti for all t ∈ [t0, +∞).

Let t2 and t1 be the solutions of the equations Z̃(t) = Z0 and Z̃(t) = −1, re-
spectively. Since 1 − X(t) + Z(t) < 0 in D and since X̃(t0) = 0, it follows that
Z̃(t0) < −1. Now from Z̃(+∞) = 0 and ˙̃

Z > 0 in D we get t2 > t1 > t0 and
−1< Z̃(t) < Z0 for t ∈ (t1, t2). Thus ũ(t)∈D0 for t ∈ (t1, t2).

Now, along the orbit ũ(t) in D0 we must have

d

dZ
[X + T −V − x2 ] =

[
dZ

dt

]−1[
dX

dt
+ dT

dt
− dV

dt
− dx2

dt

]

= βV

(1 − X)φ1(T )

[
G4(u)

α
+ G3(u)

κ
− G2(u)

µ1
− G1(u)

ν

]

≥ βσε1

max(α, κ ,µ1, ν)
,

where 1/ε1 = max[(1 − X)φ1(T )/V ]. Therefore,

X̃(t) + T̃ (t) − Ṽ (t) − x̃2(t)

∣∣∣∣
∞

t0

≥
∫ t2

t1

[
G4(ũ)

α
+ G3(ũ)

κ
− G2(ũ)

µ1
− G1(ũ)

ν

]
dt

=
∫ Z0

−1

βV

(1 − X)φ1(T )

[
G4(ũ)

α
+ G3(ũ)

κ
− G2(ũ)

µ1
− G1(ũ)

ν

]
dZ

≥ βσε1(Z0 + 1)

max(α, κ ,µ1, ν)
. (3.13)
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On the other hand, x2 < 0 in D and x̃2(∞) = −ε/V11. Also, from G2(u) < 0 in
D we get V < J in D. Thus we have

1 + T11 − T(t0) + J −V11 + ε

V11
≥ βσε(Z0 + 1)

max(α, κ ,µ1, ν)
.

But this last inequality is impossible for β � max(α, κ ,µ1, ν) (this inequality
makes sense; see [14; 18; 19; 20; 21; 24]). Hence the orbit ũ(t) meets the set

{u∈ D̄ : T = Ti, 0 < X < 1, −1< Z < 0},
and such a t̃ > t0 exists.

From now on we assume that β � max(α, κ ,µ1, ν) or that the orbit ũ(t) meets
the hypersurface T = Ti at the point ũi = (x̃2i,Ṽi, Ti, X̃i, Z̃i), where 0 < X̃i < 1
and −1 < Z̃i < 0. We call the point ũi the ignition point. According to Lemma
3.4, for weak detonation this point is unique, but for strong detonation there is a
curve of ignition points. We are now in a position to state our Main Theorem—on
the existence of structure for detonation waves—but before this we restate [14,
Thm. 3.2] as follows.

Theorem 3.8. Suppose f in (3.12) is locally Lipschitz in a neighborhood of the
closure of an open bounded set D that is homeomorphic to a semisphere {x ∈ R

n :
|x| < 1, xn > 0}, and suppose (3.12) is gradient-like with respect to a real-valued
function g in D. Furthermore, let the following conditions hold.

C ′
1 The set {x ∈ D̄ : g(x) = 1− c} corresponds to the set {x ∈ R

n : |x| ≤ 1, xn =
c} for 0 ≤ c ≤ 1 under the homeomorphism.

C ′
2 The set {x ∈ D̄ : g(x) = 0}, which consists of a single point (say, x̃), is a rest

point of (3.12), and x̃ is the only rest point of (3.12) in D̄.

C ′
3 If F = {x ∈ ∂D : 0 < g(x) < 1}, then for p ∈ F̄\{x̃} we have p.t /∈ D for

small positive t.

C ′
4 For p ∈ ∂D\F̄, p.t ∈D for t < 0 and small.

Then, for each point p ∈ ∂D\F̄, we must have lim t→∞ p.t = x̃.

Theorem 3.9. Suppose that (2.2) admits the rest points u10, u11, and um0 for
some 0 ≤ m < 1, and suppose that (1.4), (2.3), and hypotheses H1–H6 hold.
Then, for given ν,µ1, κ ,α,β > 0 with β � max(ν,µ1, κ ,α), there is a unique
orbit of (2.2) running from um0 to u10 for some 0 ≤ m < 1. Similarly, there are
infinitely many orbits of this system that run from um0 to u11 for some 0 ≤ m < 1.

Proof. In the region T < Ti we have φ(T ) = 0, and from the last equation of (2.2)
it follows that Z(t) is constant along the orbits of this system in this region. Here
we let Z(t) = Z̃i, where Z̃i is the last component of ũi, the ignition point. On
the hypersurface Z = Z̃i, (2.2) reduces to the following 4-dimensional system of
ordinary differential equations:
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νẋ2 = Vx2 + ε := F1(u),

µ1V̇ = 1
2x

2
2 +V − J + p(V, T,X) := F2(u),

κṪ = − 1
2Vx

2
2 − εx2 − 1

2V
2 + JV − E + e(V, T,X) (3.14)

− q(V, T )(1 − X + Z̃i) := F3(u),

αẊ = −V(1 − X + Z̃i) := F4(u),

where u = (x2 ,V, T,X). Now consider the set

D ′ = {u∈ R
4 : F1(u) < 0, F2(u) < 0, F3(u) > 0, 1 − X + Z̃i < 0,

T −V − x2 + X < Ti − Ṽi − x̃2i + X̃i}.
Note that the ignition point ũi belongs to ∂D ′. By using Theorem 3.8, we will show
that any orbit of (3.14) initiating at a point on ∂D ′ ∩ {u∈ R

4 : T −V − x2 +X =
Ti − Ṽi − x̃2i + Xi} approaches the unique rest point of (3.14) given by (2.8)
and located in the region T < Ti as t tends to −∞. We denote this rest point by
(x̄2i,V̄i, T̄i, X̄i). In order to do this, we show that the set D ′, the unique rest point,
and the function

g(u) = x̄2i − x2 + V̄i −V + T − T̄i + X − X̄i

x̄2i − x̃2i + V̄i − Ṽi + T̃i − T̄i + X̃i − X̄i

satisfy all the conditions of Theorem 3.8.
By our definition of D ′, it follows that D ′ is homeomorphic to a semisphere,

that the set {u ∈ D ′ : g(u) = c} is homeomorphic to a disk for 0 < c < 1,
and that (x̄2i,V̄i, T̄i, X̄i) is the only rest point of (3.14) in D̄ ′. Moreover, (3.14) is
gradient-like with respect to g(u) in D ′. Hence, conditions C ′

1 and C ′
2 of Theorem

3.8 are fulfilled.
To see that condition C ′

3 is satisfied, we differentiate Fi(u), 1 ≤ i ≤ 3, and g(u)

along the orbits of (3.14) on ∂D ′:

dF1(u)

dt

∣∣∣∣
F1(u)=0

= x2
F2(u)

µ1
> 0 (since x2 < 0 in D ′),

dF2(u)

dt

∣∣∣∣
F2(u)=0

= x2
F1(u)

ν
+ pT

F3(u)

κ
> 0 + pX

F4(u)

α
> 0,

dF3

dt

∣∣∣∣
F3(u)=0

=
(

−1

2
x 2

2 −V + J + eV − qV (1 − X + Z̃i)

)
F2(u)

µ1

− (−Vx2 − ε)
F1(u)

ν
+ (eX + q)

F4(u)

α

= (TSV − F2(u) − qV (1 − X + Z̃i))
F2(u)

µ1

− F1(u)
2

ν
+ (p0 − p1)V

F4

α
< 0,

dg(u)

dt

∣∣∣∣
g(u)=1

= a

(
−F1(u)

ν
− F2(u)

µ1
+ F3(u)

κ
+ F4(u)

α

)
> 0,
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where a = (x̄2i − x̃2i + V̄i − Ṽi + T̃i − T̄i + X̃i − X̄i)
−1 > 0. Thus the flow

goes out of D ′ on
⋃3

i=1{u : Fi(u) = 0} ∪ {u : g(u) = 1}. Moreover, ∂D ′ ∩ {u :
F4(u) = 0} is invariant with respect to (3.14). Hence condition C ′

3 is satisfied, too.
Therefore, by Theorem 3.8, each orbit of (3.14) initiating at a point on ∂D ′ ∩ {u :
T −x2−V +X = T̃i−x̃2i−Ṽi+X̃i} lies in D̄ ′ for t < 0 and goes to (x̄2i,V̄i, T̄i, X̄i)

as t → −∞. Observe that, along these orbits, −x2(t), −V(t), T(t) are increasing
and X(t) is nondecreasing.

Now consider the ignition point ũi and the unique orbit of (3.14), say

˜̃u(t) = ( ˜̃x2(t),
˜̃
V(t), ˜̃

T (t), ˜̃
X(t), Z̃i), −∞ < t < t0,

with ˜̃u(t0) = (x̃2i,Ṽi, T̃i, X̃i, Z̃i) and lim t→−∞ ˜̃u(t) = (x̄2i,V̄i, T̄i, X̄i, Z̄i), which
exists by the foregoing argument. Along this orbit, −x2(t), −V(t), T(t),X(t) are
increasing and Z(t) is constant. This orbit lies in D, the domain used in the proof
of Lemma 3.6. Now define

u(t) =
{

ũ(t) for t ≥ t0,

˜̃u(t) for t ≤ t0.

Then u(t) is a complete orbit of (2.2) lying in D, and it runs from um0 to either u10

or u11 for some 0 ≤ m < 1. This completes the proof.
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