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## 1. Introduction

In [DFo], Diederich and Fornæss constructed a smooth support function for convex domains of finite type that satisfies the correct estimates to be used in the construction of several integral kernels. (See e.g. [DFFo; DM1; DM2; F; H].) In [DFFo] this support function was used to construct solution operators for the Cauchy-Riemann equation that satisfy optimal (isotropic) Hölder estimates, as follows.

Theorem 1.1 [DFFo]. Let $D \subset \subset \mathbb{C}^{n}$ be a linearly convex domain with $\mathcal{C}^{\infty}$ smooth boundary of finite type $m$. We denote by $C_{(0, q)}^{0}(\bar{D})$ the Banach space of $(0, q)$-forms with continuous coefficients on $\bar{D}$ and by $\Lambda_{(0, q)}^{1 / m}(D)$ the Banach space of $(0, q)$-forms whose coefficients are uniformly Hölder continuous of order $1 / m$ on $D$. Then there are bounded linear operators

$$
T_{q}: C_{(0, q+1)}^{0}(\bar{D}) \rightarrow \Lambda_{(0, q)}^{1 / m}(D)
$$

such that $\bar{\partial} T_{q} f=f$ for all $f \in C_{(0, q+1)}^{0}(\bar{D})$ with $\bar{\partial} f=0$.
In fact, a simple modification of the standard example shows that in general the solution of a Cauchy-Riemann equation with bounded left-hand side cannot be better than $(1 / m)$-Hölder continuous. However, a closer look at the example shows that it is in the normal direction that the Hölder exponent cannot be better than $1 / m$. On the other hand, Krantz [K] has shown that ( $1 / 2$ )-Hölder continuous solutions of the Cauchy-Riemann equation in strongly pseudoconvex domains are almost 1-Hölder continuous in the complex tangent directions, and a similar result is known for finite-type domains in $\mathbb{C}^{2}$ (see [ChK]). In our case the situation is even more difficult because we have several complex tangential directions and, in contrast to the strongly pseudoconvex case, these directions cannot be handled in an isotropic way. We expect nevertheless to derive a solution that is $(1 / m)$-Hölder continuous in the normal direction and satisfies better estimates in the complex tangential directions.

It turns out that such estimates are best expressed in terms of a certain pseudometric that is associated to the given domain $D$. So let $D=\{\rho<0\} \subset \mathbb{C}^{n}$ be a bounded convex domain with $\mathcal{C}^{\infty}$-boundary of finite type $m$. We further assume

[^0]that $\rho$ is given in such a way that the domains $D_{\zeta}:=\{z: \rho(z)<\rho(\zeta)\}$ are convex and of finite type $m$ for all $\zeta$ in a certain neighborhood $U$ of $\partial D$. Such a function could be given by $\rho(z):=\inf \{t>0: p+(z-p) / t \in D\}-1$ for any $p \in D$. For $\zeta \in U$, an arbitrary direction vector $v$, and $\varepsilon<\varepsilon_{0}$, we define the complex directional level distances by
$$
\tau(\zeta, v, \varepsilon):=\max \{c:|\rho(\zeta+\lambda v)-\rho(\zeta)|<\varepsilon \text { for all } \lambda \in \mathbb{C},|\lambda|<c\}
$$

For a fixed point $\zeta$ and a fixed radius $\varepsilon$, we define the $\varepsilon$-extremal basis $\left(v_{1}, \ldots, v_{n}\right)$ centered at $\zeta$ as in [Mc] or [H]. If it is important to mention the dependence on $\zeta$ and $\varepsilon$ of the coordinates with respect to this basis, we denote their components by $z_{k, \zeta, \varepsilon}$. Let $v_{k}$ be a unit vector in the $z_{k, \zeta, \varepsilon}$-direction and write $\tau_{k}(\zeta, \varepsilon):=$ $\tau\left(\zeta, v_{k}, \varepsilon\right)$. We can now define the polydiscs

$$
A P_{\varepsilon}(\zeta):=\left\{z \in \mathbb{C}^{n}:\left|z_{k, \zeta, \varepsilon}\right| \leq A \tau_{k}(\zeta, \varepsilon) \text { for } k=1, \ldots, n\right\} .
$$

(Note that the factor $A$ in front means blowing up the polydisc around its center and not just multiplying each point by $A$.)

Using these polydiscs, we define the pseudodistance

$$
d(\zeta, z):=\inf \left\{\varepsilon: z \in P_{\varepsilon}(\zeta)\right\}
$$

Now we can state the main result of this paper.
Theorem 1.2. Let $D, T_{q}$, and $f$ be as in Theorem 1.1. Then, for every $\varepsilon>0$, there exists a constant $C$ such that the solution $u:=T_{q} f$ of the Cauchy-Riemann equation $\bar{\partial} u=f$ satisfies the following nonisotropic Hölder estimate:

$$
\left|T_{q} f\left(z_{0}\right)-T_{q} f\left(z_{1}\right)\right| \leq C\|f\|_{\infty} \max \left\{d\left(z_{0}, z_{1}\right)^{1 / m},\left|z_{0}-z_{1}\right|^{1-\varepsilon}\right\}
$$

If we choose $0<\varepsilon<1 / m$ and use the fact that $\left|z_{0}-z_{1}\right|^{m} \lesssim d\left(z_{0}, z_{1}\right) \lesssim\left|z_{0}-z_{1}\right|$ then we see that, for small values of $\left|z_{0}-z_{1}\right|$, the term $d\left(z_{0}, z_{1}\right)^{1 / m}$ will be larger than $\left|z_{0}-z_{1}\right|^{1-\varepsilon}$ except when $d\left(z_{0}, z_{1}\right) \approx\left|z_{0}-z_{1}\right|^{m}$. But this can happen only if $z_{0}$ is of type $m$ and if the direction to $z_{1}$ is a direction where the order of contact with the tangent space is also maximal. In all other cases we obtain the estimate by $d\left(z_{0}, z_{1}\right)^{1 / m}$.

In fact, it might be possible to avoid the term $\left|z_{0}-z_{1}\right|^{1-\varepsilon}$ altogether. That could be done by constructing a special nonisotropic Hölder space out of onedimensional Hölder spaces of different order, where the Hölder space of order 1 receives some special treatment. But this construction would be quite difficult (owing to the complexity of the geometry of convex domains of finite type), so we decided to avoid it and state the result as shown here.

Finally, we observe that $d\left(z_{0}, z_{1}\right) \lesssim\left|z_{0}-z_{1}\right|$ implies that the maximum in Theorem 1.2 can be estimated by $C^{\prime}\left|z_{0}-z_{1}\right|^{1 / m}$. Hence Theorem 1.2 also implies Theorem 1.1.

This paper is organized as follows. In Section 2 we recall the definition of the solution operator from [DFFo]; we split it into several parts, which will be estimated differently. We also state the results of these estimates as Lemma 2.1 and use them to prove Theorem 1.2. Section 3 contains the proof of Lemma 2.1, which
is done in a series of smaller statements. In Section 4 we finally give an example to further clarify the result and to show that (in a certain sense) it is the best possible.
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## 2. Solution Operator

In this paper we use exactly the same integral operator as in [DFFo]. For the convenience of the reader we recall some details of its definition.

We write $l_{\zeta}(z)=\Phi(\zeta)(z-\zeta)$, where $\Phi(\zeta)$ is a unitary matrix depending smoothly on $\zeta \in \partial D$ such that the unit outer normal vector to $\partial D$ will be turned into $(1,0, \ldots, 0)$. The following definitions are as in [DFo]:

$$
\begin{align*}
r_{\zeta}(w) & :=\rho\left(l_{\zeta}^{-1}(w)\right), \quad a_{\alpha}(\zeta):=\frac{1}{\alpha!} \frac{\partial^{|\alpha|} r_{\zeta}}{\partial w^{\alpha}}(0) \\
S_{\zeta}(w) & :=3 w_{1}+K w_{1}^{2}-c \sum_{j=2}^{m} M^{2^{j}} \sigma_{j} \sum_{\substack{|\alpha|=j \\
\alpha_{1}=0}} a_{\alpha}(\zeta) w^{\alpha} \tag{1}
\end{align*}
$$

for $K$ and $M$ suitably large, $c$ suitably small, and $\sigma_{j}=\operatorname{Re} i^{j}$. Now put

$$
S(z, \zeta):=S_{\zeta}\left(l_{\zeta}(z)\right)
$$

Next we want to define a decomposition of $S(z, \zeta)$ such that

$$
S(z, \zeta)=\langle Q(z, \zeta), z-\zeta\rangle=\sum_{j=1}^{n} Q_{j}(z, \zeta)\left(z_{j}-\zeta_{j}\right)
$$

For this we simply define

$$
\begin{equation*}
Q_{\zeta}^{1}(w):=3+K w_{1} \tag{2}
\end{equation*}
$$

and (for $k>1$ )

$$
\begin{equation*}
Q_{\zeta}^{k}(w):=-c \sum_{j=2}^{m} M^{2^{j}} \sigma_{j} \sum_{\substack{|\alpha|=j \\ \alpha_{1}=0, \alpha_{k}>0}} \frac{\alpha_{k}}{j} a_{\alpha}(\zeta) \frac{w^{\alpha}}{w_{k}} \tag{3}
\end{equation*}
$$

and then set

$$
Q(z, \zeta):=\Phi^{T}(\zeta) Q_{\zeta}\left(l_{\zeta}(z)\right)
$$

Now we define Cauchy-Fantappiè integral operators $R_{q}$ based on the support function $S$ and its Hefer decomposition $Q(z, \zeta)$. We define the Cauchy-Fantappiè form

$$
W(z, \zeta):=\sum_{i} \frac{Q_{i}(z, \zeta)}{S(z, \zeta)} d \zeta_{i}
$$

Let

$$
B=\frac{b}{|\zeta-z|^{2}}=\sum_{i} \frac{\bar{\zeta}_{i}-\bar{z}_{i}}{|\zeta-z|^{2}} d \zeta_{i}
$$

be the usual Martinelli-Bochner form and let $K_{q}$ be the well-known MartinelliBochner operator. Further define

$$
\begin{align*}
R_{q} f & :=\sum_{k=0}^{n-q-2} c_{k}^{q} \int_{\zeta \in \partial D} f \wedge W \wedge B \wedge\left(\bar{\partial}_{\zeta} W\right)^{k} \wedge\left(\bar{\partial}_{\zeta} B\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} B\right)^{q} \\
& =\sum_{k=0}^{n-q-2} c_{k}^{q} \int_{\zeta \in \partial D} f \wedge \frac{Q \wedge b \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+1}|\zeta-z|^{2(n-k-1)}} \tag{4}
\end{align*}
$$

In the last line we used the convention of denoting the $(1,0)$-form $\sum_{i} Q_{i}(z, \zeta) d \zeta_{i}$ again by $Q$. Because $S$ is a support function and hence $S(\zeta, z) \neq 0$ on $\partial D \times D$, the standard arguments (see e.g. [DFoW; LMi; R]) show that the operators $T_{q}=$ $R_{q}+K_{q}$ are solution operators, which means that $\bar{\partial} T_{q} f=f$ for all $\bar{\partial}$-closed ( $0, q+1$ )-forms on $D$.

The Martinelli-Bochner operator is known to satisfy isotropic $\alpha$-Hölder estimates for all $\alpha<1$. In particular this implies our nonisotropic estimates, so it only remains to estimate $R_{q} f$. In order to do so we consider $z$-derivatives of this form. Let $\delta_{\gamma}$ be the $z$-derivative in the $\gamma$-direction. It is easy to see that $\delta_{\gamma} \bar{\partial}_{\zeta} b=$ $\delta_{\gamma} \bar{\partial}_{z} b=0$. Thus $\delta_{\gamma} R_{q} f$ can be written as a sum of integrals of the form

$$
\begin{aligned}
& \int_{\partial D} f \wedge \frac{\delta_{\gamma} Q \wedge b \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+1}|\zeta-z|^{2(n-k-1)}} \\
& \int_{\partial D} f \wedge \frac{Q \wedge \delta_{\gamma} b \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+1}|\zeta-z|^{2(n-k-1)}} \\
& \int_{\partial D} f \wedge \frac{Q \wedge b \wedge \delta_{\gamma}\left(\bar{\partial}_{\zeta} Q\right) \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k-1} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+1}|\zeta-z|^{2(n-k-1)}} \\
& \int_{\partial D} f \wedge \frac{Q \wedge b \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+2}|\zeta-z|^{2(n-k-1)}} \delta_{\gamma} S \\
& \int_{\partial D} f \wedge \frac{Q \wedge b \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge\left(\bar{\partial}_{\zeta} b\right)^{n-q-k-2} \wedge\left(\bar{\partial}_{z} b\right)^{q}}{S^{k+1}|\zeta-z|^{2(n-k-1)+1}} \delta_{\gamma}|\zeta-z|
\end{aligned}
$$

where the third integral appears only for $k>0$.
Now we want to estimate these integrals. First we observe that $f$ is bounded and thus $|f|$ can be estimated by $\|f\|_{\infty}$. Next we observe that $\delta_{\gamma} b \lesssim 1$ and $\delta_{\gamma}|\zeta-z| \lesssim 1$. Hence the second and the fifth integral can both be estimated by $\|f\|_{\infty} I_{a}$ with

$$
I_{a}:=\int_{\partial D} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2(n-k-1)}} d \sigma_{2 n-1}
$$

Here $\beta$ is a differential form that contains all the remaining $d \zeta_{j}$ and $d \bar{\zeta}_{j}$ such that $Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta$ is of bidegree $(n, n-1)$ in $\zeta$, and $(\omega)_{t}$ denotes the tangential part of the form $\omega$, which is the only part of the form that contributes to the integral over $\partial D$.

For the other three integrals, we need to consider

$$
\begin{aligned}
I_{b} & :=\int_{\partial D} \frac{\left|\left(\delta_{\gamma} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2(n-k-1)-1}} d \sigma_{2 n-1}, \\
I_{c} & :=\int_{\partial D} \frac{\left|\left(Q \wedge \delta_{\gamma}\left(\bar{\partial}_{\zeta} Q\right) \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k-1} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2(n-k-1)-1}} d \sigma_{2 n-1}, \\
I_{d} & :=\int_{\partial D} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|\left|\delta_{\gamma} S\right|}{|S|^{k+2}|\zeta-z|^{2(n-k-1)-1}} d \sigma_{2 n-1} .
\end{aligned}
$$

We can now formulate the integral estimates that are essential for the proof of our main theorem.

Lemma 2.1. If $\rho=|\rho(z)|$ and $0<\sigma \leq 1$, then

$$
\left|I_{a}\right| \lesssim \rho^{\sigma(1 / m-1)}
$$

The remaining integrals satisfy the estimate

$$
\left|I_{b}\right|,\left|I_{c}\right|,\left|I_{d}\right| \lesssim \frac{\rho^{1 / m}}{\tau(z, \gamma, \rho)}+|\log \rho| .
$$

Note that, since $\rho \lesssim \tau(z, \gamma, \rho) \lesssim \rho^{1 / m}$, the lemma also implies

$$
\left|I_{a}\right|,\left|I_{b}\right|,\left|I_{c}\right|,\left|I_{d}\right| \lesssim \frac{\rho^{1 / m}}{\tau(z, \gamma, \rho)}
$$

except if $\tau(z, \gamma, \rho) \approx \rho^{1 / m}$, in which case

$$
\left|I_{a}\right|,\left|I_{b}\right|,\left|I_{c}\right|,\left|I_{d}\right| \lesssim \frac{\rho^{(1-\varepsilon) / m}}{\tau(z, \gamma, \rho)}
$$

for $\varepsilon=\sigma(m-1)>0$.
The proof of this lemma will be given in Section 3. Now we come to the proof of our main theorem.

Proof of Theorem 1.2. For simplicity we write $u(z)=R_{q} f(z)$. Let $A=d\left(z_{0}, z_{1}\right)$, let $\gamma=\left(z_{1}-z_{0}\right) /\left|z_{1}-z_{0}\right|$, and let $v$ be the inward normal direction at $\zeta_{0}=$ $\pi\left(z_{0}\right)$. Consider the additional points $\tilde{z}_{0}=z_{0}+A \nu$ and $\tilde{z}_{1}=z_{1}+A \nu$. Now we can estimate

$$
\begin{aligned}
\left|u\left(z_{0}\right)-u\left(z_{1}\right)\right| & \leq\left|u\left(z_{0}\right)-u\left(\tilde{z}_{0}\right)\right|+\left|u\left(\tilde{z}_{0}\right)-u\left(\tilde{z}_{1}\right)\right|+\left|u\left(\tilde{z}_{1}\right)-u\left(z_{1}\right)\right| \\
& \leq \int_{z_{0}}^{\tilde{z}_{0}}\left|\delta_{\nu} u(t)\right| d t+\int_{\tilde{z}_{0}}^{\tilde{z}_{1}}\left|\delta_{\gamma} u(t)\right| d t+\int_{z_{1}}^{\tilde{z}_{1}}\left|\delta_{\nu} u(t)\right| d t .
\end{aligned}
$$

In the first and the third integral we have the (worst) case that $v$ is approximately the normal direction and thus $\tau(t, v,|\rho(t)|) \approx|\rho(t)|$. Nevertheless, we get the estimate

$$
\int_{z_{0}}^{\tilde{z}_{0}}\left|\delta_{\nu} u(t)\right| d t \leq \int_{0}^{A}\left|\delta_{\nu} u\left(z_{0}+s v\right)\right| d s \lesssim \int_{0}^{A} s^{1 / m-1} d s \lesssim A^{1 / m}
$$

and the same is true for the third integral.
To estimate the second integral, first observe that $d\left(\tilde{z}_{0}, \tilde{z}_{1}\right) \lesssim d\left(\tilde{z}_{0}, z_{0}\right)+$ $d\left(z_{0}, z_{1}\right)+d\left(z_{1}, \tilde{z}_{1}\right) \lesssim A$. Hence $\tilde{z}_{1}$ and the whole line from $\tilde{z}_{0}$ to $\tilde{z}_{1}$ belong to some $P_{C A}\left(\tilde{z}_{0}\right)$ and so $\tau(\zeta, \gamma, A) \approx \tau\left(\tilde{z}_{0}, \gamma, A\right)$ for all those $\zeta$. On the other hand, $\left|\rho\left(\tilde{z}_{0}\right)\right| \gtrsim A$ and therefore $\left|\delta_{\gamma} u(\zeta)\right| \lesssim A^{1 / m} / \tau\left(\tilde{z}_{0}, \gamma, A\right)$ for all $\zeta$ on the line to $\tilde{z}_{1}$. Therefore,

$$
\begin{aligned}
\int_{\tilde{z}_{0}}^{\tilde{z}_{1}}\left|\delta_{\gamma} u(t)\right| d t & \lesssim \int_{0}^{\tau\left(\tilde{z}_{0}, \gamma, A\right)}\left|\delta_{\gamma} u\left(\tilde{z}_{0}+s \gamma\right)\right| d s \\
& \lesssim \int_{0}^{\tau\left(\tilde{z}_{0}, \gamma, A\right)} \frac{A^{1 / m}}{\tau\left(\tilde{z}_{0}, \gamma, A\right)} d s \lesssim A^{1 / m} .
\end{aligned}
$$

The same argument applies in the exceptional case, but we first replace $A^{1 / m}$ by $A^{(1-\varepsilon) / m}$ and finally get

$$
A^{(1-\varepsilon) / m}=d\left(z_{0}, z_{1}\right)^{(1-\varepsilon) / m} \approx\left(\left|z_{0}-z_{1}\right|^{m}\right)^{(1-\varepsilon) / m} \approx\left|z_{0}-z_{1}\right|^{1-\varepsilon}
$$

## 3. Estimates

In this section we prove Lemma 2.1, which means that we must estimate the integrals $I_{a}, \ldots, I_{d}$. We will proceed in several steps. In Section 3.1 we estimate $Q$, $\bar{\partial} Q$, and their derivatives. In Section 3.2 we put these estimates together to obtain estimates for $\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|$ and similar terms; we also give an estimate for $\left|\delta_{\gamma} S\right|$. Finally, Section 3.3 contains the estimates of the integrals, which are derived from the estimates of Section 3.2.

In obtaining our estimates, we will frequently use the following setup. Fix a point $\zeta_{0} \in \partial D$ and some $\varepsilon>0$. Denote the $\varepsilon$-extremal coordinates at $\zeta_{0}$ by $w^{*}$ and let $\Phi^{*}$ be the unitary transformation such that $w^{*}=\Phi^{*}\left(z-\zeta_{0}\right)$. Also define $\eta^{*}:=\Phi^{*}\left(\zeta-\zeta_{0}\right)$. We say that $z$ and $\zeta$ (or $w^{*}$ and $\eta^{*}$, respectively) satisfy condition (*) if we have $\left|\eta_{j}^{*}\right| \leq C^{*} \tau\left(\zeta_{0}, \varepsilon\right)$ for all $j,\left|w_{1}^{*}\right| \leq C^{*}$, and $\left|w_{j}^{*}\right| \leq C^{*} \tau_{j}\left(\zeta_{0}, \varepsilon\right)$ for all $j \geq 2$. Note that the condition is satisfied if $\zeta_{0}=\pi(z)$ and $\zeta \in P_{\varepsilon}\left(\zeta_{0}\right)$.

### 3.1. Q-Estimates

Using the setup just described, we can write $Q$ with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$ as

$$
Q^{*}\left(w^{*}, \eta^{*}\right):=\bar{\Phi}^{*} Q\left(\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} w^{*}, \zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}\right)
$$

The components of this vector will be denoted by $Q_{j}^{*}\left(w^{*}, \eta^{*}\right)$ for $j=1, \ldots, n$. Here is the main result of this section.

Lemma 3.1. For all $w^{*}$ and $\eta^{*}$ satisfying condition (*),

$$
\begin{align*}
\left|Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right)},  \tag{5}\\
\left|\frac{\partial}{\partial w_{i}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right)},  \tag{6}\\
\left|\frac{\partial}{\partial \eta_{j}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)},  \tag{7}\\
\left|\frac{\partial^{2}}{\partial w_{i}^{*} \partial \eta_{j}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)} \tag{8}
\end{align*}
$$

Before we start estimating $Q$ and its derivatives, recall that the definition of $Q$ is independent of the special choice of $l_{\zeta}$ because an additional rotation in the complex tangent space does not change it (see [DFFo, Lemma 2.1]). We want to make use of this fact by providing locally a special version of $l_{\zeta}$ that can then be used in the estimates. This is done just as in [DFFo], so we give only a short summary here.

For all $\eta^{*}$ satisfying condition $(*)$, there exists a matrix $\Psi\left(\eta^{*}\right)$, depending smoothly on $\eta^{*}$, such that $\Phi(\zeta):=\Psi\left(\Phi^{*}\left(\zeta-\zeta_{0}\right)\right) \Phi^{*}$ has the desired properties and the following proposition holds.

Proposition 3.2. For all $\eta^{*}$ satisfying condition ( $*$ ),

$$
c \leq\left|\psi_{k k}\left(\eta^{*}\right)\right| \leq 1 \quad \text { and } \quad\left|\psi_{v k}\left(\eta^{*}\right)\right| \lesssim \frac{\varepsilon^{2}}{\tau_{v}\left(\zeta_{0}, \varepsilon\right) \tau_{k}\left(\zeta_{0}, \varepsilon\right)} \quad \text { for } v \neq k
$$

and

$$
\begin{aligned}
\left|\frac{\partial}{\partial \bar{\eta}_{j}^{*}} \psi_{k k}\left(\eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{j}\left(\zeta_{0}, \varepsilon\right) \tau_{k}\left(\zeta_{0}, \varepsilon\right)} \\
\left|\frac{\partial}{\partial \bar{\eta}_{j}^{*}} \psi_{\nu k}\left(\eta^{*}\right)\right| & \lesssim \frac{\varepsilon^{2}}{\tau_{j}\left(\zeta_{0}, \varepsilon\right) \tau_{v}\left(\zeta_{0}, \varepsilon\right) \tau_{k}\left(\zeta_{0}, \varepsilon\right)} \quad \text { for } v \neq k
\end{aligned}
$$

See [DFFo, Lemma 5.2] for a proof of this statement and also observe that we have $\Phi\left(\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}\right)=\Psi\left(\eta^{*}\right) \Phi^{*}$. We will also need the following result.

Proposition 3.3. For all $\zeta$ in $P_{\varepsilon}\left(\zeta_{0}\right)$ and $v_{j}(\zeta):=\bar{\Phi}^{T}(\zeta) e_{j}$ we have

$$
\tau\left(\zeta, v_{j}(\zeta), \varepsilon\right) \approx \tau_{j}\left(\zeta_{0}, \varepsilon\right)
$$

with constants independent of $\zeta, \zeta_{0}$, and $\varepsilon$.
This proposition has been proved as Lemma 5.3 in [DFFo]. Another basic ingredient in our estimates will be as follows.

Proposition 3.4. Let $w$ be any orthonormal coordinate system centered at $z$, and let $v_{j}$ be the unit vector in the $w_{j}$-direction. Then we have

$$
\left|\frac{\partial^{|\alpha+\beta|} \rho(z)}{\partial w^{\alpha} \partial \bar{w}^{\beta}}\right| \lesssim \frac{\varepsilon}{\prod_{j} \tau\left(z, v_{j}, \varepsilon\right)^{\alpha_{j}+\beta_{j}}}
$$

for all multi-indices $\alpha$ and $\beta$ with $|\alpha+\beta| \geq 1$.
This proposition can be found for instance in [BCDu] or [DFFo].
Now we want to use the definition of $Q^{*}$, the definition of $Q$ itself, and our special choice of $\Phi(\zeta)$. Using the abbreviations $\zeta:=\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}$ and $w:=$ $\Psi\left(\eta^{*}\right)\left(w^{*}-\eta^{*}\right)$ yields

$$
\begin{aligned}
Q_{k}^{*}\left(w^{*}, \eta^{*}\right)= & \sum_{\mu=1}^{n} \psi_{\mu k}\left(\eta^{*}\right) Q_{\zeta}^{\mu}(w) \\
\frac{\partial}{\partial w_{i}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)= & \sum_{\mu=1}^{n} \psi_{\mu k}\left(\eta^{*}\right) \frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial w_{i}^{*}}, \\
\frac{\partial}{\partial \eta_{j}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)= & \sum_{\mu=1}^{n} \frac{\partial \psi_{\mu k}\left(\eta^{*}\right)}{\partial \eta_{j}^{*}} Q_{\zeta}^{\mu}(w)+\psi_{\mu k}\left(\eta^{*}\right) \frac{\partial Q_{\zeta}^{\mu}(w)}{\partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}} \\
& +\psi_{\mu k}\left(\eta^{*}\right) \frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial \eta_{j}^{*}}, \\
\frac{\partial^{2}}{\partial w_{i}^{*} \partial \eta_{j}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)= & \sum_{\mu=1}^{n} \frac{\partial \psi_{\mu k}\left(\eta^{*}\right)}{\partial \eta_{j}^{*}} \frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial w_{i}^{*}} \\
& +\psi_{\mu k}\left(\eta^{*}\right) \frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w \partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}} \\
& +\psi_{\mu k}\left(\eta^{*}\right) \frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w^{2}} \frac{\partial w}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}} \\
& +\psi_{\mu k}\left(\eta^{*}\right) \frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial^{2} w}{\partial w_{i}^{*} \partial \eta_{j}^{*}}
\end{aligned}
$$

Moreover, we have

$$
\frac{\partial \zeta_{i}}{\partial \eta_{j}^{*}}=\bar{\phi}_{j i}^{*}, \quad \frac{\partial w_{i}}{\partial w_{j}^{*}}=\psi_{i j}\left(\eta^{*}\right), \quad \frac{\partial^{2} w_{i}}{\partial w_{j}^{*} \partial \eta_{k}^{*}}=\frac{\partial \psi_{i j}\left(\eta^{*}\right)}{\partial \eta_{k}^{*}}
$$

and

$$
\frac{\partial w_{i}}{\partial \eta_{j}^{*}}=\sum_{\lambda=1}^{n} \frac{\partial \psi_{i \lambda}}{\partial \eta_{j}^{*}}\left(\eta^{*}\right)\left(w_{\lambda}^{*}-\eta_{\lambda}^{*}\right)-\psi_{i j}\left(\eta^{*}\right)
$$

Furthermore, if $\mu=1$ then

$$
\begin{equation*}
Q_{\zeta}^{1}(w)=3+K w_{1}, \quad \frac{\partial}{\partial w_{1}} Q_{\zeta}^{1}(w)=K, \quad \text { and } \quad \frac{\partial}{\partial w_{\nu}} Q_{\zeta}^{1}(w)=0 \quad(v>1) \tag{9}
\end{equation*}
$$

and of course it follows that

$$
\begin{equation*}
\frac{\partial}{\partial \zeta} Q_{\zeta}^{1}(w)=\frac{\partial^{2}}{\partial w \partial \zeta} Q_{\zeta}^{1}(w)=\frac{\partial^{2}}{\partial w^{2}} Q_{\zeta}^{1}(w)=0 \tag{10}
\end{equation*}
$$

For $\mu>1$ we have

$$
\begin{aligned}
Q_{\zeta}^{\mu}(w) & :=\sum_{v=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}} c_{\mu} a_{\alpha}(\zeta) \frac{w^{\alpha}}{w_{\mu}} \\
\frac{\partial}{\partial w_{i}} Q_{\zeta}^{\mu}(w) & =\sum_{\nu=2}^{m} \sum_{\substack{|\alpha|=\nu \\
\alpha_{1}=0}} c_{\mu i} a_{\alpha}(\zeta) \frac{w^{\alpha}}{w_{i} w_{\mu}} \\
\frac{\partial^{2}}{\partial w_{i} \partial w_{j}} Q_{\zeta}^{\mu}(w) & =\sum_{\nu=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}} c_{\mu i j} a_{\alpha}(\zeta) \frac{w^{\alpha}}{w_{i} w_{j} w_{\mu}} \\
\frac{\partial}{\partial \zeta_{j}} Q_{\zeta}^{\mu}(w) & =\sum_{\nu=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}} c_{\mu} \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{j}} \frac{w^{\alpha}}{w_{\mu}} \\
\frac{\partial^{2}}{\partial w_{i} \partial \zeta_{j}} Q_{\zeta}^{\mu}(w) & =\sum_{v=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}} c_{\mu i} \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{j}} \frac{w^{\alpha}}{w_{i} w_{\mu}}
\end{aligned}
$$

where the $c_{*}$ are certain constants that depend on $\nu, \alpha$, and the given indices but are not essential in our estimates. We see that it is important to obtain estimates for $\left|a_{\alpha}(\zeta)\right|$ and $\left|\partial a_{\alpha}(\zeta) / \partial \zeta_{j}\right|$.
Lemma 3.5. For all $\zeta \in P_{\varepsilon}\left(\zeta_{0}\right)$ we have the estimate

$$
\left|a_{\alpha}(\zeta)\right| \lesssim \frac{\varepsilon}{\tau^{\alpha}\left(\zeta_{0}, \varepsilon\right)},
$$

where $\tau^{\alpha}\left(\zeta_{0}, \varepsilon\right)$ is shorthand for $\prod_{i=1}^{n} \tau_{i}\left(\zeta_{0}, \varepsilon\right)^{\alpha_{i}}$.
Proof. As in Proposition 3.3, we set $v_{j}:=\bar{\Phi}^{T}(\zeta) e_{j}$. Then Proposition 3.4 together with Proposition 3.3 gives

$$
\left|a_{\alpha}(\zeta)\right|=\left|\frac{1}{\alpha!} \frac{\partial^{|\alpha|}}{\partial w^{\alpha}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0} \left\lvert\, \lesssim \frac{\varepsilon}{\prod_{i=1}^{n} \tau\left(\zeta, v_{i}, \varepsilon\right)^{\alpha_{i}}} \approx \frac{\varepsilon}{\tau^{\alpha}\left(\zeta_{0}, \varepsilon\right)} .\right.
$$

Estimating the derivative of $a_{\alpha}(\zeta)$ is much more difficult. We get the following result.

Lemma 3.6. For all $\zeta \in P \varepsilon\left(\zeta_{0}\right)$ we have the estimate

$$
\left|\sum_{\lambda=1}^{n} \bar{\phi}_{j \lambda}^{*} \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{\lambda}}\right| \lesssim \frac{\varepsilon}{\tau^{\alpha}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)},
$$

where again $\tau^{\alpha}\left(\zeta_{0}, \varepsilon\right)$ is shorthand for $\prod_{i=1}^{n} \tau_{i}\left(\zeta_{0}, \varepsilon\right)^{\alpha_{i}}$.

Proof. Here again we want to make use of Proposition 3.4. In order to do so we first observe that the $\zeta$ derivative of $\rho$ can be written in terms of $w$-derivatives. To be precise, we have

$$
\begin{aligned}
\frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{j}}= & \left.\frac{1}{\alpha!} \frac{\partial^{|\alpha|}}{\partial w^{\alpha}} \frac{\partial}{\partial \zeta_{j}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0} \\
= & \left.\sum_{\tau=1}^{n} \frac{1}{\alpha!} \phi_{\tau j}(\zeta) \frac{\partial^{|\alpha|+1}}{\partial w^{\alpha+(\tau)}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0} \\
& +\left.\sum_{\tau=1}^{n} \sum_{\substack{i=1 \\
\alpha_{i}>0}}^{n} \frac{\alpha_{i}}{\alpha!}\left(\sum_{\lambda=1}^{n} \phi_{\tau \lambda}(\zeta) \frac{\partial \bar{\phi}_{i \lambda}(\zeta)}{\partial \zeta_{j}}\right) \frac{\partial^{|\alpha|}}{\partial w^{\alpha-(i)+(\tau)}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0}
\end{aligned}
$$

where $\alpha-(i)+(\tau)$ should be the multi-index that is derived from $\alpha$ by decreasing $\alpha_{i}$ by 1 and increasing $\alpha_{\tau}$ by 1 .

Next we remember our special choice of $\Phi$ and see that

$$
\begin{aligned}
\sum_{\lambda=1}^{n} \bar{\phi}_{j \lambda}^{*} & \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{\lambda}} \\
= & \left.\sum_{\tau=1}^{n} \psi_{\tau j}\left(\eta^{*}\right) \frac{1}{\alpha!} \frac{\partial^{|\alpha|+1}}{\partial w^{\alpha+(\tau)}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0} \\
& +\left.\sum_{\tau, \mu=1}^{n} \sum_{\substack{i=1 \\
\alpha_{i}>0}}^{n} \psi_{\tau \mu}\left(\eta^{*}\right) \frac{\partial \bar{\psi}_{i \mu}\left(\eta^{*}\right)}{\partial \eta_{j}^{*}} \frac{\alpha_{i}}{\alpha!} \frac{\partial^{|\alpha|}}{\partial w^{\alpha-(i)+(\tau)}} \rho\left(\zeta+\bar{\Phi}^{T}(\zeta) w\right)\right|_{w=0}
\end{aligned}
$$

Finally, the result follows from Proposition 3.4, Proposition 3.3, and Proposition 3.2.

Now we can start to put together some of the estimates.
Lemma 3.7. For all $w^{*}$ and $\eta^{*}$ satisfying condition (*),

$$
\begin{aligned}
\left|Q_{\zeta}^{\mu}(w)\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial w_{i}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial \eta_{j}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w \partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}
\end{aligned}
$$

$$
\begin{aligned}
\left|\frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w^{2}} \frac{\partial w}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)} \\
\left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial^{2} w}{\partial w_{i}^{*} \partial \eta_{j}^{*}}\right| & \lesssim \frac{\varepsilon}{\tau_{\mu}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}
\end{aligned}
$$

Proof. First we want to establish an estimate for $\partial w_{i} / \partial \eta_{j}^{*}$. Condition ( $*$ ) implies that $\left(w_{\tau}^{*}-\eta_{\tau}^{*}\right)$ is bounded. From Proposition 3.2 and the fact that $\varepsilon / \tau_{\tau}\left(\zeta_{0}, \varepsilon\right) \lesssim 1$ it follows that

$$
\begin{align*}
\left|\frac{\partial w_{\lambda}}{\partial \eta_{j}^{*}}\right| & \lesssim\left|\sum_{\tau=1}^{n} \frac{\partial \psi_{\lambda \tau}}{\partial \eta_{j}^{*}}\left(\eta^{*}\right)\left(w_{\tau}^{*}-\eta_{\tau}^{*}\right)-\psi_{\lambda j}\left(\eta^{*}\right)\right| \\
& \lesssim\left(\delta_{j}^{\lambda}+\frac{\varepsilon}{\tau_{\lambda}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}\right) . \tag{11}
\end{align*}
$$

In all estimates the case $\mu=1$ must be treated separately. But using (9) and (10) we see that some of the terms vanish, and for the remaining terms we can use the fact that $\tau_{1}\left(\zeta_{0}, \varepsilon\right) \approx \varepsilon$ and thus every bounded term can be estimated by $\varepsilon / \tau_{1}\left(\zeta_{0}, \varepsilon\right)$. Together with (11) and Proposition 3.2, this gives the desired result for $\mu=1$.

In the other cases we have

$$
\begin{aligned}
& \left|Q_{\zeta}^{\mu}(w)\right| \lesssim \sum_{\nu=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}}\left|a_{\alpha}(\zeta)\right|\left|\frac{w^{\alpha}}{w_{\mu}}\right|, \\
& \left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial w_{i}^{*}}\right| \lesssim \sum_{\lambda=2}^{n} \sum_{v=2}^{m} \sum_{\substack{\alpha \alpha \mid=v \\
\alpha_{1}=0}}\left|a_{\alpha}(\zeta)\right|\left|\frac{w^{\alpha}}{w_{\lambda} w_{\mu}}\right|\left|\psi_{\lambda i}\left(\eta^{*}\right)\right|, \\
& \left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}}\right| \lesssim \sum_{\nu=2}^{m} \sum_{\substack{\alpha \mid=v \\
\alpha_{1}=0}}\left|\sum_{\lambda=1}^{n} \bar{\phi}_{j \lambda}^{*} \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{\lambda}}\right|\left|\frac{w^{\alpha}}{w_{\mu}}\right|, \\
& \left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial w}{\partial \eta_{j}^{*}}\right| \lesssim \sum_{\lambda=2}^{n} \sum_{v=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}}\left|a_{\alpha}(\zeta)\right|\left|\frac{w^{\alpha}}{w_{\lambda} w_{\mu}}\right|\left|\frac{\partial w_{\lambda}}{\partial \eta_{j}^{*}}\right|, \\
& \left|\frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w \partial \zeta} \frac{\partial \zeta}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}}\right| \lesssim \sum_{\tau=2}^{n} \sum_{v=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}}\left|\sum_{\lambda=1}^{n} \bar{\phi}_{j \lambda}^{*} \frac{\partial a_{\alpha}(\zeta)}{\partial \zeta_{\lambda}}\right|\left|\frac{w^{\alpha}}{w_{\tau} w_{\mu}}\right|\left|\psi_{\tau i}\left(\eta^{*}\right)\right|, \\
& \left|\frac{\partial^{2} Q_{\zeta}^{\mu}(w)}{\partial w^{2}} \frac{\partial w}{\partial \eta_{j}^{*}} \frac{\partial w}{\partial w_{i}^{*}}\right| \lesssim \sum_{\lambda=2}^{n} \sum_{\tau=2}^{n} \sum_{\substack{v=2}}^{m} \sum_{\substack{\alpha \alpha \mid=v \\
\alpha_{1}=0}}\left|a_{\alpha}(\zeta)\right|\left|\frac{w^{\alpha}}{w_{\lambda} w_{\tau} w_{\mu}}\right|\left|\frac{\partial w_{\lambda}}{\partial \eta_{j}^{*}}\right|\left|\psi_{\tau i}\left(\eta^{*}\right)\right|, \\
& \left|\frac{\partial Q_{\zeta}^{\mu}(w)}{\partial w} \frac{\partial^{2} w}{\partial w_{i}^{*} \partial \eta_{j}^{*}}\right| \lesssim \sum_{\lambda=2}^{n} \sum_{v=2}^{m} \sum_{\substack{|\alpha|=v \\
\alpha_{1}=0}}\left|a_{\alpha}(\zeta)\right|\left|\frac{w^{\alpha}}{w_{\lambda} w_{\mu}}\right|\left|\frac{\partial \psi_{\lambda i}\left(\eta^{*}\right)}{\partial \eta_{j}^{*}}\right| .
\end{aligned}
$$

It is easy to see that condition $(*)$ also implies $\left|w_{j}\right| \lesssim \tau_{j}\left(\zeta_{0}, \varepsilon\right)$ for $j>1$. Since $\alpha_{1}=0$ a term of the form $w^{\alpha} / w_{k}$ can thus be estimated by $\tau^{\alpha-(k)}\left(\zeta_{0}, \varepsilon\right)$ and this cancels nicely with part of the estimate for $a_{\alpha}$. Together with (11), Proposition 3.2, and the estimate $\varepsilon / \tau_{\tau}\left(\zeta_{0}, \varepsilon\right) \lesssim 1$, this yields the desired results-except that, in the forth and sixth estimates, we must also use the fact that $\lambda>1$ and hence $\varepsilon / \tau_{\lambda}\left(\zeta_{0}, \varepsilon\right)^{2} \lesssim 1$.

Proof of Lemma 3.1. The result now follows in a straightforward way from Lemma 3.7 and Proposition 3.2.

### 3.2. More Estimates

Now we want to put together the estimates of Section 3.1 and so obtain some estimate of part of the kernel. We point out that now it is important to remember that $Q$ was in fact the $(1,0)$-form $\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}$. As in the introduction, $\beta$ should be a form of norm 1 that contains all remaining components such that $Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta$ is always of bidegree $(n, n-1)$ in $\zeta$. Again we denote the tangential component of a differential form $\alpha$ by $(\alpha)_{t}$.

Lemma 3.8. For all $z$ and $\zeta$ satisfying condition $(*)$, the term

$$
\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|
$$

can be estimated by a sum of terms of the form

$$
E_{\mu \nu}^{k}=\frac{\varepsilon^{k}}{\prod_{i=1}^{k} \tau_{\mu_{i}}\left(\zeta_{0}, \varepsilon\right) \tau_{\nu_{i}}\left(\zeta_{0}, \varepsilon\right)}
$$

where all $\mu_{i}$ and $v_{i}$ are greater than 1 and each index appears at most once.
Moreover, if $\delta_{\gamma}$ is the $z$-derivative in the $\gamma$-direction, then the terms

$$
\left|\left(\delta_{\gamma} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right| \quad \text { and } \quad\left|\left(Q \wedge\left(\delta_{\gamma} \bar{\partial}_{\zeta} Q\right) \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k-1} \wedge \beta\right)_{t}\right|
$$

can be estimated by a sum of terms of the form $E_{\mu \nu}^{k} / \tau\left(\zeta_{0}, \gamma, \varepsilon\right)$, where the $\mu_{i}$ and $\nu_{i}$ are as above.

Before we start the proof, we must mention the following fact.
Proposition 3.9. Let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ be a unit vector written with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$. Then

$$
\frac{1}{\tau\left(\zeta_{0}, \gamma, \varepsilon\right)} \approx \sum_{j=1}^{n} \frac{\left|\gamma_{j}\right|}{\tau_{j}\left(\zeta_{0}, \varepsilon\right)}
$$

The proof of this proposition can be found, for instance, in [Mc].
Proof of Lemma 3.8. We can write the term $Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k}$ with respect to the $\varepsilon$ extremal coordinates at $\zeta_{0}$ and get

$$
Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k}=\sum_{\nu_{0}=1}^{n} Q_{\nu_{0}}^{*}\left(w^{*}, \eta^{*}\right) d \eta_{\nu_{0}}^{*} \wedge \bigwedge_{l=1}^{k} \sum_{\nu_{l}, \mu_{l}=1}^{n} \frac{\partial Q_{v_{l}}^{*}\left(w^{*}, \eta^{*}\right)}{\partial \bar{\eta}_{\mu_{l}}^{*}} d \bar{\eta}_{\mu_{l}}^{*} \wedge d \eta_{\nu_{l}}^{*}
$$

which shows immediately that the $v_{0}, \ldots, v_{k}$ are pairwise distinct and that the $\mu_{1}, \ldots, \mu_{k}$ are pairwise distinct. Using estimates (5) and (7) from Lemma 3.1 yields the estimate

$$
\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right| \lesssim \frac{\varepsilon}{\tau_{\nu_{0}}\left(\zeta_{0}, \varepsilon\right)} \prod_{l=1}^{k} \frac{\varepsilon}{\tau_{\mu_{l}}\left(\zeta_{0}, \varepsilon\right) \tau_{\nu_{l}}\left(\zeta_{0}, \varepsilon\right)}
$$

If one of the $v_{0}, \ldots, v_{l}$ is equal to 1 then we simply estimate $\varepsilon / \tau_{1}\left(\zeta_{0}, \varepsilon\right) \lesssim 1$.
If, however, one of the $\mu_{1}, \ldots, \mu_{k}$ is equal to 1 then the estimate becomes a little more difficult. In this case the kernel contains the term $d \bar{\eta}_{1}^{*}$, but at $\zeta_{0}$ this form has no tangential component and for $\zeta \in P_{\varepsilon}\left(\zeta_{0}\right)$ the tangential component of this term remains small. More precisely, we can write

$$
d \bar{\eta}_{1}^{*}=\left(\bar{\partial} \rho-\sum_{j=2}^{n} \frac{\partial \rho}{\partial \bar{\eta}_{j}^{*}} d \bar{\eta}_{j}^{*}\right)\left(\frac{\partial \rho}{\partial \bar{\eta}_{1}^{*}}\right)^{-1}
$$

The last term is bounded by our assumption on $\varepsilon$ (see the definition of $\Psi$ ), and the term $\bar{\partial} \rho$ does not contribute to the tangential component. Assuming without loss of generality that $\mu_{1}=1$, we have

$$
\begin{aligned}
\left|\frac{\partial Q_{\nu_{1}}^{*}\left(w^{*}, \eta^{*}\right)}{\partial \bar{\eta}_{1}^{*}} d \bar{\eta}_{1}^{*}\right| & \lesssim\left|\frac{\partial Q_{\nu_{1}}^{*}\left(w^{*}, \eta^{*}\right)}{\partial \bar{\eta}_{1}^{*}} \sum_{j \notin\left\{\mu_{2}, \ldots, \mu_{k}\right\}} \frac{\partial \rho}{\partial \bar{\eta}_{j}^{*}} d \bar{\eta}_{j}^{*}\right| \\
& \lesssim \frac{\varepsilon}{\tau_{1}\left(\zeta_{0}, \varepsilon\right) \tau_{\nu_{1}}\left(\zeta_{0}, \varepsilon\right)} \sum_{j \notin\left\{\mu_{2}, \ldots, \mu_{k}\right\}} \frac{\varepsilon}{\tau_{j}\left(\zeta_{0}, \varepsilon\right)} \\
& \lesssim \sum_{j \notin\left\{\mu_{2}, \ldots, \mu_{k}\right\}} \frac{\varepsilon}{\tau_{\nu_{1}}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}
\end{aligned}
$$

and this saves our estimate also in the case where one of the $\mu_{l}$ is equal to 1 .
In order to estimate the remaining two terms, we first consider the case where $\gamma$ is one of the $\varepsilon$-extremal directions at $\zeta_{0}$. In this case we can use the same arguments as before, only replacing (5) and (7) from Lemma 3.1 by (6) and (8), respectively. We find that $\left|\left(\delta_{j} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|$ and $\left|\left(Q \wedge\left(\delta_{j} \bar{\partial}_{\zeta} Q\right) \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k-1} \wedge \beta\right)_{t}\right|$ can be estimated by a sum of terms of the form $E_{\mu \nu}^{k} / \tau_{j}\left(\zeta_{0}, \varepsilon\right)$, where $\mu$ and $v$ are as before. Finally, we need only observe that, if $\gamma=\left(\gamma_{1}, \ldots, \gamma_{j}\right)$ with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$, then $\delta_{\gamma}=\sum \gamma_{j} \delta_{j}$ and by Proposition 3.9 we also have

$$
\frac{1}{\tau\left(\zeta_{0}, \gamma, \varepsilon\right)}=\sum_{j=1}^{n} \frac{\left|\gamma_{j}\right|}{\tau_{j}\left(\zeta_{0}, \varepsilon\right)}
$$

which completes the proof.
At this point we also want to give an estimate for $\delta_{\gamma} S$ that will be needed later. For this we first write $S$ with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$ as

$$
S^{*}\left(w^{*}, \eta^{*}\right)=S_{\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}}\left(\Psi\left(\eta^{*}\right)\left(w^{*}-\eta^{*}\right)\right)
$$

Lemma 3.10. Let $\delta_{\gamma}$ be the $z$-derivative in the $\gamma$-direction. Then, for all $w^{*}$ and $\eta^{*}$ satisfying condition (*), we have

$$
\left|\delta_{\gamma} S^{*}\left(w^{*}, \eta^{*}\right)\right| \lesssim \frac{\varepsilon}{\tau\left(\zeta_{0}, \gamma, \varepsilon\right)}
$$

Proof. First we consider the case where $\gamma$ is one of the $\varepsilon$-extremal directions at $\zeta_{0}$. Using the abbreviations $\zeta=\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}$ and $w=\Psi\left(\eta^{*}\right)\left(w^{*}-\eta^{*}\right)$, we have

$$
\frac{\partial}{\partial w_{j}^{*}} S^{*}\left(w^{*}, \eta^{*}\right)=\sum_{\lambda=1}^{n} \frac{\partial S_{\zeta}(w)}{\partial w_{\lambda}} \frac{\partial w_{\lambda}}{\partial w_{j}^{*}}
$$

with

$$
\frac{\partial S_{\zeta}(w)}{\partial w_{1}}=3+2 K w_{1} \quad \text { and } \quad \frac{\partial S_{\zeta}(w)}{\partial w_{\lambda}}=\sum_{\nu=2}^{m} \sum_{\substack{|\alpha|=\nu \\ \alpha_{1}=0}} \tilde{c}_{\lambda} a_{\alpha}(\zeta) \frac{w^{\alpha}}{w_{\lambda}}
$$

Using the same arguments as in the proof of Lemma 3.7 now yields

$$
\left|\frac{\partial S^{*}\left(w^{*}, \eta^{*}\right)}{\partial w_{j}^{*}}\right| \lesssim \frac{\varepsilon}{\tau_{j}\left(\zeta_{0}, \varepsilon\right)}
$$

To obtain the result of the lemma we need only observe that, if $\gamma=\left(\gamma_{1}, \ldots, \gamma_{j}\right)$ with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$, then $\delta_{\gamma}=\sum \gamma_{j} \delta_{j}$; this, together with Proposition 3.9, completes the proof.

### 3.3. Integral Estimates

Finally we come to the estimates of the integrals $I_{a}, \ldots, I_{d}$. Because the only singularity in these integrals occurs for $\zeta=z$, it is clear that the integrals are uniformly bounded if $\operatorname{dist}(z, \partial D)>c$ or if the integration is only over the boundary outside some small neighborhood of $\pi(z)$. Thus it remains to estimate the integrals over some small neighborhood of $\zeta_{0}=\pi(z)$. This neighborhood should be chosen small enough that we can use all the results obtained earlier. For simplicity let us assume that $P_{1}\left(\zeta_{0}\right)$ is such a neighborhood.

As in [DFFo], we will divide the neighborhood $P_{1}\left(\zeta_{0}\right)$ into smaller pieces by using certain polyannuli. These are defined by

$$
P_{\varepsilon}^{i}(\zeta):=C_{1} P_{2-i_{\varepsilon}}(\zeta) \backslash \frac{1}{2} P_{2-i_{\varepsilon}}(\zeta)
$$

The constant $C_{1}$ was necessary to make it a covering. In fact, we have

$$
\begin{equation*}
\bigcup_{i=0}^{\infty} P_{\varepsilon}^{i}(\zeta) \supset P_{\varepsilon}(\zeta) \backslash\{\zeta\} \quad \text { and } \quad \bigcup_{i=0}^{i_{0}(\varepsilon)} P_{1}^{i}(\zeta) \supset P_{1}(\zeta) \backslash P_{\varepsilon}(\zeta) \tag{12}
\end{equation*}
$$

where $i_{0}(\varepsilon)$ is a finite number depending only on $\varepsilon$ and satisfying $i_{0}(\varepsilon)<-\log _{2}(c \varepsilon)$ for a certain small constant $c$.

The following proposition has been proved in [DFFo].
Proposition 3.11. Let $z \in D$ be close enough to the boundary and assume that $\varepsilon$ is small enough. Then we have

$$
|S(z, \zeta)| \gtrsim \begin{cases}\varepsilon & \text { for all } \zeta \in \partial D \cap P_{\varepsilon}^{0}(\pi(z)) \\ |\rho(z)| & \text { for all } \zeta \in \partial D \cap P_{|\rho(z)|}(\pi(z))\end{cases}
$$

We must also mention the following proposition, which is implicit in [Mc] and more explicitly stated in [dBF].

Proposition 3.12. Let $\gamma$ be an arbitrary direction and write

$$
r(z+\zeta \gamma)-r(z)=\sum_{\mu+\nu=1}^{m} a_{\mu \nu}^{\gamma}(z) \zeta^{\mu} \bar{\zeta}^{\nu}+O\left(|z|^{m+1}\right)
$$

Now define $A_{k}^{\gamma}(z):=\max \left\{\left|a_{\mu \nu}^{\gamma}(z)\right|: \mu+\nu=k\right\}$ and

$$
s_{\gamma}(z, \varepsilon):=\min _{1 \leq k \leq m}\left\{\left(\frac{\varepsilon}{A_{k}^{\gamma}(z)}\right)^{1 / k}\right\} .
$$

Then

$$
\tau(z, \gamma, \varepsilon) \approx s_{\gamma}(z, \varepsilon)
$$

As a consequence of this proposition we have our next lemma.
Lemma 3.13. For every direction $\gamma$, every point $z$, and all values $0<\varepsilon<\rho$,

$$
\frac{\varepsilon}{\rho} \lesssim \frac{\tau(z, \gamma, \varepsilon)}{\tau(z, \gamma, \rho)} .
$$

Proof. This result follows immediately from the fact that $s_{\gamma}(z, t) / t$ is a continuous decreasing function in $t$.

Lemma 3.14. For every $\sigma$ with $0<\sigma \leq 1$ we have the estimate

$$
\int_{\partial D \cap P_{\varepsilon}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|\zeta-z|^{2 n-2 k-3+(1-\sigma)}} d \sigma_{2 n-1} \lesssim \varepsilon^{\sigma / m+k+1}
$$

Moreover,

$$
\begin{array}{r}
\int_{\partial D \cap P_{\varepsilon}\left(\zeta_{0}\right)} \frac{\left|\left(\delta_{\gamma} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1} \\
\lesssim \frac{\varepsilon^{1 / m+k+1}}{\tau\left(\zeta_{0}, \gamma, \varepsilon\right)} \\
\int_{\partial D \cap P_{\varepsilon}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge \delta_{\gamma}\left(\bar{\partial}_{\zeta} Q\right) \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k-1} \wedge \beta\right)_{t}\right|}{|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1}
\end{array}>\frac{\varepsilon^{1 / m+k+1}}{\tau\left(\zeta_{0}, \gamma, \varepsilon\right)} .
$$

Proof. We can write the first integral with respect to the $\varepsilon$-extremal coordinates at $\zeta_{0}$, which are called $\eta_{j}^{*}=\theta_{j}^{*}+i \xi_{j}^{*}$. We then use the estimate $|\zeta-z|>\left|\zeta-\zeta_{0}\right|$ and Lemma 3.8 to obtain

$$
\begin{aligned}
\int_{\left|\xi_{1}^{*}\right|<\tau_{1}\left(\zeta_{0}, \varepsilon\right)} & \int_{\left|\eta_{2}^{*}\right|<\tau_{2}\left(\zeta_{0}, \varepsilon\right)} \\
& \int_{\left|\eta_{n}^{*}\right|<\tau_{n}\left(\zeta_{0}, \varepsilon\right)} \frac{\varepsilon^{k} d \xi_{1}^{*} d \theta_{2}^{*} d \xi_{2}^{*} \cdots d \theta_{n}^{*} d \xi_{n}^{*}}{\prod_{l=1}^{k} \tau_{\mu_{l}}\left(\zeta_{0}, \varepsilon\right) \tau_{\nu_{l}}\left(\zeta_{0}, \varepsilon\right)\left(\sum_{j=1}^{n}\left|\eta_{j}^{*}\right|\right)^{2 n-2 k-3+(1-\sigma)}}
\end{aligned}
$$

where all $\mu_{l}$ and $\nu_{l}$ are greater than 1 and each index appears at most once.

First we integrate with respect to $\xi_{1}^{*}$ and get a constant factor $\tau_{1}\left(\zeta_{0}, \varepsilon\right) \lesssim \varepsilon$, which together with the other $\varepsilon$ already gives us $\varepsilon^{k+1}$. Now we still need to integrate over $n-1$ complex discs; there are exactly $2 n-2$ factors of the form $\tau_{j}$ or $\left|\eta_{j}^{*}\right|$ in the denominator, and only the last factor is of the form $\left|\eta_{j}^{*}\right|^{1-\sigma}$. Therefore, the following integrals may occur:

$$
\begin{aligned}
J_{a} & :=\int_{\left|\eta_{l}^{*}\right|<\tau_{l}\left(\zeta_{0}, \varepsilon\right)} \frac{d \theta_{l}^{*} d \xi_{l}^{*}}{\tau_{l}\left(\zeta_{0}, \varepsilon\right)^{2}} \lesssim 1, \\
J_{b} & :=\int_{\left|\eta_{l}^{*}\right|<\tau_{l}\left(\zeta_{0}, \varepsilon\right)} \frac{d \theta_{l}^{*} d \xi_{l}^{*}}{\tau_{l}\left(\zeta_{0}, \varepsilon\right)\left|\eta_{l}^{*}\right|} \lesssim 1, \\
J_{c} & :=\int_{\left|\eta_{l}^{*}\right|<\tau_{l}\left(\zeta_{0}, \varepsilon\right)} \frac{d \theta_{l}^{*} d \xi_{l}^{*}}{\tau_{l}\left(\zeta_{0}, \varepsilon\right)\left|\eta_{l}^{*}\right|^{1-\sigma}} \lesssim \tau_{l}\left(\zeta_{0}, \varepsilon\right)^{\sigma} \lesssim \varepsilon^{\sigma / m}, \\
J_{d} & :=\int_{\left|\eta_{l_{1}}^{*}\right|<\tau_{l_{1}\left(\zeta_{0}, \varepsilon\right)}} \cdots \int_{\left|\eta_{l_{i}^{*}}^{*}\right|<\tau_{l_{i}\left(\zeta_{0}, \varepsilon\right)}} \frac{d \theta_{l_{1}}^{*} d \xi_{l_{1}}^{*} \ldots d \theta_{l_{l}}^{*} d \xi_{l_{i}}^{*}}{\left(\sum\left|\eta_{l_{j}}^{*}\right|\right)^{2 i-1+(1-\sigma)}} \\
& \lesssim \int_{0}^{\varepsilon^{1 / m}} \frac{r^{2 i-1} d r}{r^{2 i-\sigma}} \lesssim \varepsilon^{\sigma / m} .
\end{aligned}
$$

However, $J_{c}$ and $J_{d}$ may occur at most once and only one of them will be present. So finally we have our desired result.

To obtain the remaining two estimates, simply repeat the proof with $\sigma=1$ and then use the second statement from Lemma 3.8 instead of the first part.

Proof of Lemma 2.1. To achieve the result for $\left|I_{a}\right|$, it remains only to estimate the integral over the set $P_{1}(\pi(z)) \cap \partial D$. With $\rho=|\rho(z)|$ this set will be split into $P_{\rho}(\pi(z)) \cap \partial D$ and $P_{1}(\pi(z)) \backslash P_{\rho}(\pi(z)) \cap \partial D$, and both subsets will be further subdivided by the coverings given previously. In the first case, Lemma 3.11 gives $|S|^{k+1}|\zeta-z|^{\sigma} \gtrsim \rho^{k+1} \varepsilon^{\sigma} \gtrsim \rho^{\sigma} \varepsilon^{k+1}$ for all $\zeta \in P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ with $\varepsilon<\rho$. Together with Lemma 3.14, this means that

$$
\begin{aligned}
& \int_{\partial D \cap P_{\rho}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2 n-2 k-2}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{\infty} \int_{\partial D \cap P_{\rho}^{j}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{\sigma}|\zeta-z|^{2 n-2 k-2-\sigma}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{\infty} \frac{1}{\rho^{\sigma}\left(2^{-j} \rho\right)^{k+1}}\left(2^{-j} \rho\right)^{\sigma / m+k+1} \\
& \quad \lesssim \rho^{\sigma(1 / m-1)} \sum_{j=0}^{\infty}\left(2^{-j}\right)^{\sigma / m} \lesssim \rho^{\sigma(1 / m-1)}
\end{aligned}
$$

In the second case, for $\varepsilon>\rho$ and $\zeta \in P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ we have $|S|^{k+1}|\zeta-z|^{\sigma} \gtrsim \varepsilon^{k+1+\sigma}$. Together with Lemma 3.14, this yields

$$
\begin{aligned}
& \int_{\partial D \cap P_{1}\left(\zeta_{0}\right) \backslash P_{\rho}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2 n-2 k-2}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{i_{0}(\rho)} \int_{\partial D \cap P_{1}^{j}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\zeta}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{\sigma}|\zeta-z|^{2 n-2 k-2-\sigma}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{i_{0}(\rho)} \frac{1}{\left(2^{-j}\right)^{k+1+\sigma}}\left(2^{-j}\right)^{\sigma / m+k+1} \lesssim \sum_{j=0}^{i_{0}(\rho)}\left(2^{-j}\right)^{\sigma(1 / m-1)} \lesssim \rho^{\sigma(1 / m-1)}
\end{aligned}
$$

where in the last estimate we also used that $i_{0}(\rho)<-\log _{2}(c \rho)$.
The integrals $I_{b}$ and $I_{c}$ differ only in the place where the $\delta_{\gamma}$ is applied, but Lemma 3.14 gives the same estimates in both cases. Thus it is enough to consider one of the integrals.

For $\varepsilon<\rho$ and $\zeta \in P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ we have $|S|^{k+1} \gtrsim \rho \varepsilon^{k}$. Therefore,

$$
\begin{aligned}
\int_{\partial D \cap P_{\rho}\left(\zeta_{0}\right)} & \frac{\left|\left(\delta_{\gamma} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1} \\
& \lesssim \sum_{j=0}^{\infty} \frac{1}{\rho\left(2^{-j} \rho\right)^{k}} \frac{\left(2^{-j} \rho\right)^{1 / m+k+1}}{\tau\left(\zeta_{0}, \gamma,\left(2^{-j} \rho\right)\right)} \\
& \lesssim \sum_{j=0}^{\infty} \frac{\left(2^{-j} \rho\right)}{\rho} \frac{1}{\tau\left(\zeta_{0}, \gamma,\left(2^{-j} \rho\right)\right)}\left(2^{-j} \rho\right)^{1 / m} \\
& \lesssim \sum_{j=0}^{\infty} \frac{\rho^{1 / m}}{\tau\left(\zeta_{0}, \gamma, \rho\right)}\left(2^{-j}\right)^{1 / m} \lesssim \frac{\rho^{1 / m}}{\tau\left(\zeta_{0}, \gamma, \rho\right)}
\end{aligned}
$$

where we have also made use of Lemma 3.13.
On the other hand, for $\varepsilon>\rho$ and $\zeta \in P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ we have $|S|^{k+1} \gtrsim \varepsilon^{k+1}$. Therefore, with the help of Proposition 3.12 we obtain

$$
\begin{aligned}
& \int_{\partial D \cap P_{1}\left(\zeta_{0}\right) \backslash P_{\rho}\left(\zeta_{0}\right)} \frac{\left|\left(\delta_{\gamma} Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|}{|S|^{k+1}|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{i_{0}(\rho)} \frac{1}{\left(2^{-j}\right)^{k+1}} \frac{\left(2^{-j}\right)^{1 / m+k+1}}{\tau\left(\zeta_{0}, \gamma, 2^{-j}\right)} \\
& \quad \lesssim \sum_{j=0}^{i_{0}(\rho)} \frac{\left(2^{-j}\right)^{1 / m}}{\tau\left(\zeta_{0}, \gamma, 2^{-j}\right)} \lesssim \sum_{j=0}^{i_{0}(\rho)}\left(2^{-j}\right)^{1 / m} \max _{1 \leq k \leq m}\left\{\left(2^{-j}\right)^{-1 / k} A_{k}^{\gamma}\left(\zeta_{0}\right)^{1 / k}\right\} \\
& \quad \lesssim \sum_{1 \leq k \leq m} A_{k}^{\gamma}\left(\zeta_{0}\right)^{1 / k} \sum_{j=0}^{i_{0}(\rho)}\left(2^{-j}\right)^{1 / m-1 / k} \lesssim|\log \rho|+\sum_{1 \leq k \leq m} A_{k}^{\gamma}\left(\zeta_{0}\right)^{1 / k} \rho^{1 / m-1 / k} \\
& \quad \lesssim|\log \rho|+\rho^{1 / m} \max _{1 \leq k \leq m}\left\{\left(A_{k}^{\gamma}\left(\zeta_{0}\right) / \rho\right)^{1 / k}\right\} \lesssim \frac{\rho^{1 / m}}{\tau\left(\zeta_{0}, \gamma, \rho\right)}+|\log \rho| .
\end{aligned}
$$

Finally, we need only observe that $z \in P_{\rho}\left(\zeta_{0}\right)$ and hence $\tau(z, \gamma, \rho) \approx \tau\left(\zeta_{0}, \gamma, \rho\right)$.

To estimate $I_{d}$, we want to use Lemma 3.14 for $\sigma=1$. Using Lemma 3.10 and Proposition 3.11 yields $\left|\delta_{\gamma} S\right| \lesssim \varepsilon / \tau\left(\zeta_{0}, \gamma, \varepsilon\right)$ and $|S|^{k+2} \gtrsim \rho \varepsilon^{k+1}$ for all $\zeta \in$ $P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ with $\varepsilon<\rho$. Thus we get the same estimate as for $I_{b}$, namely,

$$
\begin{aligned}
\int_{\partial D \cap P_{\rho}\left(\zeta_{0}\right)} & \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|\left|\delta_{\gamma} S\right|}{|S|^{k+2}|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1} \\
& \lesssim \sum_{j=0}^{\infty} \frac{\left(2^{-j} \rho\right)}{\tau\left(\zeta_{0}, \gamma,\left(2^{-j} \rho\right)\right)} \frac{1}{\rho\left(2^{-j} \rho\right)^{k+1}}\left(2^{-j} \rho\right)^{1 / m+k+1} \lesssim \frac{\rho^{1 / m}}{\tau\left(\zeta_{0}, \gamma, \rho\right)}
\end{aligned}
$$

On the other hand, for $\varepsilon>\rho$ and $\zeta \in P_{\varepsilon}^{0}\left(\zeta_{0}\right)$ we have $|S|^{k+2} \gtrsim \varepsilon^{k+2},\left|\delta_{\gamma} S\right| \lesssim$ $\varepsilon / \tau\left(\zeta_{0}, \gamma, \varepsilon\right)$, and $\tau\left(\zeta_{0}, \gamma, \varepsilon\right) \geq \tau\left(\zeta_{0}, \gamma, \rho\right)$. Therefore, we again get the same result as for $I_{b}$ :

$$
\begin{aligned}
& \int_{\partial D \cap P_{1}\left(\zeta_{0}\right) \backslash P_{\rho}\left(\zeta_{0}\right)} \frac{\left|\left(Q \wedge\left(\bar{\partial}_{\zeta} Q\right)^{k} \wedge \beta\right)_{t}\right|\left|\delta_{\gamma} S\right|}{|S|^{k+2}|\zeta-z|^{2 n-2 k-3}} d \sigma_{2 n-1} \\
& \quad \lesssim \sum_{j=0}^{i_{0}(\rho)} \frac{\left(2^{-j}\right)}{\tau\left(\zeta_{0}, \gamma, 2^{-j}\right)} \frac{1}{\left(2^{-j}\right)^{k+2}}\left(2^{-j}\right)^{1 / m+k+1} \lesssim \frac{\rho^{1 / m}}{\tau\left(\zeta_{0}, \gamma, \rho\right)}+|\log \rho|
\end{aligned}
$$

Together with the fact that $z \in P_{\rho}\left(\zeta_{0}\right)$ and so $\tau(z, \gamma, \rho) \approx \tau\left(\zeta_{0}, \gamma, \rho\right)$, this completes the proof.

## 4. Examples

In this section we show that the result obtained in Theorem 1.2 is essentially the best one possible. We do this by providing an example of a domain $D$ and a bounded $(0,1)$-form $f$ on $D$ such that the Cauchy-Riemann equation $\bar{\partial} u=f$ cannot have any solution that is better than expected. In fact, this example is a modification of the well-known example of E. M. Stein.

We consider the domain $D=\left\{z \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2 l}+\left|z_{3}\right|^{2 m}<1\right\}$ with $m>l$. As a complex ellipsoid, this domain is convex and of finite type $2 m$. In particular we are interested in a neighborhood of the boundary point $p=(1,0,0)$. This point is of type $2 m$, and this order of contact is realized by the complex tangential line $\{(1,0, w): w \in \mathbb{C}\}$. All other complex tangential lines have order of contact $2 l$. For every small $\varepsilon$, the $\varepsilon$-extremal directions at this point are $e_{1}, e_{2}$, and $e_{3}$, so we have $\tau_{1}(p, \varepsilon)=\sqrt{1+\varepsilon}-1 \approx \varepsilon, \tau_{2}(p, \varepsilon)=\varepsilon^{1 / 2 m}$, and $\tau_{3}(p, \varepsilon)=\varepsilon^{1 / 2 l}$. Thus $d(p,(1+\varepsilon, 0,0)) \approx \varepsilon, d(p,(1, \varepsilon, 0))=\varepsilon^{2 l}$, and $d(p,(1,0, \varepsilon))=\varepsilon^{2 m}$. That means that if we are close to $p$ and measure distances in the Euclidean metric, then we can expect a Hölder exponent of $1 / 2 m$ in the $z_{1}$-direction, an exponent of $2 l / 2 m$ in the $z_{2}$-direction, and any exponent smaller than 1 in the $z_{3}$-direction.

It is well known that the Hölder exponent cannot be larger than 1, and with the given methods it is not possible to show that it must be strictly smaller than 1 . Hence we will concentrate on the $z_{1}$ - and $z_{2}$-directions. For this we consider the function

$$
v(z):=\frac{\bar{z}_{3}}{\log \left(z_{1}+z_{2}^{2 l} / 2-1\right)}
$$

Note that the real part of $z_{1}+z_{2}^{2 l} / 2-1$ is negative for all $z \in D$ and that $\log (w)$ should be the branch of the $\operatorname{logarithm}$ with $0<\arg (w)<2 \pi$. In fact, we have the strict negativity of the real part of $z_{1}+z_{2}^{2 l} / 2-1$ for all $z \in \bar{D} \backslash(1,0,0)$. Thus, the closed $(0,1)$-form

$$
f(z)= \begin{cases}\frac{d \bar{z}_{3}}{\log \left(z_{1}+z_{2}^{2 l} / 2-1\right)} & \text { for } z \in \bar{D} \backslash(1,0,0) \\ 0 & \text { for } z=(1,0,0)\end{cases}
$$

is continuous on $\bar{D}$ and thus also bounded.
Consider the circles

$$
\begin{aligned}
& C_{\varepsilon}:=\left\{z \in \mathbb{C}^{3}: z_{1}=1-2 \varepsilon, z_{2}=0,\left|z_{3}\right|=\varepsilon^{1 / 2 m}\right\}, \\
& \hat{C}_{\varepsilon}:=\left\{z \in \mathbb{C}^{3}: z_{1}=1-\varepsilon, z_{2}=0,\left|z_{3}\right|=\varepsilon^{1 / 2 m}\right\}, \\
& \tilde{C}_{\varepsilon}:=\left\{z \in \mathbb{C}^{3}: z_{1}=1-2 \varepsilon, z_{2}=\varepsilon^{1 / 2 l},\left|z_{3}\right|=\varepsilon^{1 / 2 m}\right\} .
\end{aligned}
$$

It is easy to check that all three circles are contained in $D$.
For every solution $u$ of the Cauchy-Riemann equation $\bar{\partial} u=f$, the difference $u-v$ is a holomorphic function on $D$; we therefore have $\int_{C} u d z_{3}=\int_{C} v d z_{3}$ for all of these circles.

Let us first consider the $z_{1}$-direction and assume that the Hölder exponent in this direction is $\alpha$. Then $\left|\left(1-\varepsilon, 0, z_{3}\right)-\left(1-2 \varepsilon, 0, z_{3}\right)\right|=\varepsilon$ and so $\mid u\left(1-\varepsilon, 0, z_{3}\right)-$ $u\left(1-2 \varepsilon, 0, z_{3}\right) \mid \leq K \varepsilon^{\alpha}$. Thus

$$
\begin{aligned}
\left|\int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} u\left(1-\varepsilon, 0, z_{3}\right)-u\left(1-2 \varepsilon, 0, z_{3}\right) d z_{3}\right| & \leq K \varepsilon^{\alpha} \int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} 1 d z_{3} \\
& =K \varepsilon^{\alpha} 2 \pi \varepsilon^{1 / 2 m}
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} v\left(1-\varepsilon, 0, z_{3}\right)-v\left(1-2 \varepsilon, 0, z_{3}\right) d z_{3} \\
&=\int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} \frac{\bar{z}_{3}}{\log (-\varepsilon)}-\frac{\bar{z}_{3}}{\log (-2 \varepsilon)} d z_{3} \\
&=\frac{\log (-2 \varepsilon)-\log (-\varepsilon)}{\log (-\varepsilon) \log (-2 \varepsilon)} \int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} \bar{z}_{3} d z_{3} \\
&=\frac{\ln (2)}{\log (-\varepsilon) \log (-2 \varepsilon)} 2 \pi i \varepsilon^{2 / 2 m} .
\end{aligned}
$$

Hence we conclude that

$$
\ln (2) / K \leq|\log (-\varepsilon) \log (-2 \varepsilon)| \varepsilon^{\alpha-1 / 2 m}
$$

for all $\varepsilon>0$, which is impossible for $\alpha>1 / 2 m$ because $\ln (\varepsilon) \varepsilon^{\beta}$ tends to zero for $\varepsilon \rightarrow 0$ and all positive $\beta$. Thus we have proved that, in the $z_{1}$-direction, the Hölder exponent $\alpha$ cannot be larger than $1 / 2 m$.

Now consider the $z_{2}$-direction and the circles $C_{\varepsilon}$ and $\tilde{C}_{\varepsilon}$. Assuming that the Hölder exponent is again $\alpha$, we get $\left|u\left(1-2 \varepsilon, 0, z_{3}\right)-u\left(1-2 \varepsilon, \varepsilon^{1 / 2 l}, z_{3}\right)\right| \leq$ $K\left(\varepsilon^{1 / 2 l}\right)^{\alpha}$ and so

$$
\left|\int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} u\left(1-2 \varepsilon, 0, z_{3}\right)-u\left(1-2 \varepsilon, \varepsilon^{1 / 2 l}, z_{3}\right) d z_{3}\right| \leq K \varepsilon^{\alpha / 2 l} 2 \pi \varepsilon^{1 / 2 m}
$$

On the other hand,

$$
\begin{aligned}
& \int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} v\left(1-2 \varepsilon, 0, z_{3}\right)-v\left(1-2 \varepsilon, \varepsilon^{1 / 2 l}, z_{3}\right) d z_{3} \\
& \quad=\int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} \frac{\bar{z}_{3}}{\log (-2 \varepsilon)}-\frac{\bar{z}_{3}}{\log (-2 \varepsilon+\varepsilon / 2)} d z_{3} \\
& \quad=\frac{\log (-3 \varepsilon / 2)-\log (-2 \varepsilon)}{\log (-2 \varepsilon) \log (-3 \varepsilon / 2)} \int_{\left|z_{3}\right|=\varepsilon^{1 / 2 m}} \bar{z}_{3} d z_{3} \\
& \quad=\frac{-\ln (4 / 3)}{\log (-2 \varepsilon) \log (-3 \varepsilon / 2)} 2 \pi i \varepsilon^{2 / 2 m} .
\end{aligned}
$$

We then conclude that

$$
\ln (4 / 3) / K \leq|\log (-2 \varepsilon) \log (-3 \varepsilon / 2)| \varepsilon^{\alpha / 2 l-1 / 2 m}
$$

for all $\varepsilon>0$, which is impossible for $\alpha>2 l / 2 m$. Thus we have proved that, in the $z_{2}$-direction, the Hölder exponent $\alpha$ cannot be larger than $2 l / 2 m$, which is exactly what we wanted.
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