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Foliation by Graphs of CR Mappings and
a Nonlinear Riemann–Hilbert Problem

for Smoothly Bounded Domains

Marshall A. Whittlesey

1. Introduction

LetD be a bounded, smoothly bounded domain inC`, ` ≥ 2, and letM be a real
C∞ submanifold of∂D×Cm, m ≥ 1. We here address the question of when there
exists a mappingf such that

(RH) f : D̄ → Cm is continuous onD̄ and analytic onD such that the graph of
f over∂D is contained inM.

A problem where one is required to find anf satisfying (RH) is often called
a Riemann–Hilbertproblem; Riemann proposed such a question for` = m = 1
in 1851. We shall refer to the problem of finding anf satisfying (RH) as the
Riemann–Hilbert problem forM. If an f exists satisfying (RH) then we shall say
that the Riemann–Hilbert problem forM is solvableand thatf is asolution.For
z ∈ ∂D, letMz ≡ {w ∈ Cm : (z,w) ∈M}. We will say here that the Riemann–
Hilbert problem (RH) islinear if, for everyz ∈ ∂D, Mz is a real affine subspace
of Cm. We shall say that the Riemann–Hilbert problem (RH) isnonlinear if it is
not linear.

For the casè = 1 we mention the references [B1; B2; Fo; HMa; S; Sh1; Sh2;
V; We1–We5]. See [We5] for a useful survey and reference list. For` ≥ 2, see
[B2; B3; BD; D1; D2].

We will first address the following more general question. LetS be aC∞ CR
manifold inC` (e.g., a real hypersurface inC`) and letM be a realC∞ submani-
fold of S × Cm, m ≥ 1. Let z0 ∈ S andU a neighborhood ofz0 in S. Does there
exist a CR mapf : U → Cm whose graph inU × Cm is contained inM? We
shall establish conditions under which the answer to this question is “yes”. For
the case whereS is a complex manifold, this question is addressed by theorems
in [F1–F3; Kr; So1; So2]. We consider the case of more generalS. Applying our
result to the case whereS is the boundary of an open set inC` with C∞ bound-
ary (soS is a real hypersurface inC`), we shall establish conditions where the
Riemann–Hilbert problem forM is solvable.

For the more general question of the previous paragraph, assumptions we shall
make will imply that the setM is a CR manifold. Under conditions outlined in
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Theorem1, we will prove the existence of a special involutive subbundle of the real
tangent bundle toM that possesses certain null properties relative to the Levi form
of M. The Frobenius theorem will guarantee the existence of integral submani-
folds of this bundle. Locally, these integral submanifolds will turn out to be graphs
of CR maps from open subsets ofS toCm. In Theorem 2 and Theorem 3 we estab-
lish conditions guaranteeing the existence of graphs of CR maps, contained inM,

that are defined on all ofS. In Theorem 4 we show that (under some conditions)
these graphs possess a particular extremal property. In Corollary1and Corollary 2,
we will assume thatS is the boundary of a bounded,C∞-bounded open set inC`
and establish conditions where the CR maps found in Theorem 2 and Theorem 3
extend to be analytic onD. These maps are solutions to the Riemann–Hilbert prob-
lem forM. The conditions we establish for the solvability of (RH) are not always
necessary; when they are satisfied, we obtain graphs with strong properties that
we shall describe.

We are grateful to Professors Salah Baouendi, Linda Rothschild, and Peter Eben-
felt for useful conversations on this topic, to the referee for helpful suggestions,
and to the Department of Mathematics at the University of California, San Diego,
where most of this paper was written.

2. Definitions and Notation

For the reader’s reference, a list of commonly used notation is provided in Sec-
tion 8.

In studying subsets ofC` × Cm, we shall generally label points inC` with
z = (z1, z2, . . . , z`) and those inCm with w = (w1,w2, . . . ,wm). If P(z,w)
is a function on an open subset ofC` × Cm, then let ∂P denote the 1-form∑`

i=1(∂P/∂zi)dzi +
∑m

i=1(∂P/∂wi)dwi and let∂wP denote the 1-form

∂wP =
m∑
i=1

∂P

∂wi
dwi. (1)

Let [X,Y ] denote the Lie bracket of two vector fieldsX,Y, and let〈A,B〉 de-
note the canonical action ofA on B where, for somen: A is ann-cotangent
(i.e., an element of thenth exterior algebra of the cotangent space) at a point
on a manifold andB is an n-tangent at that point; see [Bo, p. 10]. Fori =
1,2, . . . , n, if φi is a cotangent at a point andψi is a tangent at the same point then
〈φ1∧ φ2 ∧ · · · ∧ φn, ψ1∧ψ2 ∧ · · · ∧ψn〉 is the determinant of the matrix whose
(i, j) component is〈φi, ψj〉. We use the same notation to denote the action ofA

onB, whereA is ann-form on a manifold andB is a section of thenth exterior
algebra of the tangent bundle, the action being defined pointwise. IfB is a vector
bundle on an open subsetA of aC∞ manifold, then

0(A,B) will denote the set ofC∞ sections ofB overA. (2)

We shall also make use of the notion ofgenericCR manifold (see [BER, p. 9])
and CR manifold of (Bloom–Graham–Kohn)finite typeτ (see [BER, pp. 17–18]).
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If M is aC∞ generic CR submanifold ofCn, then letTM denote the real tan-
gent bundle toM, CTM the complexified tangent bundle toM, CTxM the fiber
of CTM overx ∈M, CT 1,0M the(1,0)-subbundle ofCTM, andCT 1,0

x M the
fiber ofCT 1,0M overx. (We use similar notation for the(0,1)-subbundle.) We
shall make use of the Levi map ofM, and we follow the definition in [BER]: Let
Px : CTxM→ CTxM/(CT 1,0

x M⊕CT 0,1
x M) be projection and let the Levi map

atx ∈M be

Lx : CT 1,0
x M× CT 1,0

x M→ CTxM/(CT 1,0
x M⊕ CT 0,1

x M)

Lx(Xx,Yx) := 1

2i
Px([X,Ȳ ](x)),

(3)

whereX,Y areC∞ (1,0)-vector fields onM nearx such thatX(x) = Xx and
Y(x) = Yx. As is well known, the Levi map atx does not depend on these smooth
extensionsX,Y ; it depends only onXx andYx, so we get a smooth bundle map
L : CT 1,0M×CT 1,0M→ CTM/(CT 1,0M⊕CT 0,1M). Suppose thatM has
defining functionsφi, i = 1,2, . . . , d. Note thatLx(Xx,Yx) = 0 if and only if
〈∂φi, [X,Ȳ ] 〉(x) = 0 for i = 1 to d and forX,Y as before. By Cartan’s iden-
tity (see [Bo, p. 14, Lemma 3]), these equations are equivalent to the equations
〈∂̄∂φi, X∧ Ȳ 〉(x) = 0 for i = 1 tod.

We follow the definition of CR function given in [Bo]: A CR function on a
M is aC1 functionu such that, for every sectionX∈ 0(M,CT 0,1M), we have
Xu = 0.

We assume thatS satisfies the following properties.

(4) Let S be a genericC∞ CR manifold inC` (` ≥ 2) of CR codimension
c < `. Specifically, we assume thatS hasC∞ real-valued defining functions
p1,p2, . . . ,pc defined in a neighborhoodN of S (i.e., fori = 1toc, pi : N →
R is C∞, S = {z ∈ N : pi(z) = 0 for all i = 1,2, . . . , c}, and the 1-forms
{∂pi(z)}ci=1 are linearly independent 1-forms overC for all z ∈ S). Let HS =
CT 1,0S be the(1,0)-tangent bundle toS with fibers HSz ; that is,

HS
z =

{∑̀
i=1

ai
∂

∂zi
∈CTzS : ai ∈C, i = 1,2, . . . , c

}
.

We assumeM satisfies the following properties.

(5) Letd be an integer, 1≤ d ≤ m, and letM be aC∞ CR submanifold ofS×Cm
of CR codimensionc + d in C`+m such that givenMz ≡ {w ∈Cm : (z,w) ∈
M}we have, for allz∈ S, thatMz is a nonempty, generic, Levi nondegenerate
CR submanifold of CR codimensiond in Cm. Specifically, letU ⊂ C`+m be
an open set meetingS×Cm and letqi : U → R beC∞ for i = 1,2, . . . , d such
that, for any(z0,w0) ∈ U, the 1-forms{∂wqi(z0,w0)} (i = 1,2, . . . , d ) are
linearly independent overC. LetM = {(z,w) ∈ U ∩ (S × Cm) | q1(z,w) =
q2(z,w) = · · · = qd(z,w) = 0} and let HM ≡ CT 1,0M be the(1,0)-tangent
bundle toM with fibers HM(z,w) for (z,w)∈M.

Now observe that, sinceMz is generic, we must haved ≤ m. The following
correspondence is convenient:
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HM
(z,w)
∼=
{∑̀
i=1

ai
∂

∂zi
+

m∑
i=1

bi
∂

∂wi
∈HS

z ⊕ CT 1,0
w Cm

∣∣∣∣
∑̀
i=1

ai
∂qk

∂zi
(z,w)+

m∑
i=1

bi
∂qk

∂wi
(z,w) = 0, k = 1,2, . . . , d

}
.

Note that{pi}ci=1∪ {qi}di=1 is a set of defining functions forM. Let

π : CTC`+m→ CTC` (6)

be either projection or the restriction to the corresponding mapping from HM

to HS. We will useπ(z,w) to denote projection on the individual fibers:π(z,w):
CT(z,w)C`+m→ CTzC` andπ(z,w) : HM

(z,w)→ HS
z .

We shall investigate when there exists aC∞ CR mapf : S → Cm such that
qi(z, f(z)) = 0 for z∈ S andi = 1 tod.

Before we state our main results, we need some further definitions. Let

V(z,w) = {vzw ∈HM
(z,w) : π(z,w)(vzw) = 0}; (7)

that is, ifvzw ∈V(z,w) thenvzw has no terms involving∂/∂zi for i = 1,2, . . . , `.
(This is the space of “vertical”(1,0)-tangents toM at(z,w).) By (5),V(z,w) has
dimensionm− d for all (z,w)∈M. For any(z0,w0)∈M,

V(z0,w0) = {vz0w0 ∈CT(z0,w0)C`+m : π(z0,w0)(vz0w0 ) = 0
and

〈∂wqi(z0,w0),vz0w0〉 = 0, i = 1,2, . . . , d}.
ThusV(z,w) is calculated by solving a system of linear equations whose coeffi-
cients areC∞ functions of(z,w) and whose rank is constant for(z,w)∈M near
(z0,w0). We may thus calculatem− d C∞ vector fieldsvi (i = 1,2, . . . , m− d )
near any point(z0,w0)∈M such that, near(z0,w0), {vi(z,w)}m−di=1 forms a basis
for V(z,w). Thus we obtain a complex(m − d )-dimensionalC∞ (1,0)-vector
bundleV overM. Let V̄ denote the bundle whose fiber at(z,w) is V(z,w), and
letLM denote the Levi map forM. Next, let

N(z,w) = {nzw ∈HM
(z,w) : LM(z,w)(nzw,vzw) = 0 ∀vzw ∈V(z,w)}. (8)

BecauseV is a bundle, anyvzw is the value at(z,w)of some element of0(M,V ),so
in (8) it is equivalent to demand thatLM(z,w)(nzw,v(z,w)) = 0 for all v ∈0(M,V ).

Under reasonable conditions, theN(z,w) will have dimension independent of
(z,w) and hence form a vector bundleN. The conjugate ofN(z,w), N(z,w),will
also form a bundlēN.

3. Main Results

Our most general theorem is a local statement.

Theorem 1. Suppose thatS andM satisfy(4) and (5), respectively; suppose
also that, at every point ofS, S is of (Bloom–Graham–Kohn) finite typeτ. Then
the following four conditions are equivalent.
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(I) The dimension ofN(z,w) is ` − c for all (z,w) ∈ M, and for everyk =
1 to d we have that

〈∂p1∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc ∧ ∂qk,F1∧ F2 ∧ F3 ∧ · · · ∧ Fc+1〉 = 0 (9)

for all vector fieldsF1,F2, . . . ,Fc+1 that are commutators of length ranging from
2 to τ + 1 of vector fields in0(M,N ) and 0(M,N̄ ). (Note that the lengths of
F1,F2, . . . ,Fc+1 may be different.)

(II) The dimension ofN(z,w) is ` − c for all (z,w) ∈ M, and there exists a
unique self-conjugate involutiveC∞ bundleT with fiberT (z,w) for (z,w)∈M
such thatN ⊕ N̄ ⊂ T ⊂ CTM andπ(z,w) : T (z,w)→ CTzS is an isomorphism
for all (z,w)∈M (and so the complex dimension ofT (z,w) is 2`− c).

(III) For every(z0,w0)∈M, there exists some neighborhoodUM of (z0,w0)

in M such thatUM is foliated by graphs ofC∞ CR maps defined in a neighbor-
hoodU of z0 in S; for such a mapf, f : U → Cm andqk(z, f(z)) = 0 for all
z∈U and allk = 1 to d. Furthermore, fori = 1 to d let φi be the1-form ∂wqi =∑m

j=1(∂qi/∂wj )dwj and letφ be thed-formφ1∧ φ2 ∧ φ3 ∧ · · · ∧ φd, which we
write as

∑
1≤i1<i2<i3<···<id≤m φi1,i2,...,id (z,w)dwi1 ∧ dwi2 ∧ dwi3 ∧ · · · ∧ dwid .

Then there exists a nonzeroC∞ function C : U → C such that thed-form
C(z)φ(z, f(z)) has coefficients that are CR functions onU.

(IV) The dimension ofN(z,w) is ` − c for all (z,w) ∈M, and for everyk =
1 to d we have that

〈∂p1∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc ∧ ∂qk,F1∧ F2 ∧ F3 ∧ · · · ∧ Fc+1〉 = 0 (10)

for all vector fieldsF1,F2, . . . ,Fc+1 that are commutators ofarbitrary length of
vector fields in0(M,N ) and0(M,N̄ ). (Note: the lengths ofF1,F2, . . . ,Fc+1 may
be different.)

If the preceding conditions hold, then the graphs in(III) are integral manifolds
of ReT and the(1,0)-tangent space to the graph off at (z, f(z)) isN(z, f(z)).
Supposeg : U → Cm is a CR map such thatqk(z, g(z)) = 0 for all z ∈ U and
all k = 1 to d and such thatN (restricted to the graph ofg) is the(1,0)-tangent
bundle to the graph ofg. Then we must havef = g for some suchf.

In the case whereS is the boundary of a domain, we obtain solutions to (RH) as
follows.

Corollary 1. Suppose thatS andM satisfy(4) and (5), respectively, and sup-
pose thatS is connected, simply connected, and of finite typeτ at every point.
Suppose also that, for every compactK ⊂ S, MK ≡ {(z,w) ∈ M : z ∈ K} is
compact. Suppose that any of properties(I)–(IV) of Theorem 1 hold and that, in
addition,S is the boundary of a bounded domainD in C`, ` ≥ 2. ThenM is the
disjoint union of graphs of CR maps that all extend to be continuous onD̄ and
analytic onD; these extensions are solutions to(RH).

Other results specifying the significance of the special graphs arising in Corol-
lary 1 will be discussed later. We now prove these theorems.
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4. Proof of Theorem 1: Local Results

We begin with a study of properties of the spacesV(z,w) andN(z,w). Suppose
we have fixedz0 ∈ S and chooseC∞ vector fieldssi (i = 1,2, . . . , `− c) defined
on an open setG containingz0 such that, forz∈G,

{si(z)}`−ci=1 (11)

is a basis for HSz . Let
GM ≡ M ∩ (G× Cm). (12)

Proposition 1. Assume thatS andM satisfy(4) and (5), respectively. For any
(z,w) ∈ M and any value ofc, the projectionπ(z,w) of N(z,w) to HS

z is injec-
tive. Thus, for every(z,w)∈M, the complex dimension ofN(z,w) is less than or
equal to`−c. If the complex dimension ofN(z,w) equals̀ −c for every(z,w)∈
GM, thenN is a complexC∞ vector bundle of dimensioǹ− c overGM and
π(z,w) : N(z,w)→ HS

z is an isomorphism. The complex dimension ofN(z,w) is
exactly`− c in three cases: (i) whend = 1; (ii) whend = m; and (iii) when the
zero sets ofqi (i = 2,3, . . . , d ) are Levi flat inC`+m nearM (i.e., the Levi form
of those surfaces is totally degenerate.)

Proof. If nzw ∈ N(z,w) satisfies the property thatπ(z,w)(nzw) = 0, thennzw ∈
V(z,w). It follows that

〈∂̄∂qi(z,w), nzw ∧ v̄zw〉 = 0 (13)

for all vzw ∈ V(z,w) and i = 1 to d. Note thatV(z,w) may be regarded as
the (1,0)-tangent space atw to Mz, which is Levi nondegenerate by (5). Then
(13) implies thatnzw is in the null space of the Levi form ofMz, so nzw =
0. This proves thatπ(z,w) : N(z,w) → HS

z is injective and that the complex
dimension ofN(z,w) is less than or equal to the dimension of HS

z , which is
` − c. Now fix an arbitrary(z0,w0) ∈ M and fix a0 = (a0

1, a
0
2, . . . , a

0
` ) ∈ C`

such that
∑`

i=1 a
0
i (∂pj/∂zi)(z

0) = 0 for j = 1 to c. For i = 1 to `, let ai
be aC∞ complex function defined onS nearz0 such thatai(z0) = a0

i and∑`
i=1ai(z)(∂pj/∂zi)(z) = 0 for j = 1 to c and z nearz0 ∈ S (i.e., A(z) ≡∑`
i=1 ai(z)(∂/∂zi) ∈ HS

z ). For (z,w) ∈M near(z0,w0), the necessary and suf-
ficient conditions for the existence of aCm-valued mappingb = (b1, b2, . . . , bm)

onM such thatB(z,w) ≡∑`
i=1 ai(z)(∂/∂zi)+

∑m
i=1bi(z,w)(∂/∂wi) belongs

toN(z,w) (and soπ(z,w)(B(z,w)) = A(z)) are:∑̀
i=1

ai(z)
∂qk

∂zi
(z,w)+

m∑
i=1

bi(z,w)
∂qk

∂wi
(z,w) = 0 (14)

for k = 1 tod; and〈
∂̄∂pj,

(∑̀
i=1

ai
∂

∂zi
+

m∑
i=1

bi
∂

∂wi

)
∧
( m∑
i=1

v̄i
∂

∂w̄i

)〉
(z,w) = 0 (15)

and



Foliation by Graphs of CR Mappings 619〈
∂̄∂qk,

(∑̀
i=1

ai
∂

∂zi
+

m∑
i=1

bi
∂

∂wi

)
∧
( m∑
i=1

v̄i
∂

∂w̄i

)〉
(z,w) = 0 (16)

for j = 1 toc, k = 1 tod, and for all vertical(1,0)-vector fields
∑m

i=1vi(∂/∂wi)∈
0(M,V ). Condition (15) is vacuous:̄∂∂pj contains only terms involvingdz̄i1∧dzi2
but

∑m
i=1 v̄i(∂/∂w̄i) contains no terms with∂/∂z̄i or ∂/∂zi, so the left side of (15)

is automatically zero.
Thus conditions (14) and (16) impose the requirement thatb1(z,w), b2(z,w),

. . . , bm(z,w) must satisfy a nonhomogeneous system of linear equations. By (5),
the dimension ofV(z,w) ism−d for all (z,w)∈M. For a small open setU ⊂ GM

containing(z0,w0), we may choose elementsvj =∑m
i=1v

j

i (∂/∂wi) ∈ 0(U,V ),
j = 1,2, . . . , m− d, such that{vj(z,w)}m−dj=1 is a basis forV(z,w) for all (z,w)∈
U. For equations (14) and (16) to hold for(z,w) ∈ U, it is equivalent for the fol-
lowing system of equations to hold for(z,w)∈U:∑̀

i=1

ai(z)
∂qk

∂zi
(z,w)+

m∑
i=1

bi(z,w)
∂qk

∂wi
(z,w) = 0 (17)

for k = 1 tod; and〈
∂̄∂qk,

(∑̀
i=1

ai
∂

∂zi
+

m∑
i=1

bi
∂

∂wi

)
∧
( m∑
i=1

v̄
j

i

∂

∂w̄i

)〉
(z,w) = 0 (18)

for k = 1 tod andj = 1 tom− d.
Our system hasd equations from (17) andd(m − d ) equations from (18) (not

necessarily independent), so it is one ofd + d(m− d ) equations inm unknowns
b1(z,w), . . . , bm(z,w). (Note that ifd = 1 ord = m thend + d(m− d ) = m.)

Suppose thatN(z,w) has complex dimensioǹ− c for all (z,w)∈GM. Since
π(z,w) : N(z,w)→ HS

z is an injection and HSz also has complex dimensioǹ− c,
it follows thatπ(z,w) : N(z,w)→ HS

z is an isomorphism. Thus, given any element
A∈0(G,HS), there exists a uniqueB ∈0(GM,HM) such thatπ(z,w)(B(z,w)) =
A(z). That means that, for(z,w) ∈ GM, the system (17), (18) has precisely one
solution forb(z,w) given a fixedA(z), so there exists a subsystem ofm linear
equations in thebj(z,w) whose solution is the same as for (17), (18) for(z,w)

near some point(z1,w1) ∈ GM. This implies that thebj are allC∞ functions
near(z1,w1), since they are the unique solution to a system ofm equations inm
unknowns with coefficients that areC∞ in (z,w). This holds near an arbitrary
(z1,w1)∈GM, soB isC∞ (and we writeB ∈0(GM,HM)). Let ni be the unique
C∞ (1,0)-vector field defined onGM such thatni(z,w) ∈ N(z,w) for (z,w) ∈
GM and

π(z,w)(ni(z,w)) = si(z). (19)

Then {ni(z,w)} is a basis forN(z,w) for all (z,w) ∈ GM becauseπ(z,w):
N(z,w) → HS

z is an isomorphism. We conclude that theN(z,w) form aC∞
bundle overGM; since sets such asGM coverM, we have a bundle on all ofM
that we callN.
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The system of equations associated to (17), (18) that is homogeneous in the
bi(z,w) (i.e.,A(z) = 0) is

m∑
i=1

bi(z,w)
∂qk

∂wi
(z, w) = 0 (17′ )

for k = 1 tod and〈
∂̄∂qk,

( m∑
i=1

bi
∂

∂wi

)
∧
( m∑
i=1

v̄
j

i

∂

∂w̄i

)〉
(z,w) = 0 (18′ )

for k = 1 tod andj = 1 tom− d. As noted previously,b(z,w) = 0 is the unique
solution to the homogeneous system becauseMz is Levi nondegenerate for all
z∈ S. If d = 1 ord = m then the number of equations in thebj isd+d(m−d ) =
m, so then the nonhomogeneous system (17), (18) has exactly one solution for the
bj(z,w), j = 1,2, . . . , m. Then what we have just shown is that, ford = 1 orm
and(z,w) ∈ M, every elementA(z) in HS

z is the image underπ(z,w) of exactly
one elementB(z,w) in N(z,w); that is, the projectionπ(z,w) : N(z,w)→ HS

z is
bijective and the complex dimension ofN(z,w) is equal tò − c. That proves (i)
and (ii).

In order to prove (iii), we must determine the number of independent equations
in thebi arising from (17) and (18). From (17) we obtaind of them (one for each
qi). From (18) we obtainm−d equations arising from the second-order equations
involving q1, since the rank ofV is m − d; all other second-order equations are
vacuous by the Levi flatness associated with the otherqi. Thus we have a total ofm
equations in(b1, b2, . . . , bm); since (as before) the associated homogeneous sys-
tem (17′ ), (18′ ) has exactly one solution (by the Levi nondegeneracy ofMz again),
the nonhomogeneous system (17), (18) does also. Reasoning as in the end of the
argument for (i) and (ii), we conclude that the dimension ofN(z,w) is `− c for
all (z,w)∈M.
If B is a vector bundle over a manifoldA, then we say that a set of vector fields
{Li}i∈I is a local basisfor B near a point inA if, for all x in A near that point,
{Li(x)}i∈I is a basis for the fiberBx of B overx.

Proposition 2 will establish conditions where the spacesN(z,w) together com-
pose an involutive bundle overM. However, we first need the following lemma.
We say that a vector field is a commutator of lengthσ ≥ 2 if it has the form
[Y1, [Y2, [Y3, . . . , [Yσ−1,Yσ ]]] . . .] for vector fieldsYi, i = 1,2,3, . . . , σ.

Lemma 1. LetT be any commutator of the vector fieldsn1, n2, . . . , n`−c, n̄1, n̄2,

. . . , n̄`−c. Then, for allv1,v2 ∈0(GM,V ),

[T,v1+ v̄2] ∈0(GM,V ⊕ V̄ ). (20)

(Furthermore,(20)holds ifT is a linear combination of commutators of theni, n̄i .)

Proof. The parenthetical sentence of Lemma 1 follows from the second sentence
because (20) is linear inT .We prove the second sentence by induction on the length
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of T . If the length ofT is 1 thenT = ni or T = n̄i for somei = 1,2, . . . , `− c.
If T = ni then

[ni,v1+ v̄2] = [ni,v1] + [ni, v̄2]. (21)

The first term on the right-hand side of (21) belongs to0(GM,HM) by involutiv-
ity of HM. By (19), the coefficients ofni in ∂/∂zj depend only onz ∈ S for j =
1 to `, sov1 annihilates these coefficients. Thus [ni,v1] has no terms involving
∂/∂zj, soπ(z,w)([ni,v1](z,w)) = 0 and [ni,v1] ∈ 0(GM,V ) by definition ofV.
The second term on the right-hand side of (21) belongs to0(GM,HM ⊕ H̄M) by
definition ofN. Write [ni, v̄2] = h1+ h̄2 for hj ∈ 0(GM,HM), j = 1,2. For
the same reason as with the first term of (21),π(z,w)([ni, v̄2](z,w)) = 0; that is,
π(z,w)(h

1(z,w) + h̄2(z,w)) = 0. Thusπ(z,w)(h1(z,w)) andπ(z,w)(h̄2(z,w)) are
negatives of each other, but the former belongs to HS

z and the latter tōHS
z. Since

these two spaces meet only in{0},we haveπ(z,w)(hi(z,w)) = 0 for i = 1,2. Thus
h1(z,w) andh2(z,w) belong toV(z,w), so [ni, v̄2] ∈ 0(GM,V ⊕ V̄ ) as desired.
We conclude that the right-hand side of (21) belongs to0(GM,V ⊕ V̄ ). If T = n̄i
then [T,v1+ v̄2] = [n̄i,v1+ v̄2] = [ni, v̄1+ v2],which belongs to0(GM,V⊕V̄ )
by what we just showed in the caseT = ni. This proves the lemma if the length
of T is 1.

For the remainder of the proof, the commutators referred to asT,T ′,T ′′ will be
commutators of vector fields in the set{ni, n̄i : i = 1,2, . . . , `− c}. Now suppose
that Lemma 1 is true for all commutatorsT of length less than or equal toλ. Then
we must show that ifT is a commutator of lengthλ + 1, it satisfies (20). Then
T = [ni,T ′ ] or T = [n̄i,T ′ ] for some commutatorT ′ of lengthλ. We claim that
it suffices to prove (20) for allT of the form [ni,T ′ ], whereT ′ is a commuta-
tor of lengthλ; once this is done, if we writeT ′′ = [n̄i,T ′ ], then [T ′′,v1+ v̄2]

= [[ n̄i,T ′ ],v1+ v̄2] = [[ ni, T̄ ′ ], v̄1+ v2]. The expression [[ni, T̄ ′ ], v̄1+ v2]
belongs to0(GM,V ⊕ V̄ ) becauseT̄ ′ is a commutator of lengthλ. Thus

[T ′′,v1+ v̄2] = [[ ni, T̄ ′ ], v̄1+ v2] also belongs to0(GM,V ⊕ V̄ ).
Now assume thatT = [ni,T ′ ] for some commutatorT ′ of lengthλ. Then,

using Jacobi’s identity,

[T,v1+ v̄2] = [[ ni,T
′ ],v1+ v̄2]

= −[[T ′,v1+ v̄2], ni ] − [[v1+ v̄2, ni ],T
′ ]

= [ni, [T
′,v1+ v̄2]] − [T ′, [ni,v1+ v̄2]] . (22)

The vector fields [T ′,v1+ v̄2] and [ni,v1+ v̄2] both belong to0(GM,V ⊕ V̄ ) by
the induction hypothesis. Hence (22) does as well, again by applying the induction
hypothesis to each term of (22). This implies that [T,v1+ v̄2] ∈ 0(GM,V ⊕ V̄ )
also, soT satisfies (20). By induction, the second sentence of Lemma 1 is proven.

Proposition 2. Assume thatS andM satisfy(4)and(5),respectively. IfN(z,w)
has dimensioǹ − c for all (z,w) ∈ M, thenN is an involutiveC∞ subbundle
of HM.
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Proof. By Proposition 1,N is aC∞ bundle. To see thatN is involutive, it suffices
to verify this in a neighborhood of each point(z0,w0) ∈M. Furthermore, it suf-
fices to check the condition of involutivity on the local basis{ni} from (19): we must
show that [ni, nj ](z,w)∈N(z,w) for all (z,w) near(z0,w0) inM. Let v(z0,w0) ∈
V(z0,w0) andv ∈0(M,V ) be such thatv(z0,w0) = v(z0,w0). Then, by Lemma 1,
[[ ni, nj ], v̄] ∈0(GM,V ⊕ V̄ ) ⊂ 0(GM,HM ⊕ H̄M). We already know that HM is
involutive, so [ni, nj ](z,w)∈HM

(z,w). ThusLM(z,w)([ni, nj ](z,w),v(z,w)) = 0 for all
v(z,w) ∈V(z,w) and so, by the definition ofN, we have [ni, nj ](z,w) ∈N(z,w).
ThusN is involutive.

Note that Proposition 1 impliesV(z,w) ∩ N(z,w) = {0}. If the dimension of
N(z,w) is `− c, it also implies thatV(z,w)⊕N(z,w) = HM

(z,w): we know that
the dimension ofV(z,w) ism−d and the dimension of HM(z,w) is (`+m)−(c+d ).
Thus the dimension of HM(z,w) is the sum of the dimensions ofV(z,w) andN(z,w);
sinceV(z,w) ∩N(z,w) = {0}, we must haveV(z,w)+N(z,w) = HM

(z,w) also.
Our intention is to construct a mapf : S → Cm whose graph lies inM and

passes through a point(z0,w0)∈M such that the(1,0)-tangent space to the graph
of f at (z, f(z)) isN(z, f(z)). This will imply thatf is a CR mapping onS; see
the proof of Theorem 1. We say that a realC∞ manifoldH of real dimensiona
is foliated by a class of submanifoldsC of real dimensionb near a pointy ∈H if
there exists aC∞ diffeomorphism fromQ ≡ {(x1, x2, . . . , xa)∈Ra : 0< xi < 1,
i = 1,2, . . . , a} onto a neighborhood ofy in H such that, for any constantsci be-
tween 0 and 1(i = b+1, b+2, . . . , a), the image of the set{(x1, x2, . . . , xa)∈Q :
xi = ci, i = b+1, b+2, . . . , a} is an open subset of some member ofC. We shall
say thatH is foliated by the manifolds inC if H is foliated byC near each of its
points.

Lemma 2 will be needed in part of the proof of Theorem 1.

Lemma 2. Suppose thatφ1, φ2, . . . , φc, φc+1 are elements of the cotangent space
CT ∗0 (Rc × Ck) and that〈φi,T 〉 = 0 for all tangent vectorsT ∈CT0({0} × Ck).
Thenφ1∧ φ2 ∧ φ3 ∧ · · · ∧ φc+1 = 0.

Proof. Assume thatRc has coordinatesx1, x2, . . . , xc andCk has coordinates
ζ1, ζ2, . . . , ζk. Then we may writeφj =∑c

i=1 α
j

i dxi +
∑k

i=1β
j

i dζi +
∑k

i=1γ
j

i dζ̄i .

Since〈φi,T 〉 = 0 for all tangent vectorsT ∈CT0({0}×Ck),we haveβji = γ ji =
0 for all i = 1,2, . . . , k andj = 1,2, . . . , c + 1. Thus theφj =∑c

i=1 α
j

i dxi may
be regarded as elements ofCT ∗0 Rc for j = 1 to c + 1; taking the wedge product
of all c + 1 of them is identically zero, sincec + 1 > c. (The wedge product of
linearly dependent vectors is zero, and anyc+1 vectors in ac-dimensional space
are linearly dependent.)

Before proving Theorem 1, we make a simple observation.

Note. Since from (5) the∂wqi(·, ·) are linearly independent overC at every point
of M, we have that the formφ(z,w) is never zero. Ifm = d thenφ(z,w) is of
the formφ1,2,3,...,m(z,w)dw1∧ dw2 ∧ · · · ∧ dwm. In this case, the property that
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φ(z,w) satisfies is always automatic: letC(z) = 1/φ1,2,3,...,m(z, f(z)). Thus, in
the cased = m, condition(III) is merely a statement thatM is locally foliated by
graphs of CR mappings.

Proof of Theorem 1.It is obvious that (IV) implies (I). We shall prove (I)⇒
(II) ⇒ (III) ⇒ (IV) . Before proving any of these implications, we note that in
each of them we shall obtain the fact that, for every(z,w) ∈M, the complex di-
mension ofN(z,w) is ` − c and soπ(z,w) : N(z,w)→ HS

z is a (complex) linear
isomorphism. We have this fact as an assumption in the first two implications, and
in the third we shall prove it. (We already know this mapping is injective from
Proposition 1; if the dimension ofN(z,w) is ` − c, thenπ(z,w) : N(z,w)→ HS

z

is also surjective since the complex dimension of HS
z is ` − c.) In the proof of

each implication, we shall make use of the fact that the dimension ofN(z,w) is
` − c in order to construct a set of vector fields as follows. Take(z,w) ∈M and
let T (z,w) be the complex vector space generated by the set of valuesT(z,w),

whereT is a commutator of vector fields in0(M,N ) and0(M,N̄ ) of length less
than or equal toτ. (Recall thatτ is the type ofS; see the definitions early in Sec-
tion 2.) We have thatT (z,w) is the same as the complex vector space generated
by the set of valuesT(z,w), whereT is instead a commutator of vector fields in
0(UM,N ) and0(UM,N̄ ) of length less than or equal toτ and whereUM is some
open neighborhood of(z,w) in M. Given a pointz0 ∈ S, choose a neighborhood
G of z0 in S with s1, s2, . . . , s`−c ∈ 0(G,HS) such that{sj(z)}`−cj=1 forms a basis
for HS

z for z∈G. BecauseS is of finite typeτ at z0, we may choose vector fields
t1, t2, . . . , tc, which are linear combinations of commutators of thesi, s̄i such that
the length of each term of eachti is less than or equal toτ and such that

{s1, s2, s3, . . . , s`−c} ∪ {s̄1, s̄2, s̄3, . . . , s̄`−c} ∪ {t1, t2, . . . , tc} (23)

constitutes a local basis forCTS nearz0. Furthermore, by appropriate change of
basis we may assume that eachti is a real tangent toS;we assume by shrinkingG
that they constitute a local basis inG. LetGM be as in (12) and letn1, n2, . . . , n`−c
be theC∞ vector fields in0(GM,HM) determined by (19). Then defineTi (i =
1,2, . . . , c) in the following manner. Recall thatti is a linear combination of Lie
brackets of vector fields in the set{sj }`−cj=1 ∪ {s̄j }`−cj=1. For every appearance of an
elementsj (j = 1,2, . . . , `−c) in that expression, replace it withnj to formTi. (For
example, ifti = [s1, s̄2]+[s2, [s3, s̄4]]+s2 thenTi = [n1, n̄2]+[n2, [n3, n̄4]]+n2.)

Thus we have definedTi ∈0(GM,CTM) and now claim that

π(z,w)(Ti(z,w)) = ti(z). (24)

Suppose we selectr1, r2, . . . in the set{sj }`−cj=1 ∪ {s̄j }`−cj=1, and suppose that

R1, R2, . . . are the corresponding elements in0(GM,N ) and0(GM,N̄ ) such that
π(z,w)(Rj(z,w)) = rj(z) for all (z,w) ∈ GM andj = 1,2,3, . . . (see (19)). To
prove (24), it will suffice to prove that

π(z,w)([Rj, [Rj−1, [. . . [R2,R1]] . . .]](z,w)) = [rj, [rj−1, [. . . [r2, r1]] . . .]](z) (25)

for j ≥ 1 and(z,w) ∈ GM, since theTi are linear combinations of elements of
the form [Rj, [Rj−1, [. . . [R2, R1]] . . .]] . We do this by induction onj. If j = 1
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then (25) follows from the definition of theni in (19). Now assume (25) is true
for commutatorsR = [Rk, [Rk−1, [. . . [R2, R1]] . . .]] of length equal tok. Then
π(z,w)(R(z,w)) depends only onz by the induction hypothesis, so we letr(z) =
π(z,w)(R(z,w)). LetR ′ = [Rk+1, R]. By the induction hypothesis, the coefficients
of Rk+1 andR in ∂/∂zσ (σ = 1,2, . . . , `) depend only onz∈C`. Thus, when cal-
culating the Lie bracket ofRk+1 andR, the ∂/∂wj terms of each annihilate the
∂/∂zσ coefficients of the other. Thusπ(z,w)([Rk+1, R](z,w)) = [rk+1, r](z), as
desired, which implies that (25) holds forj = k +1. By induction, (25) holds for
all j = 1,2,3, . . . and so (24) holds as well. Sinceπ(z,w)(ni(z,w)) = si(z) and
π(z,w)(n̄i(z,w)) = s̄i(z) for i = 1 to`−c and sinceπ(z,w)(Ti(z,w)) = ti(z,w) for
i = 1 to c, we find thatπ(z,w) : T (z,w) → CTzS is surjective. Moreover, since
(23) is a local basis forCTS in G, the set of vectors

{ni(z,w)}`−ci=1 ∪ {n̄i(z,w)}`−ci=1 ∪ {Ti(z,w)}ci=1 (26)

is linearly independent inCT(z,w)M for all (z,w) ∈GM as the inverse image un-
derπ(z,w) of the basis{si(z)}`−ci=1 ∪ {s̄i(z)}`−ci=1 ∪ {ti(z)}ci=1 for CTzS.

Now we assume (I). There we simply assume that the dimension ofN(z,w) is
` − c, so the vector fields{ni}`−ci=1 and{Ti}ci=1 can be constructed. We shall show
that the quotient ofT (z,w) by N(z,w) ⊕ N̄(z,w) has complex dimensionc,
which we recall is the CR codimension ofS in C`. We will show that the quotient
T (z,w)/(N(z,w) ⊕ N̄(z,w)) is, in fact, generated by the image in the quotient
of {Ti(z,w)}ci=1; this will show that the quotient has dimensionc, as desired. The
(surjective) mappingπ(z,w) : T (z,w)→ CTzS can be composed with the (surjec-
tive) quotient mapping fromCTzS → CTzS/(HS

z ⊕ H̄S
z) to form another surjec-

tive mappingπ̃(z,w) : T (z,w) → CTzS/(HS
z ⊕ H̄S

z). Since π̃(z,w)(ni(z,w)) =
si(z)+HS

z ⊕ H̄S
z = 0+HS

z ⊕ H̄S
z and since (for similar reasons)π̃(z,w)(n̄i(z,w)) is

zero, we find that̃π(z,w) factors through the quotientT (z,w)/(N(z,w)⊕N̄(z,w))
to form a surjective mapping fromT (z,w)/(N(z,w) ⊕ N̄(z,w)) to CTzS/
(HS

z ⊕ H̄S
z). Because the complex dimension of the latter space isc and the map-

ping is surjective, the dimension ofT (z,w)/(N(z,w)⊕ N̄(z,w)) is greater than
or equal toc. We proceed to show it does not exceedc.

Lemma 3. Assume that the conditions of Theorem 1 hold and that(I) holds. Let
T(z,w) be a commutator of vector fields in the set

⋃`−c
i=1 {ni, n̄i}. We claim that

there existC∞ functionsai : G→ C (i = 1,2, . . . , c) such that

T +
c∑
i=1

aiTi ∈0(GM,N ⊕ N̄ ). (27)

(Note that, by the definition ofGM in (12), we may regardai as a function onGM

as well.)

Proof. We first show that, for some functionsai,

T +
c∑
i=1

aiTi ∈0(GM,HM ⊕ H̄M). (28)
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To do this, recall that the coefficients ofni in ∂/∂zk depend only onz for all i =
1 to`− c andk = 1 to`, so from (25) the same may be said of the coefficients of
T(z,w); thusπ(z,w)(T (z,w)) is a well-defined function ofz, says(z). Because
s(z)∈CTzS and owing to the existence of the local basis (23), we may chooseC∞
functionsai : G→ C (i = 1,2, . . . , c) such thats(z)+∑c

i=1 ai(z)ti(z)∈HS
z⊕H̄S

z

for all z ∈G. Then consider the vector fieldT +∑c
i=1 aiTi ∈0(GM,CTM). We

have that, for allj = 1,2, . . . , c,〈
∂pj,T +

c∑
i=1

aiTi

〉
(z,w) =

〈
∂pj(z), π(z,w)

(
T(z,w)+

c∑
i=1

ai(z)Ti(z,w)

)〉

=
〈
∂pj, s +

c∑
i=1

aiti

〉
(z) = 0 (29)

for all (z,w)∈GM, sincepj depends only onz and sinces(z)+∑c
i=1 ai(z)ti(z)∈

HS
z ⊕ H̄S

z for all z∈G.
Hence we claim also that〈

∂qk,T +
c∑
i=1

aiTi

〉
(z,w) = 0 (30)

for k = 1,2, . . . , d and(z,w) ∈GM. We now use the definition of the action of a
(c + 1)-form on an element of the(c + 1)th exterior algebra of the tangent space
(see [Bo, p. 10]) to calculate〈
∂p1∧∂p2∧∂p3∧· · ·∧∂pc∧∂qk,T1∧T2∧T3∧· · ·∧Tc∧

(
T +

c∑
i=1

aiTi

)〉
(z,w)

for (z,w) ∈GM. Any term involving
〈
∂pi,T +∑c

i=1 aiTi
〉
is zero by (29), so we

have from (9) that

0=
〈
∂p1∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc ∧ ∂qk,

T1∧T2 ∧T3 ∧ · · · ∧Tc ∧
(
T +

c∑
i=1

aiTi

)〉
(z,w)

= 〈∂p1∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc,

T1∧T2 ∧T3 ∧ · · · ∧Tc〉
〈
∂qk,T +

c∑
i=1

aiTi

〉
(z,w)

for (z,w) ∈ GM. We claim that〈∂p1 ∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc,T1 ∧ T2 ∧ T3 ∧
· · · ∧ Tc〉(z,w) 6= 0 for (z,w) ∈ GM; this will show that (30) holds, as desired.
To see why the claim holds, note that〈∂p1∧ ∂p2 ∧ ∂p3 ∧ · · · ∧ ∂pc,T1∧ T2 ∧
T3 ∧ · · · ∧Tc〉(z,w) is equal to the determinant of thec × c matrix whose(i, j)
component is〈∂pi,Tj〉(z,w). If at some(z0,w0) ∈GM this determinant is zero,
then the columns are linearly dependent overC; hence for someζj ∈ C (which
are not all zero) and alli = 1 to c we have

∑c
j=1ζj 〈∂pi,Tj〉(z0,w0) = 0, so
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∂pi,

∑c
j=1ζjTj

〉
(z0,w0) = 0 and

〈
∂pi,

∑c
j=1ζj tj

〉
(z0) = 0 for i = 1 toc. By def-

inition of HS
z0 we have

∑c
j=1ζj tj(z

0) ∈ HS
z0 ⊕ H̄S

z0, so for someaj, bj ∈ C (j =
1,2, . . . , `−c)we obtain

∑c
j=1ζj tj(z

0) =∑`−c
j=1 aj sj(z

0)+∑`−c
j=1 bj s̄j(z

0). Since

the set{si(z0)}`−ci=1 ∪ {s̄i(z0)}`−ci=1 ∪ {ti(z0)}ci=1 is linearly independent, we find that
ζj = 0 for j = 1 to c. This contradicts the definition of theζj, so the claim holds.

By (29) and (30) we conclude that (28) holds. We proceed to show that (27)
also holds. To see this, we observe that there exists anh ∈ 0(GM,HM) such
thatT +∑c

i=1 aiTi + h̄ ∈ 0(GM,HM). Then, forv ∈ 0(GM,V ), it follows that[
T +∑c

i=1 aiTi + h̄, v̄
] = [

T +∑c
i=1 aiTi, v̄

] + [h̄, v̄]. The first of these last
two terms belongs to0(GM,HM ⊕ H̄M) by Lemma 1, and the second belongs to
0(GM,HM ⊕ H̄M) becausēHM is involutive.

Recalling that every element ofV(z,w) is the value at(z,w) of some suchv ∈
0(M,V ) and recalling also the definition ofN, we may writeLM(z,w)

(
T(z,w) +∑c

i=1 ai(z)Ti(z,w)+ h̄(z,w),vzw
) = 0 for all vzw ∈V(z,w) and all(z,w)∈M.

Thus we may write thatT +∑c
i=1 ai(z)Ti + h̄ = n′ ∈0(GM,N ). If we solve for

h here then we can use a similar argument to show thath ∈ 0(GM,N ), so (27)
holds and Lemma 3 is proven.

Lemma 3 shows that the quotient ofT (z,w) byN(z,w)⊕ N̄(z,w) has complex
dimension less than or equal toc. We already know the dimension is greater than
or equal toc, so it is exactlyc. The set in (26) is linearly independent for(z,w)∈
GM (as observed earlier), and Lemma 3 shows that it spansT (z,w) for (z,w) ∈
GM. Since theTi are chosen smoothly in the neighborhoodG, the set of vector
fields

{ni}`−ci=1 ∪ {n̄i}`−ci=1 ∪ {Ti}ci=1

is a local basis forT overGM. Since the setsGM coverM, it follows that the
T (z,w) form aC∞ bundle onM of complex dimension 2̀− c, which we callT .

Next we show thatT is involutive. Suppose we select an arbitrary(z0,w0) ∈
M, an open neighborhoodUM of (z0,w0) in M, and sectionsR1, R2, . . . , R2`−c
of 0(UM, T ) such that{Ri(z,w)}2`−ci=1 is a basis forT (z,w) for (z,w) ∈ UM.

Then, to show thatT is involutive, it suffices to show that Lie brackets of theRi
belong to0(UM, T ). In fact, we can letUM be theGM defined in (12) and let
the set{Ri}2`−ci=1 be{ni}`−ci=1 ∪ {n̄i}`−ci=1 ∪ {Tk}ck=1 in GM. It will be enough to show
that, for(z,w) ∈ GM, we have that [ni, nj ](z,w), [ni, n̄j ](z,w), [Tk, ni ](z,w),
and [Tk, n̄i ](z,w) all belong toT (z,w). These are all consequences of Lemma 3.
ThusT is involutive. We have thatT is self-conjugate because the local basis
{ni(z,w)}`−ci=1 ∪ {n̄i(z,w)}`−ci=1 ∪ {Ti(z,w)}ci=1 for T (z,w) is self-conjugate.

We need to show thatπ(z,w) : T (z,w) → CTzS is an isomorphism for every
(z,w) ∈ M. Once again it will suffice to assume that(z,w) ∈ GM, whereG
andGM are as before. We have thatπ(z,w)(ni(z,w)) = si(z) (i = 1 to ` − c),
π(z,w)(n̄i(z,w)) = s̄i(z) (i = 1 to`− c), andπ(z,w)(Ti(z,w)) = ti(z) (i = 1 toc).
Since

{ni(z,w)}`−ci=1 ∪ {n̄i(z,w)}`−ci=1 ∪ {Ti(z,w)}ci=1

and
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{si(z)}`−ci=1 ∪ {s̄i(z)}`−ci=1 ∪ {ti(z)}ci=1

are bases (respectively) forT (z,w) andCTzS, the mapπ(z,w) : T (z,w)→ CTzS
is indeed an isomorphism.

Now we prove the uniqueness statement of(II). Every involutive bundleT ′ on
GM betweenN ⊕ N̄ andCTM must containTi(z,w) in its fiber over(z,w) (for
i = 1 toc), since theTi are linear combinations of commutators of thenj, n̄j . Thus
T ′(z,w) must containT (z,w). For π(z,w) : T ′(z,w) → CT(z,w)S to be an iso-
morphism,T ′(z,w)must have have complex dimension 2`− c and so must be no
bigger thanT overGM, since the complex dimension ofT is 2`− c. This shows
thatT ′(z,w) = T (z,w) for (z,w) ∈ GM. Because open sets such asGM cover
M, we must haveT ′(z,w) = T (z,w) for (z,w)∈M; this proves the uniqueness
statement of(II) andconcludes the proof that (I) implies(II).

Now we show that(II) ⇒ (III) . We have thatπ(z,w) : N(z,w) → HS
z is an

isomorphism and the complex dimension ofN(z,w) is ` − c. Fix (z0,w0) ∈M
and let{si}`−ci=1 , {ni}`−ci=1 , and the setsG andGM be as defined in (11), (12), and
(19). Because the dimension ofN(z,w) is ` − c, we may define{ti} as in (23)
and {Ti} as in (24). Becauseπ(z,w) : T (z,w) → CTzS is an isomorphism and
{si(z)}`−ci=1 ∪ {s̄i(z)}`−ci=1 ∪ {ti(z)}ci=1 is a basis forCTzS, the set{ni(z,w)}`−ci=1 ∪
{n̄i(z,w)}`−ci=1 ∪ {Ti(z,w)}ci=1 is a basis forT (z,w) for (z,w) ∈GM andG suffi-
ciently small. Let us define ReT (z,w) to be the vector space{Rzw+Rzw | Rzw ∈
T (z,w)}. We check that ReT constitutes a real involutive vector bundle overM

of real dimension 2̀− c. It will suffice to check that ReT constitutes a real in-
volutive vector bundle overGM of real dimension 2̀− c for everyGM defined
previously, since suchGM coverM. Since{nj(z,w) : j = 1,2, . . . , ` − c} ∪
{n̄j (z,w) : j = 1,2, . . . , ` − c} ∪ {Tj(z,w) : j = 1,2, . . . , c} is a complex basis
for T (z,w) for (z,w) ∈ GM (recalling that theTj are real vector fields), it fol-
lows that{nj(z,w) + n̄j (z,w) : j = 1,2, . . . , ` − c} ∪ {inj(z,w) + inj(z,w) :
j = 1,2, . . . , `− c}∪ {Tj(z,w) : j = 1,2, . . . , c} is a real basis for ReT (z,w), so
the (real) dimension of ReT (z,w) is 2`− c and ReT is a bundle. Also, ReT is
involutive as the real part of an involutive bundle. By the Frobenius theorem (see
[War]) M is foliated near(z0,w0) ∈M byC∞ integral manifolds for ReT . The
complexified tangent space to such a manifold at(z,w)∈M must equalT (z,w).

We know thatπ(z,w) is injective onT (z,w); hence it is injective on ReT (z,w)
also. By the inverse function theorem, near(z0,w0) the integral manifolds of
ReT are graphs over a fixed open subset ofS, so we write that a neighborhood
of (z0,w0) is foliated by graphs of mappings on an open subsetU of S where
z0 ∈U. The complexified tangent bundles to these manifolds must equalT . We
use the following notation.

(31) Letf be the function on an open subsetU of S such thatz0 ∈ U and such
that the graph off is the integral manifold of ReT through(z0,w0). Use
Mf to denote the graph off.

The(1,0)-tangent space toMf at (z, f(z)) includesN(z, f(z)) (since the whole
complexified tangent space toMf at (z, f(z)) is T (z, f(z))). Any (1,0)-tangent
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toMf at (z, f(z)) projects to HSz ; since projection is injective onT (z, f(z)) =
CT(z,f(z))Mf, that tangent must belong toN(z, f(z)). This shows that the(1,0)-
tangent space toMf at (z, f(z)) isN(z, f(z)).

Then the differential of the mappingF : U → Mf such thatF(z) = (z, f(z))
fromU toMf carries HS toN : for s ′z ∈HS

z , if dzF(s ′z) is not inN(z, f(z)) then
π(z,f(z))(dzF(s

′
z)) = s ′z is not in HSz (contradiction), sinceπ(z,f(z)) mapsN(z, f(z))

onto HSz and is injective onT (z, f(z)). ThusF must be a CR mapping onU, so
f is as well.

We now proceed to prove the property that(III) asserts for thed-form φ. Let
s ∈0(U,HS). If K is a function onS, we writesz{K} to denote the action ofs on
K atz∈ S. (Then we regardsz as an element of HSz and identifys(z) with sz; we
uses̄z similarly.) For convenience we note that, sincef is CR, it follows that

n(z) ≡ s(z)+
m∑
j=1

sz{fj } ∂
∂wj

(32)

belongs toN(z, f(z)) as the element of the(1,0)-tangent spaceN(z, f(z)) to the
graph off at (z, f(z)) that projects tos(z).

We note that the functionφi1,i2,...,id (z,w) (defined in property(III)) is the de-
terminant of thed × d matrix with (j, k) entry(∂qj/∂wik )(z,w). Since at every
(z,w) ∈M the set{∂wqi(z,w) : i = 1,2, . . . , d} is linearly independent (by (5)),
φ(z,w) is nonzero for(z,w)∈M. Thus, for some integersi1, i2, . . . , id (1≤ i1 <
i2 < · · · < id ≤ m), we have thatφi1,i2,...,id (z

0,w0) 6= 0. We claim that in
property(III) it suffices to takeC(z) = 1/φi1,i2,...,id (z, f(z)) for z in a possibly
shrunken neighborhoodU of z0 ∈ S. Assume without loss of generality thatC is
defined on all ofU (by shrinkingU). Thus we will show that, for̄s ∈ 0(U, H̄S)

and integersjk, 1≤ j1 < j2 < j3 < · · · < jd ≤ m,

s̄z



∣∣∣∣∣∣∣∣∣∣∣∣

∂q1
∂wj1

(·, f(·)) ∂q1
∂wj2

(·, f(·)) · · · ∂q1
∂wjd

(·, f(·))
∂q2
∂wj1

(·, f(·)) ∂q2
∂wj2

(·, f(·)) · · · ∂q2
∂wjd

(·, f(·))
...

...
...

∂qd
∂wj1

(·, f(·)) ∂qd
∂wj2

(·, f(·)) · · · ∂qd
∂wjd

(·, f(·))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂q1
∂wi1

(·, f(·)) ∂q1
∂wi2

(·, f(·)) · · · ∂q1
∂wid

(·, f(·))
∂q2
∂wi1

(·, f(·)) ∂q2
∂wi2

(·, f(·)) · · · ∂q2
∂wid

(·, f(·))
...

...
...

∂qd
∂wi1

(·, f(·)) ∂qd
∂wi2

(·, f(·)) · · · ∂qd
∂wid

(·, f(·))

∣∣∣∣∣∣∣∣∣∣∣∣



(33)

is identically zero forz ∈ U. Let A(z) be the matrix whose(σ, k) entry is
(∂qσ/∂wjk )(z, f(z)), letB(z)be the matrix with(σ, k)entry(∂qσ/∂wik )(z, f(z)),
and let detA(z),detB(z) be their (respective) determinants. Then (33) is equal to
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detB(z)s̄z{detA} − detA(z)s̄z{detB}
[det(B(z))]2

. (34)

If we note thatφj1,j2,j3,...,jd (z, f(z)) = detA(z) and thatφi1,i2,i3,...,id (z, f(z)) =
detB(z), then we see what needs to be proved is the following result, which is
stated as a lemma because we will use it later.

Lemma 4. Suppose that: the conditions of Theorem 1 are satisfied; (II) holds;
U ⊂ S; f : U → Cm is a CR map whose graph is an integral manifold forReT ;
and s ∈ 0(U,HS). Then, for allz ∈ U and for anyd-tuples{ik}dk=1 and {jk}dk=1
such that1 ≤ i1 < i2 < · · · < id ≤ m and1 ≤ j1 < j2 < · · · < jd ≤ m, we
have

φi1,i2,i3,...,id (z, f(z))s̄z{φj1,j2,j3,...,jd (·, f(·))}
− φj1,j2,j3,...,jd (z, f(z))s̄z{φi1,i2,i3,...,id (·, f(·))} = 0, (35)

whereφi1,i2,i3,...,id , φj1,j2,j3,...,jd are the functions defined in(III).

Proof. We letA,B be the matrices defined previously. Then we must show that

detB(z)s̄z{detA} − detA(z)s̄z{detB} = 0. (36)

We have

s̄z{detA} =
d∑
i=1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A11(z) A12(z) · · · A1d(z)

A21(z) A22(z) · · · A2d(z)
...

...
...

s̄z{Ai1} s̄z{Ai2} · · · s̄z{Aid}
...

...
...

Ad1(z) Ad2(z) · · · Add(z)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (37)

where we calculate

s̄z{Ai,k} =
∑̀
σ=1

∂qi

∂z̄σ ∂wjk
(z, f(z))s̄z{z̄σ} +

m∑
σ=1

∂qi

∂w̄σ ∂wjk
(z, f(z))s̄z{f̄σ}.

Observe that if we let

vσ(z) = det



A11(z) A12(z) · · · A1d(z)

A21(z) A22(z) · · · A2d(z)
...

...
...

∂
∂wj1

∂
∂wj2

· · · ∂
∂wjd

...
...

...

Ad1(z) Ad2(z) · · · Add(z)





630 Marshall A. Whittlesey

(where the row with the∂/∂wjk , k = 1 to d, is theσ th row), then fori = 1 to d
with i 6= σ we have

〈∂qi(z, f(z)),vσ(z)〉

= det



A11(z) A12(z) · · · A1d(z)

A21(z) A22(z) · · · A2d(z)
...

...
...

∂qi
∂wj1

(z, f(z))
∂qi
∂wj2

(z, f(z)) · · · ∂qi
∂wjd

(z, f(z))

...
...

...

Ad1(z) Ad2(z) · · · Add(z)


= 0 (38)

for all z ∈ U because theith andσ th rows of the determinant are the same. For
i = σ,

〈∂qi(z, f(z)),vσ(z)〉 = detA(z). (39)

Write vσ = ∑d
k=1v

σ
k(∂/∂wjk ). Combining these observations, we find that (37)

guarantees that

s̄z{detA} =
d∑
i=1

d∑
k=1

s̄z{Ai,k}vik

=
d∑
i=1

d∑
k=1

(∑̀
σ=1

∂qi

∂z̄σ ∂wjk
(z, f(z))s̄z{z̄σ}

+
m∑
σ=1

∂qi

∂w̄σ ∂wjk
(z, f(z))s̄z{f̄σ}

)
vik

=
d∑
i=1

( d∑
k=1

∑̀
σ=1

∂qi

∂z̄σ ∂wjk
(z, f(z))s̄z{z̄σ}vik

+
d∑
k=1

m∑
σ=1

∂qi

∂w̄σ ∂wjk
(z, f(z))s̄z{f̄σ}vik

)

=
d∑
i=1

〈∂̄∂qi(z, f(z)), n(z) ∧ vi(z)〉, (40)

wheren(z) was defined in (32). A similar argument shows that

s̄z{detB} =
d∑
i=1

〈∂̄∂qi(z, f(z)), n(z) ∧ ui(z)〉, (41)

where



Foliation by Graphs of CR Mappings 631

uσ(z) = det



B11(z) B12(z) · · · B1d(z)

B21(z) B22(z) · · · B2d(z)
...

...
...

∂
∂wi1

∂
∂wi2

· · · ∂
∂wid

...
...

...

Bd1(z) Bd2(z) · · · Bdd(z)


and where, once again, the row with the∂/∂wik is theσ th row. As before,

〈∂qj(z, f(z)), uσ(z)〉 = 0 (42)

if j 6= σ and

〈∂qj(z, f(z)), uσ(z)〉 = detB(z) (43)

if j = σ. Then (36) is equal to

d∑
i=1

〈∂̄∂qi(z, f(z)), n(z) ∧ ((detB(z))vi(z)− (detA(z))ui(z))〉, (44)

where we note that, forj = 1 tod,

〈∂qj(z, f(z)), (detB(z))vi(z)− (detA(z))ui(z)〉
= detB(z)〈∂qj(z, f(z)),vi(z)〉 − detA(z)〈∂qj(z, f(z)), ui(z)〉
= 0

by (38), (39), (42), and (43). By definition ofV(z, f(z)), (detB(z))vi(z) −
(detA(z))ui(z) ∈V(z, f(z)); this implies that (44) is identically zero forz ∈ U,
sincen(z)∈N(z, f(z)). Thus (36) holds and hence (35) holds also, as desired.

Now that we know Lemma 4 holds, we have that (34) and (33) are also zero for
all z ∈ U, as desired. This proves the last component of(III) and hence we now
know that(II) implies(III).

Now we assume(III) and prove (IV). Wemust show that the dimension of
N(z,w) is `− c for (z,w)∈M. We know there exists a nonzero complex-valued
functionC(z) defined onU such that

C(z)φ(z, f(z))

=
∑

1≤i1<i2<i3<···<id≤m
C(z)φi1,i2,...,id (z, f(z))dwi1 ∧ dwi2 ∧ · · · ∧ dwid

is ad-form with coefficients that are CR functions forz∈U. If s ∈0(U,HS) then
s̄z{C(·)φ(·, f(·))} = 0 for all z∈U. Then, using the product rule for the differen-
tiation of wedge products, we have
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0= s̄z{C}φ(z, f(z))

+ C(z)s̄z
{( m∑

j=1

∂q1

∂wj
(·, f(·))dwj

)
∧
( m∑
j=1

∂q2

∂wj
(·, f(·))dwj

)
∧ · · ·

∧
( m∑
j=1

∂qd

∂wj
(·, f(·))dwj

)}
= s̄z{C}φ(z, f(z))

+ C(z)
d∑
i=1

(( m∑
j=1

∂q1

∂wj
(z, f(z))dwj

)
∧
( m∑
j=1

∂q2

∂wj
(z, f(z))dwj

)
∧ · · ·

∧
( m∑
j=1

∂qi−1

∂wj
(z, f(z))dwj

)

∧
( m∑
j=1

∑̀
σ=1

∂2qi

∂z̄σ ∂wj
(z, f(z))s̄z{z̄σ}dwj

+
m∑

j,σ=1

∂2qi

∂w̄σ ∂wj
(z, f(z))s̄z{f̄σ}dwj

)

∧
( m∑
j=1

∂qi+1

∂wj
(z, f(z))dwj

)
∧ · · ·

∧
( m∑
j=1

∂qd

∂wj
(z, f(z))dwj

))
. (45)

For fixedz∈U,we claim that there existv1,v2, . . . ,vd in CTf(z)(Mz) such that,
for i, j = 1,2, . . . , d,

〈∂qi(z, f(z)),vj 〉 = δij, (46)

whereδij = 0 if i 6= j andδij = 1 if i = j. Recall from (5) thatMz is a generic CR
manifold inCm of CR codimensiond. The 1-form∂qi(z, f(z)) induces a linear
functional onCTf(z)(Mz) in the following manner. Forx ∈CTf(z)(Mz),mapx 7→
Li(x) ≡ 〈∂qi(z, f(z)), x〉. Note thatV(z, f(z)) = CT 1,0

f(z)(Mz). Since for alli = 1

to d we haveLi(x) = 0 for x ∈V(z, f(z))⊕V(z, f(z)) ⊂ CTf(z)(Mz), the map-
pingLi factors through the quotientCTf(z)(Mz)/(V(z, f(z))⊕V(z, f(z))) to pro-
duce a linear functional̃Li. NowCTf(z)(Mz)/(V(z, f(z))⊕V(z, f(z))) is a com-
plex vector space of dimensiond sinceMz is generic. We claim that the induced
linear functionalsL̃i are a basis of the dual space ofCTf(z)(Mz)/(V(z, f(z)) ⊕
V(z, f(z))). If there existζi ∈ C (not all zero) such that

∑d
i=1ζiL̃i is identically

zero onCTf(z)(Mz)/(V(z, f(z))⊕V(z, f(z))), then
∑d

i=1ζiLi is identically zero
as a linear functional onCTf(z)(Mz); that is,

〈∑d
i=1ζi∂qi(z, f(z)), x

〉 = 0 for all
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x ∈ CTf(z)(Mz). Let i be the imaginary unit and letJ : Tf(z)Cm → Tf(z)Cm be
the complex structure mapping onTf(z)Cm. Then, extendingJ toCTf(z)(Cm), we
recall thatJ(∂/∂wj ) = i(∂/∂wj ) andJ(∂/∂w̄j ) = −i(∂/∂w̄j ) for all j. We find
that〈 d∑

j=1

ζj∂qj(z, f(z)), J(x)

〉
= i

〈 d∑
j=1

ζj∂qj(z, f(z)), x

〉
= 0

for all x ∈CTf(z)(Mz)

because
∑d

j=1ζj∂qj(z, f(z)) is a (1,0)-form. Thus
∑d

j=1ζj∂qj(z, f(z)) is zero
as a linear functional onJ(CTf(z)(Mz)). BecauseMz is generic,CTf(z)(Mz) +
J(CTf(z)(Mz)) = CTf(z)Cm (see [BER, p. 14]), so

∑d
j=1ζj∂qj(z, f(z)) is zero as

a linear functional onCTf(z)Cm:

d∑
j=1

ζj∂qj(z, f(z)) = 0.

This is impossible becauseMz is generic. Thus thed functionals{L̃i} described
previously are linearly independent in the dual space ofCTf(z)(Mz)/(V(z, f(z))⊕
V(z, f(z))) and thus are a basis of that dual space (which has dimensiond ). Let
{ṽ i}di=1 be a basis ofCTf(z)(Mz)/(V(z, f(z)) ⊕ V(z, f(z))) that is dual to{L̃i}
and, for everyi = 1 to d, let vi be an element ofCTf(z)(Mz) whose image in the
quotientCTf(z)(Mz)/(V(z, f(z))⊕V(z, f(z))) is ṽ i . The{vi} satisfy (46), as de-
sired. Note that this implies that〈∂wqi(z, f(z)),vj 〉 = δij, sincevj has no terms
involving ∂/∂zk for anyk.

Let v be an arbitrary element ofV(z, f(z)). If R is the rightmost side of (45)
then we calculate〈R,v∧v1∧v2∧ · · · ∧ v̂ k∧ · · · ∧vd〉, wherev̂ k indicates thatvk

is not in the wedge product. Since〈∂wqj(z, f(z)),v〉 = 〈∂qj(z, f(z)),v〉 = 0 for
all j = 1 tod,we have〈s̄z{C}φ(z, f(z)),v∧v1∧v2∧· · ·∧ v̂ k∧· · ·∧vd〉 = 0, as
every term of the expansion contains a factor of the form〈∂wqj(z, f(z)),v〉.Write
the other term in (45) asC(z)

∑d
i=1Ri and consider theith termRi of this summa-

tion. If i 6= k then〈Ri,v∧v1∧v2∧· · ·∧v̂ k∧· · ·∧vd〉 is zero, because every term
in the expansion contains a factor of the form

〈∑m
j=1(∂qk/∂wj )(z, f(z))dwj,X

〉
,

whereX is one ofv,v1,v2,v3, . . . ,v k−1,v k+1, . . . ,vd and every such factor is zero
by (46) and the definition ofv. Thus

〈R,v ∧ v1∧ v2∧ · · · ∧ v̂ k ∧ · · · ∧ vd〉

= C(z)
〈 d∑
i=1

Ri,v ∧ v1∧ v2∧ · · · ∧ v̂ k ∧ · · · ∧ vd
〉

= C(z)〈Rk,v ∧ v1∧ v2∧ · · · ∧ v̂ k ∧ · · · ∧ vd〉.
Since (46) holds and〈∂wqj(z, f(z)),v〉 = 0 for j = 1 tod, the only nonzero term
in the expansion ofC(z)〈Rk,v ∧ v1∧ v2∧ · · · ∧ v̂ k ∧ · · · ∧ vd〉 is
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(−1)k−1C(z)

〈( m∑
j=1

∂q1

∂wj
(z, f(z))dwj

)
,v1

〉〈( m∑
j=1

∂q2

∂wj
(z, f(z))dwj

)
,v2

〉
· · ·

〈( m∑
j=1

∑̀
σ=1

∂2qk

∂z̄σ ∂wj
(z, f(z))s̄z{z̄σ}dwj

+
m∑

j,σ=1

∂2qk

∂w̄σ ∂wj
(z, f(z))s̄z{f̄σ}dwj

)
,v

〉
· · ·

〈( m∑
j=1

∂qd

∂wj
(z, f(z))dwj

)
,vd

〉
;

by (46), this equals

(−1)k−1C(z)

〈 m∑
j=1

∑̀
σ=1

∂2qk

∂z̄σ ∂wj
(z, f(z))s̄z{z̄σ}dwj

+
m∑

j,σ=1

∂2qk

∂w̄σ ∂wj
(z, f(z))s̄z{f̄σ}dwj,v

〉

= (−1)k−1C(z)

〈
∂̄∂qk(z, f(z)),

(∑̀
j=1

sz{zj } ∂
∂zj
+

m∑
j=1

sz{fj } ∂
∂wj

)
∧ v

〉
.

By (45) this quantity is zero, and this holds fork = 1 to d. SinceC(z) is never
zero, we find for allk = 1 tod that〈

∂̄∂qk(z, f(z)),

(∑̀
j=1

sz{zj } ∂
∂zj
+

m∑
j=1

sz{fj } ∂
∂wj

)
∧ v

〉
= 0.

It is also true that, fori = 1 to c,〈
∂̄∂pi(z, f(z)),

(∑̀
j=1

sz{zj } ∂
∂zj
+

m∑
j=1

sz{fj } ∂
∂wj

)
∧ v

〉
= 0,

sincepi depends only onz and sincev has no terms involving any∂/∂zj . By defi-
nition ofV(z, f(z)) and sincev was chosen arbitrarily inV(z, f(z)), this implies
that ∑̀

i=1

sz{zi} ∂
∂zi
+

m∑
i=1

sz{fi} ∂
∂wi
∈N(z, f(z)).

This is true for allsz ∈HS
z , soπ(z,f(z)) mapsN(z, f(z)) onto HSz .We already know

from Proposition 1 that this mapping is injective, soπ(z,f(z)) : N(z, f(z))→ HS
z

is an isomorphism andN(z, f(z))must have the same complex dimension as HS
z ,

which is` − c. The foregoing argument holds for an arbitraryz ∈ U. Since any
point (z,w) in M is on the graph of anf defined on some suchU ⊂ S, we find
that the complex dimension ofN(z,w) is `− c for all (z,w)∈M, as desired.



Foliation by Graphs of CR Mappings 635

Now we must prove (10). Once again we fix(z0,w0)∈M through which there
exists the graph of a CR mapf : U → Cm with the properties in(III) for some
neighborhoodU of z0 in S. We note that every element ofN(z, f(z)) for z ∈
U has the formsz +∑m

i=1 sz{fi}(∂/∂wi) for somesz ∈ HS
z : if nz ∈ N(z, f(z)),

thenπ(z,f(z))(nz) ∈ HS
z . Let sz = π(z,f(z))(nz). Thensz +∑m

i=1 sz{fi}(∂/∂wi) ∈
N(z, f(z))andπ(z,f(z))(nz) = π(z,f(z))

(
sz+∑m

i=1 sz{fi}(∂/∂wi)
) = sz. By Propo-

sition 1,π(z,f(z)) : N(z, f(z))→ HS
z is injective, so

nz = sz +
m∑
i=1

sz{fi} ∂
∂wi

as claimed.
It suffices to prove (10) at points on the graph of a particular suchf, since the

graphs of suchf foliateM locally. The dimension ofN(z,w) is ` − c for all
(z,w) in M. For all z∈U we haveN(z, f(z)) ⊂ CT(z,f(z))Mf, so the restriction
of N ⊕ N̄ toMf is a subbundle ofCTMf. For a shrunkenU, we may construct
the local basis forCTS nearz0 as in (23); we writeG = U. Then we may con-
struct the vector fieldsTi near(z0,w0) (see (24)) as at the beginning of the proof.
Since theTi are commutators of vector fields whose values onMf are tangent to
Mf, the values of theTi are also tangent toMf. In fact, any commutator of vector
fields in0(GM,N ) and0(GM,N̄ ) has values onMf that are tangent toMf.

We conclude that, to prove (10) for the vector fieldsFi indicated there, it suf-
fices to prove that ifz∈G then

〈∂p1(z, f(z)) ∧ ∂p2(z, f(z)) ∧ · · · ∧ ∂pc(z, f(z))
∧ ∂qk(z, f(z)),F 1

z ∧ F 2
z ∧ · · · ∧ F c+1

z 〉 = 0 (47)

for all F i
z ∈CT(z,f(z))Mf with i = 1,2, . . . , c+1. Now fix z∈G so that(z, f(z))

is in the graph off. There is a complex linear isomorphism

I : CT0(Rc × C`−c)→ CT(z,f(z))Mf

that mapsCT 1,0
0 ({0} × C`−c) onto CT 1,0

(z,f(z))M
f = N(z, f(z)) and also maps

CT 0,1
0 ({0} ×C`−c) ontoCT 0,1

(z,f(z))M
f = N̄(z, f(z)). (Suppose thatRc has coor-

dinatesxi, i = 1,2, . . . , c, and thatC`−c has coordinatesζi, i = 1,2, . . . , ` − c;
then simply letI(∂/∂ζi) = ni(z, f(z)), I(∂/∂ζ̄i) = n̄i(z, f(z)), andI(∂/∂xi) =
Ti(z, f(z)), whereni andTi are defined as in (19) and (24), respectively.) The
mapI induces an isomorphism on the cotangent spaces

I ∗ : CT ∗(z,f(z))M
f → CT ∗0 (R

c × C`−c).
Note that all ∂pi(z, f(z)) and ∂qi(z, f(z)) may be regarded as elements of
CT ∗(z,f(z))M

f by virtue of the restriction of those forms toCT(z,f(z))Mf. Let ψi
be the cotangent inCT ∗0 (Rc × C`−c) given byψi = I ∗(∂pi(z, f(z))) for all
i = 1 to c; more precisely, we have that if̃Fz ∈CT0(Rc × C`−c) then〈ψi, F̃z〉 =
〈I ∗(∂pi(z, f(z))), F̃z〉 = 〈∂pi(z, f(z)), I(F̃z)〉. Also write ξi = I ∗(∂qi(z, f(z)))
for all i = 1,2, . . . , d, so then〈ξi, F̃z〉 = 〈∂qi(z, f(z)), I(F̃z)〉. We know that if
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F̃z ∈CT 1,0
0 ({0} × C`−c) then 〈ψi, F̃z〉 = 〈∂pi(z, f(z)), I(F̃z)〉 = 0 for all i =

1 to c, sinceI(F̃z) is a (1,0)-tangent toMf at (z, f(z)). Similarly, 〈ξi, F̃z〉 = 0
for all i = 1 to d. We also have that〈ψi, F̃z〉 = 0 and〈ξi, F̃z〉 = 0 for all ψi, ξi
and for F̃z ∈ CT 0,1

0 ({0} × C`−c), since thenI(F̃z) is a (0,1)-tangent toMf at
(z, f(z)). By Lemma 2,ψ1∧ψ2∧ψ3∧ · · · ∧ψc ∧ ξk = 0 as a(c+1)-cotangent
in CT ∗0 (Rc × C`−c); hence, for allF̃ 1

z , F̃
2
z , . . . , F̃

c+1
z ∈CT0(Rc × C`−c),

〈ψ1∧ψ2 ∧ψ3 ∧ · · · ∧ψc ∧ ξk, F̃ 1
z ,∧F̃ 2

z ∧ · · · ∧ F̃ c+1
z 〉 = 0. (48)

Temporarily writingψc+1= ξk, we find from (48) that

0=
∑
σ

sgn(σ)
c+1∏
i=1

〈ψi, F̃ σ(i)
z 〉

=
∑
σ

sgn(σ)〈∂qk(z, f(z)), I(F̃ σ(c+1)
z )〉

c∏
i=1

〈∂pi(z, f(z)), I(F̃ σ(i)
z )〉, (49)

whereσ ranges over all permutations of{1,2,3, . . . , c+1} and sgn(σ) is the sign
of such a permutationσ. Then (49) implies that

〈∂p1(z, f(z)) ∧ ∂p2(z, f(z)) ∧ · · · ∧ ∂pc(z, f(z)) ∧ ∂qk(z, f(z)),
I(F̃ 1

z ) ∧ I(F̃ 2
z ) ∧ · · · ∧ I(F̃ c+1

z )〉 = 0 (50)

for all F̃ 1
z , F̃

2
z , . . . , F̃

c+1
z ∈CT0(Rc×C`−c). BecauseI is an isomorphism it follows

that, as thẽF i
z range overCT0(Rc×C`−c), I(F̃ i

z ) ranges overCT(z,f(z))Mf. Thus
we conclude from (50) that (47) holds for allF i

z ∈CT(z,f(z))Mf, i = 1,2, . . . , c+1.
As observed earlier, this implies (10). The proof that(III) implies (IV) is there-
fore now complete.

Now we must prove that if(I)–(IV) hold then the last statements of the the-
orem hold. While proving that(II) implies (III), we provedthat the graphs in
(III) arise as integral manifolds of ReT and that the(1,0)-tangent space to such
a graphf at (z, f(z)) isN(z, f(z)). Finally, suppose a CR mapg exists as stated
in the theorem, and letMg denote its graph. Then the complexified tangent space
CT(z,g(z))Mg to the graph ofg containsN(z, g(z)) (as assumed); hence it contains
N(z, g(z)) ⊕ N̄(z, g(z)) (since the graph ofg is a real manifold,CTMg is self-
conjugate) and so it containsT (z, g(z)) (sinceCTMg is involutive,CTMg

(z,g(z))

must containTi(z, g(z)) for i = 1 to c, whereTi is defined in (24)). In fact, for
all z in the domain ofg, CT(z,g(z))Mg equalsT (z, g(z)) because each has com-
plex dimension 2̀− c. Thus the graph ofg is an integral manifold for ReT and
so, by the Frobenius theorem, it must be one of the graphs from(III).

5. Global Results

The next theorem is a statement about the existence of CR maps whose graphs lie
in M and whose domains are all ofS.
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Theorem 2. Suppose thatS andM satisfy(4) and (5) (respectively) and thatS
is connected, simply connected, and of finite typeτ at every point. Suppose also
thatMK ≡ {(z,w) ∈M : z ∈K} is compact for every compactK ⊂ S. Suppose
that any of properties(I)–(IV) of Theorem 1 hold. Then for every(z0,w0) ∈M
there exists a unique CR mapf : S → Cm whose graph is an integral manifold
of ReT and which passes through(z0,w0). Let φi1,i2,...,id (z,w) be the function
defined in(III) of Theorem 1. If there exist CR functionshi1,i2,...,id (z) defined for
z∈ S such that

Q(z) ≡
∑

1≤i1<i2<···<id≤m
hi1,i2,...,id (z)φi1,i2,...,id (z, f(z)) 6= 0 (51)

for all z∈ S, then

z 7→ C(z)φi1,i2,...,id (z, f(z)) is a CR function onS for integersij, (52)

whereC(z) = 1/Q(z) and 1 ≤ i1 < i2 < · · · < id ≤ m. If d = m then such
hi1,i2,...,id will exist.

Note. Theorems 3 and 4 give natural circumstances where functionshi1,i2,...,id
exist such that property (51) holds.

Proof of Theorem 2.By Theorem 1, properties (I),(II), (III), and (IV) are all
equivalent. Hence there exists an involutive subbundle ReT of the real tangent
bundle toM whose integral manifolds are locally graphs of CR maps on open
subsets ofS. Pick(z0,w0)∈M and letL be the maximal connected integral man-
ifold of ReT that passes through(z0,w0). (For existence of such a manifold, see
[War, Thm. 1.64].) We claim thatL is the graph of a CR mapf : S → Cm. (Note
thatL is the union of submanifolds that are graphs over open subsets ofS; the
topology we use forL is that generated by the topologies of these graphs taken
together.) First we claim that the projection mappingP from L to S is a cover-
ing map (we use the definition from [M, p. 118]). We show that it is surjective and
toward this end we show thatP(L) is open inS. Fix z ∈ S in P(L); then there
exist (z,w) ∈ L and an integral manifold of ReT passing through(z,w) that is
the graph of a CR function in a neighborhoodU of z. This graph is contained inL
because the maximal integral manifoldL of ReT contains any integral manifold
of ReT passing through a point ofL (see [War, Thm. 1.64]). ThusP(L) contains
U. This shows that the projection ofL to S is open inS. If P(L) is not all ofS
then, sinceS is connected andP(L) is open, there exists aC 0 pathγ : [0,1]→ S

such thatγ ([0,1)) ⊂ P(L) andγ (0) = z0 but γ (1) /∈ P(L). We claim that there
exists a continuousγ ′ : [0,1]→ L such thatγ ′(0) = (z0,w0) andP B γ ′ = γ.

Before proving this, suppose that we have two continuous pathsγ ′, γ ′′ such
thatγ ′ : [0, ε ′ ] → L, γ ′′ : [0, ε ′′ ] → L, γ ′(0) = γ ′′(0) = (z0,w0), ε ′ ≤ ε ′′, and
P B γ ′ = P B γ ′′ = γ on [0, ε ′ ]. Then, in fact,γ ′ = γ ′′ on [0, ε ′ ]. To see this,
note thatγ ′(0) = γ ′′(0), so the domain of coincidence ofγ ′, γ ′′ is nonempty. The
set whereγ ′ = γ ′′ is closed in [0, ε ′ ] becauseγ ′ andγ ′′ are continuous. It is also
open: if t1 is a point whereγ ′(t1) = γ ′′(t1) then, in a neighborhood of that point
in L, it follows thatL is a graph over an open neighborhood ofP(γ ′(t1)) in S and
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soP maps a neighborhood ofγ ′(t1) in L homeomorphically to a neighborhood of
P(γ ′(t1)) in S. For t neart1, bothγ ′(t) andγ ′′(t) lie in that neighborhood inL of
γ ′(t1) and soγ ′(t) = γ ′′(t) for t neart1. Thus the set whereγ ′ = γ ′′ in [0, ε ′ ] is
open, closed, and nonempty; hence it equals [0, ε ′ ], as desired.

Now let γ ′(0) = (z0,w0). Nearγ ′(0) in L, L is a graph over a neighborhood
of γ (0); hence, for someε > 0 we may define a continuousγ ′ : [0, ε] → L such
thatP B γ ′ = γ on [0, ε]. Let t0 be the supremum of allt ∈ [0,1] such that we
may define a continuousγ ′ : [0, t ] → L such thatγ ′(0) = (z0,w0) andP B γ ′ =
γ. Any two such paths coincide on their common domains by the previous para-
graph. Then there exists a continuousγ ′ : [0, t0)→ L such thatP B γ ′ = γ. Let
K = γ ([0, t0]) and let(z,w) be a limit point inMK of the open pathγ ′([0, t0))
of the form limn→∞ γ ′(tn), wheretn ↑ t0. (Recall thatMK is compact.) By The-
orem 1, there exists a neighborhoodUM of (z,w) in M that is foliated by graphs
of CR functions on an open subsetU of S, where the graphs are integral mani-
folds of ReT . For t neart0, γ (t) lies inU and, for largen, γ ′(tn) lies inUM on
one of the foliating graphsf n : U → Cm. Since the image ofγ ′ is connected and
sinceγ (t) lies inU for t neart0, it follows thatγ ′(t) lies only on the graph of a
particular CR mappingf : U → Cm for t neart0. The graph off is an integral
manifold of ReT for some points inL (the points on the pathγ ′(t) for t neart0).
SinceL is maximal,L contains the graph off. Furthermore, we may use this fact
to extendγ ′ to a neighborhood oft0 in [0,1]. If t0 < 1, this contradicts the maxi-
mality of t0, so t0 = 1 and we have the pathγ ′ as desired. However, this implies
thatP(L) containsγ (1)—a contradiction—so the assumption thatP(L) is not all
of S is false: we thus haveP(L) = S.

We recall again from Theorem 1 that, given any(z,w)∈M, there exist an open
neighborhoodU of z in S and an open neighborhood ofUM of (z,w) in M such
thatUM is the disjoint union of graphs of CR mapsf : U → Cm, where the
graphs are all integral manifolds of ReT . Fixing z = z ′, we find such open sets
Uw,U

M
w for everyw ∈ Cm such that(z ′,w) ∈M. SinceMz ′ is compact, finitely

many of theUM
w coverM ∩ {(z,w) ∈M : z = z ′ }. Take the (finite) intersection

of all associatedUw and letU be the path component of it that containsz ′. Then
U is open (as a path component of the finite intersection of open sets) and, given
any point of the form(z ′,w) ∈ M, there exists a CR mapf : U → Cm whose
graph contains(z ′,w) and which is an integral manifold for ReT . (That is, given
fixed z ′ ∈ S, there exists a fixedU for all w ∈ Mz ′ such that such anf exists.)
Thus, givenz ′ ∈ S, we have found a path-connected neighborhoodU of z ′ in S
such thatP−1(U) is the union of disjoint CR graphs overU, each of which is a
path-connected open subset ofL and each of which projects ontoU throughP.
This proves thatP : L→ S is a covering map.

Next we claim thatP : L → S is injective; this will show thatL is a graph.
Suppose it is not injective; then there existz0 ∈ S, (z0,w0) ∈ L, and(z0,w1) ∈
L with w0 6= w1. SinceL is a connected manifold, it is path connected, so there
exists a path inL from (z0,w0) to (z0,w1) that projects to a path inS from z0 to
z0. By the path lifting lemma (see [M, Lemma 3.3]), sinceS is simply connected
and sinceL is a covering space ofS, we have(z0,w0) = (z0,w1) as desired.
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ThusP : L→ S is injective (as desired) andL is the graph of a mappingf : S →
Cm. Thenf is CR becauseL is the union of graphs of CR mappings defined on
open subsets ofS. If another mappingf̃ : S → Cm exists with the properties that
f has in Theorem 2, then its graph is an integral manifold of ReT that passes
through(z0,w0). Since the graph off isL (i.e., the maximal connected integral
manifold of ReT that passes through(z0,w0)), it follows that the graph off̃ is
contained in the graph off and sof = f̃ , as desired.

We need to show thatz 7→ C(z)φj1,j2,...,jd (z, f(z)) is CR; if s̄z ∈ H̄S
z then, for

all integersj1, j2, . . . , jm such that 1≤ j1 < j2 < · · · < jd ≤ m, we have

s̄zC(·)φj1,j2,...,jd (·, f(·))
= C(z)2

( ∑
1≤i1<i2<···<id≤m

hi1,i2,...,id (z)φi1,i2,...,id (z, f(z))

× s̄z{φj1,j2,...,jd (·, f(·))} − φj1,j2,...,jd (z, f(z))

×
∑

1≤i1<i2<···<id≤m
hi1,i2,...,id (z)s̄z{φi1,i2,...,id (·, f(·))}

)
= C(z)2

∑
1≤i1<i2<···<id≤m

hi1,i2,...,id (z)

× (s̄z{φj1,j2,...,jd (·, f(·))}φi1,i2,...,id (z, f(z))
− s̄z{φi1,i2,...,id (·, f(·))}φj1,j2,...,jd (z, f(z))

)
= 0

from Lemma 4. (Note that̄sz{hi1,i2,...,id } = 0 for all z ∈ S, sincehi1,i2,...,id
is CR.) This being true for all̄sz ∈ H̄S

z and all z ∈ S, we find thatz 7→
C(z)φj1,j2,...,jd (z, f(z)) is CR as desired.

If d = m then the note before the proof of Theorem 1 applies: there is only
oneφi1,i2,...,id = φ1,2,3,...,m and we may simply letC(z) = 1/φ1,2,3,...,m(z, f(z)),

which is never zero forz∈ S.
If the conditions of Theorem 2 hold, then:

(53) F is the set of CR mappingsf whose graphs lie inM and are maximal
integral manifolds of ReT .

Corollary 1. Suppose thatS andM satisfy(4) and (5) (respectively) and that
S is connected, simply connected, and of finite typeτ at every point. Suppose also
thatMK ≡ {(z,w) ∈M : z ∈K} is compact for every compactK ⊂ S. Suppose
that any of properties(I)–(IV) of Theorem 1 hold and that, in addition,S is the
boundary of a bounded domainD in C`, ` ≥ 2. ThenM is the disjoint union of
graphs of CR maps(inF ), all of which extend to be continuous onD̄ and analytic
onD; these extensions are solutions to(RH).

Proof. The CR maps that arise from Theorem 2 areC∞ on S; they extend to be
analytic onD by the global CR extension theorem. (This is the theorem commonly
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known as Bochner’s extension theorem; we choose not to use this attribution be-
cause of the conclusions stated in [Ra].)

Corollary 1 provides circumstances where the Riemann–Hilbert problem (RH) for
M is solvable. Iff ∈F then we letf̂ = (f̂1, f̂2, . . . , f̂m) denote the analytic ex-
tension off toD (if the extension exists).

Theorem 3. Suppose thatS andM satisfy(4) and (5) (respectively) and thatS
is connected, simply connected, and of finite typeτ at every point. Suppose also
thatMK is compact for every compactK in S and that, for allz ∈ S, Mz is a
convex hypersurface that encloses the origin inCm. Finally, suppose that any of
properties(I)–(IV) of Theorem 1 hold. ThenM is the disjoint union of CR maps
f : S → Cm such that there exists a nonzero complex-valued functionC(z) de-
fined forz∈ S for which

z 7→ C(z)
∂q1

∂wi
(z, f(z)) (54)

is a CR function onS for i = 1,2,3, . . . , m.

Proof. From Theorem 2 we may conclude that, for any point inM, there exists a
CR mappingf : S → Cm whose graph is contained inM and passes through that
point. As (54) is nothing more than condition (52) in the cased = 1,we need only
show the existence ofhi (i = 1,2, . . . , m) such that (51) holds in the cased = 1.
That is, we must show that

m∑
i=1

hi(z)
∂q1

∂wi
(z, f(z)) 6= 0 (55)

for all z∈ S, whereh = (h1, h2, . . . , hm). If f = (f1, f2, . . . , fm) then it will suf-
fice to lethi = fi for i = 1 tom. The reason for this is that, by convexity of the
surfacesMz for all z∈ S, the complex tangent plane toMz in Cm atf(z) does not
pass into the region enclosed byMz and so does not pass through the origin ofCm.
This complex tangent plane has the form{

v = (v1,v2,v3, . . . ,vm)∈Cm :
m∑
i=1

∂q1

∂wi
(z, f(z))vi = ζz

}
for some complex constantζz. We cannot haveζz = 0 because the plane does
not pass through the origin. Thus

∑m
i=1(∂q1/∂wi)(z, f(z))fi(z) = ζz 6= 0 for all

z∈ S, sincef(z) belongs to the tangent plane toMz atf(z). Thus (55) holds and
Theorem 3 holds.

Note. Since all that is required in Corollary 2 is that thecomplextangent planes
to Mz not pass into the interior of the region enclosed byMz, the theorem need
only require thatMz enclose a region that islineally convexor hypoconvex.(See
[K], [Wh], or [Hö, p. 290].)

Corollary 2. SupposeS andM satisfy all the conditions of Theorem 3 and
that, in addition,S is the boundary of a bounded domainD in C`, ` ≥ 2. Then
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the CR maps inF that arise from Theorem 3 all extend to be continuous onD̄ and
analytic onD; these extensions are solutions to(RH).

Proof. This is again an application of the global CR extension theorem.

6. Further Global Results. Extremal Properties

If Y is any compact subset ofCn then thepolynomial hullof Y is the set

Ŷ =
{
z∈Cn ∣∣ |P(z)| ≤ sup

w∈Y
|P(w)| for all polynomialsP on Cn

}
.

We say thatY ispolynomially convexif Ŷ = Y. Theorem 4 shows that, under some
circumstances, the properties thatf possesses in(III) of Theorem1guarantee that
f possesses an extremal property.

Theorem 4. Suppose thatS andM satisfy(4) and (5) and thatS is a hypersur-
face bounding a bounded strictly pseudoconvex open setD such thatD̄ is poly-
nomially convex. Moreover, letS be connected and simply connected. Suppose
that, in(5), the defining functionqd(z,w) satisfies the property that, for allz∈ S,
qd(z,w) is strictly convex as a function ofw in a neighborhood ofMz. Suppose
that, for i = 1,2,3, . . . , d − 1, the defining functionqi has the form

qi(z,w) = Re

( m∑
j=1

αij (z)wj

)
for some matrix(αij )

m
i,j=1 of functions analytic in a neighborhood ofD̄, where the

determinant of(αij ) is never zero on̄D. LetM̃ = {(z,w)∈ D̄ × Cm : qi(z,w) =
0, i = 1,2, . . . , d − 1} and M̃z = {w : (z,w)∈ M̃}. Assume thatM is compact
and that, for allz∈ S, the origin ofCm is in the bounded(convex) component of
M̃z \Mz. Suppose that any of the properties(I)–(IV) of Theorem 1 hold. Then
the setF is well-defined and, for allf ∈F, the graph off̂ in D̄ ×Cm lies in the
boundary ofM̂ as a subset of̃M. In particular, givenf ∈F and somez0 ∈D, we
havek = f̂ as the only continuous mappingk : D̄ → Cm such thatk is analytic
in D, k(z0) = f̂ (z0), andk(z) belongs to the convex hull ofMz for all z∈ S.
Note. By Proposition 1(iii), in order to verify that (I) of Theorem 1 holds we
need only check that (9) holds.

Proof of Theorem 4.SinceD is strictly pseudoconvex,S is of type 2. Hence the
conditions of Theorem 2 and Corollary 1 are satisfied, soF exists. By an analytic
change of variable that is linear inw, we may assume without loss of generality
thatqi(z,w) = 2 Rewi for i = 1,2,3, . . . , d − 1. Fix f ∈F. Then Refi(z) = 0
for i = 1,2, . . . , d − 1 and forz ∈ S = ∂D, so Refi(z) = 0 for z ∈ D̄ and the
graph off̂ overD̄ is contained inM̃. Then, lettingφ denote thed-form defined
in Theorem 1, we have
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φ(z,w) =
m∑
j=d

∂qd

∂wj
(z,w)dw1∧ dw2 ∧ dw3 ∧ · · · ∧ dwd−1∧ dwj,

whereφ1,2,3,...,d−1,j(z,w) = (∂qd/∂wj )(z,w) for j = d to m. Furthermore,∑m
j=d(∂qd/∂wj )(z, f(z))fj(z) is nonzero for allz ∈ S becauseMz is a con-

vex hypersurface in{w ∈ Cm : Rewi = 0, i = 1,2,3, . . . , d − 1} such that
Mz encloses the origin. (The reasoning is similar to that used in Theorem 3.)
This means that (51) holds, whereh1,2,3,...,d−1,j = fj for j = d tom, soC(z) =
1/
∑m

j=d fj(z)(∂qd/∂wj )(z, f(z)). Therefore, conclusion (52) of Theorem 2
holds. Letgj(z) = C(z)(∂qd/∂wj )(z, f(z)) for z∈ S and forj = d, d+1, . . . , m.
Forj = 1tod−1, letgj be the zero function on̄D. Then, by (52),gj is CR onS. Let
g : S → Cm be given byg = (g1, g2, . . . , gm) = (0,0, . . . ,0, gd, gd+1, . . . , gm).

Then, by the global CR extension theorem,g extends continuously tōD and analyt-
ically toD to produce a mappinĝg = (ĝ1, ĝ2, . . . , ĝm). Since

∑m
i=1fi(z)gi(z) = 1

for all z∈ S and sincef andg both extend analytically toD, neitherf̂ nor ĝ can
be zero anywhere on̄D. LetBm(R) be the open ball of radiusR about the origin
in Cm. SinceD̄ is polynomially convex, so is̄D×Bm(R) for anyR > 0. Choose
R > 0 so large thatM̂ ⊂ D̄ × Bm(R). Sinceĝ is never zero on̄D, the set

W(z, t) ≡
{
w ∈Cm :

m∑
i=1

ĝi(z)wi = t
}

is a complex hyperplane inCm for anyz∈ D̄ andt > 0. For anyz∈ D̄ andt > 1,
this hyperplane comes no closer thant/K to the origin, whereK is the maximum
modulus ofĝ on D̄. Fix t0 so large thatt0/K is greater thanR, and let

W(t) ≡
{
(z,w)∈ D̄ × Cm :

m∑
i=1

ĝi(z)wi = t
}
.

Then, if t = t0, W(t0) does not meetM̂. Let t1 be the infimum of allt such that
W(t) does not meetM̂, and suppose thatt1 > 1. Then the functionFt(z,w) =
1/
(−t + (∑m

i=1 ĝi(z)wi
))

is defined in a neighborhood of̂M in D̄ ×Cm for t1 <
t ≤ t0. SinceD is strictly pseudoconvex,̂gi is uniformly approximable by func-
tions analytic in a neighborhood of̄D. (This theorem comes from [Li; He].) Since
D̄ is polynomially convex, the Oka–Weil theorem in turn guarantees thatĝi is
uniformly approximable by polynomials on̄D for i = 1,2, . . . , m, soFt is the
uniform limit onM̂ of functions analytic in a neighborhood of̂M in C` ×Cm for
t1 < t ≤ t0. Again by the Oka–Weil theorem, fort1 < t ≤ t0 we have thatFt is
uniformly approximable by polynomials on̂M, so the supremum ofFt on M̂ is
less than or equal to the supremum ofFt onM (by the definition of polynomial
hull). For the samet, we can see thatFt is uniformly bounded onM: for every
z ∈ S, Mz is a strictly convex hypersurface iñMz ≡ {w ∈ Cm : (z,w) ∈ M̃} and
W(z,1)∩ M̃z is tangent toMz in M̃z atf(z). Thus, for allt > 1, W(z, t) is a dila-
tion ofW(z,1) away from the origin ofCm (which is contained in the convex hull
ofMz), soW(z, t) is disjoint fromMz. For t > t1 > 1, the distance fromW(z, t)
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toMz is then bounded below inz∈ ∂D, soFt is uniformly bounded onM for t >
t1 > 1. We conclude, from the observation that theFt are uniformly approximable
by polynomials onM̂ for t1 < t < t0, that theFt are uniformly bounded on̂M
for t1 < t ≤ t0. This is impossible because, fort neart1, the singularity setW(t)
of Ft approacheŝM by definition oft1. Thus we must havet1= 1 and thatW(t) is
external toM̂ for t > 1. Note that the graph ofz 7→ tf̂ (z) lies in M̃ and also lies
in W(t), since

∑m
i=1 ĝi(z)f̂i(z) = 1 for all z ∈ D̄. Thus the graph oftf̂ lies exter-

nal toM̂ but insideM̃. This being true for allt > 1, we find that the graph of̂f is
in the boundary ofM̂ as a subset of̃M, since every point(z, f̂ (z)) on the graph
of f̂ over D̄ is the limit point of a set of points{(z, tf̂ (z)) : t > 1} in M̃ that is
external toM̂.

Finally, supposek exists as indicated in the theorem. Then the functionz 7→∑m
i=1 ĝi(z)ki(z)− t is nonzero fort > 1 andz ∈ ∂D because, as we have shown,

W(z, t) is disjoint fromMz (and so disjoint also from the convex hull ofMz) for
all z ∈ ∂D and t > 1. Thusz 7→ ∑m

i=1 ĝi(z)ki(z) − t is nonzero forz ∈ D as
well. If we take a limit ast → 1+, we find from Hurwitz’s theorem thatz 7→∑m

i=1 ĝi(z)ki(z)−1 is either identically zero onD or nonzero forz∈D. The lat-
ter cannot be the case because

∑m
i=1 ĝi(z

0)ki(z
0)−1=∑m

i=1 ĝi(z
0)f̂i(z

0)−1=
0. SinceW(z,1) ∩ M̃z is a tangent plane toMz in M̃z at f(z) for all z ∈ ∂D,
the only pointw on bothW(z,1) and the convex hull ofMz is f(z). But since∑m

i=1 ĝi(z)ki(z)− 1= 0 for all z ∈ ∂D, it follows thatk(z) is inW(z,1); it is in
the convex hull ofMz by assumption. Thusk(z) = f̂ (z) for all z∈ ∂D and hence
for all z∈ D̄, as desired.

WhenM has fibersMz that are real hypersurfaces inCm (i.e.,d = 1), the follow-
ing re-statement of Theorem 4 is of interest.

Corollary 3. Suppose thatS andM satisfy(4) and (5) and thatS is a hyper-
surface bounding a bounded strictly pseudoconvex open setD such thatD̄ is poly-
nomially convex. LetS be connected and simply connected. Suppose thatM is
compact and that, for everyz ∈ S, Mz is a hypersurface enclosing a strictly con-
vex open set inCm such that the origin ofCm lies in that open set. Suppose that
any of the properties(I)–(IV) of Theorem 1 hold. Then the setF is well-defined
and, for allf ∈F, the graph off̂ in D̄×Cm lies in the boundary of̂M. In partic-
ular, givenf ∈F and somez0 ∈D, we havek = f̂ as the only mappingk : D̄→
Cm such thatk is analytic inD, k(z0) = f̂ (z0), andk(z) belongs to the convex
hull ofMz for all z∈ S.
Proof. This is simply the cased = 1 of Theorem 4.

In Corollary 4, we consider the case where the functionsαij are defined only for
i = 1 tod −1.

Corollary 4. Suppose thatS andM satisfy(4) and (5) and thatS is a hyper-
surface bounding a strictly pseudoconvex bounded open setD such thatD̄ is poly-
nomially convex. LetS be connected and simply connected. Suppose that, in(5),
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the defining functionqd(z,w) satisfies the property that, for allz∈ S, qd(z,w) is
strictly convex as a function ofw in a neighborhood ofMz. Suppose further that,
for i = 1,2,3, . . . , d − 1, the defining functionqi has the form

qi(z,w) = Re

( m∑
j=1

αij (z)wj

)
for some matrix(αij )

m
j=1

d−1
i=1 of functions analytic in a neighborhood ofD̄. Let M̃

be as before, and assume thatM is compact and that the origin ofCm is in the
bounded(convex) component ofM̃z \Mz for all z ∈ S. Suppose that any of the
properties(I)–(IV) of Theorem 1 hold, thatm ≥ 2`, and thatd − 1 ≤ `. Then
the setF is well-defined and, for allf ∈F, the graph off̂ in D̄ ×Cm lies in the
boundary ofM̂ as a subset of̃M. In particular, givenf ∈F and somez0 ∈D, we
havek = f̂ as the only continuous mappingk : D̄ → Cm such thatk is analytic
in D, k(z0) = f̂ (z0), andk(z) belongs to the convex hull ofMz for all z∈ S.
Proof. The assumptions are different from Theorem 4 in that the matrix(αij ) is
defined only fori = 1 tod − 1 and we required − 1≤ ` andm ≥ 2`. Since (by
(5)) the∂wqi are pointwise linearly independent onM (i = 1 tod−1), the matrix
(αij (z)) has maximal rank for allz ∈ S and so for allz ∈ D̄. By [SW, Thm. 2.2],
the matrix(αij ) can be extended to be defined fori = 1 tom as in Theorem 4, so
that the determinant of(αij ) is nonzero onD̄. Corollary 4 then follows immedi-
ately from Theorem 4.

7. Examples

We now present some examples. LetBn be the open unit ball inCn.

Example 1. Let g = (g1, g2, . . . , gm) andk = (k1, k2, . . . , km) beCm-valued
mappings analytic in a neighborhood of the closed unit ballB̄` inC`. Suppose that,
for eachi = 1,2, . . . , m, gi is never zero on̄B`. In (4), let us suppose thatS is the
unit sphere inC`, soc = 1 andp1(z) = ‖z‖2` − 1, where‖·‖n denotes Euclidean
length inCn, n ≥ 1. In (5), letd = 1 andq1(z,w) =∑m

i=1|gi(z)wi − ki(z)|2−1,
soM = {(z,w) ∈ S × Cm :

∑m
i=1|gi(z)wi − ki(z)|2 − 1= 0}. We claim that the

mappings determined by Corollary 1 are all mappings of the form

B̄`→ Cm,

z 7→ f(z) ≡
(
k1(z)+ a1

g1(z)
,
k2(z)+ a2

g2(z)
, . . . ,

km(z)+ am
gm(z)

)
,

wherea = (a1, a2, . . . , am) ∈ Cm is a constant of modulus 1. The graphs of
these maps inS × Cm clearly foliateM. Furthermore,(∂q1/∂wi)(z,w) =
gi(z)(gi(z)wi − ki(z)) for i = 1,2, . . . , m, so(∂q1/∂wi)(z, f(z)) = āigi(z) for
all suchi. Sinceāi is constant, it is CR onS and, if we letC(z) ≡ 1, then(III) of
Theorem 1 is satisfied.

Now suppose that̀ = m, gi = 1, andhi = 0 for i = 1,2, . . . , m. Let T =
(T1,T2, . . . ,T`) be an automorphism of̄B`. Then the graph ofT over ∂B` in
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∂B̄` × B̄` lies inM. However, such a graph is not in the boundary of the polyno-
mial hull ofM (which isB̄` × B̄`) and hence, by Corollary 3, these graphs do not
arise from elements ofF. Also, (∂q1/∂wi)(z,T (z)) = Ti(z). Given anyz0 ∈ ∂B`,
there is no nonzeroC(z) defined on∂B` such that, for alli, C(z)Ti(z) is CR in
z nearz0; if there were, then

∑m
i=1C(z)Ti(z)Ti(z) =

∑m
i=1C(z)|Ti(z)|2 = C(z)

would be CR nearz0. Thus, for alli, Ti(z)would be CR inz nearz0,which is im-
possible since this would imply that the derivative ofT on the sphere is degenerate
nearz0.

Example 2. Let g = (g1, g2) be aC2-valued analytic mapping defined in a
neighborhood of̄B`. We suppose thatS = ∂B` with p1(z) = ‖z‖2` −1. As forM,
we letd = 2 in (5), so thatM is defined inS × C2 by two real-valued functions
q1, q2 defined as follows. Leth = (h1, h2) be aC2-valued mapping analytic in a
neighborhood ofB̄` that is never zero on̄B`. For (z,w)∈ S × C2, let q1(z,w) =
‖w− g(z)‖22−‖h(z)‖22 andq2(z,w) = 2 Re

(∑2
i=1 hi(z)(wi − gi(z))

)
. Consider

the class of functions

S → Cm,

z 7→ g(z)+ eiθ(−h2(z), h1(z)),

whereθ ranges over the real numbers. Then we claim that the graphs of these
functions foliateM and in fact satisfy(III) of Theorem 1. We letθ be an arbitrary
real number and letf(z) = g(z)+ eiθ(−h2(z), h1(z)). Then we calculate

q1(z, f(z)) = ‖g(z)+ eiθ(−h2(z), h1(z))− g(z)‖22 − ‖h(z)‖22
= ‖(−h2(z), h1(z))‖22 − ‖h(z)‖22 = 0

for all z∈ S and

q2(z, f(z)) = 2 Re

( 2∑
i=1

hi(z)(fi(z)− gi(z))
)

= 2 Re[(e iθ )(−h1(z)h2(z)+ h2(z)h1(z))] = 0,

as desired. Furthermore, we also calculate∂wq1(z,w) = (w̄1 − ḡ1(z))dw1 +
(w̄2 − ḡ2(z))dw2 and∂wq2(z,w) = h1(z)dw1+ h2(z)dw2. Then

∂wq1(z, f(z)) ∧ ∂wq2(z, f(z))

= (h2(z)(f1(z)− g1(z))− h1(z)(f2(z)− g2(z))
)
dw1∧ dw2

= −e−iθ(|h1(z)|2 + |h2(z)|2)dw1∧ dw2

= −e−iθ‖h(z)‖22dw1∧ dw2.

LettingC(z) ≡ 1/‖h(z)‖22 in (III) of Theorem 1, we find that the properties of
(III) are satisfied forf andC. (The key fact is thath is never zero on the closed
ball.)

These examples lack certain features that more general examples would possess. In
each case, there are affine mapsA : Mz1 → Mz2 such thatA(f(z1)) = A(f(z2)),
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wheref is any one of the CR mappings whose graph is contained inM. We do not
expect this kind of structure in general; indeed, we could perturbM near a point
but not elsewhere. We would then lose CR graphs inM near that point but would
still have other CR graphs inM because our graphs arose principally from local
properties ofM.

8. Notation Used Frequently

Where Where Where
Notation defined Notation defined Notation defined

c (4) HS,HS
z (4) pi (4)

C(z) Thm. 1(III) ` (4) qi (5)
d (5) LM §1, (3) sz, s(z) near (32)
D Cor. 1 m (5) si (11)
∂wP (1) M,Mz (5) S (4)
φ,φi Thm. 1 MK Cor. 1 ti (23)
f (31) M̃ Thm. 4 Ti (24)
F (53) Mf (31) τ Thm. 1

G,GM near (11), (12) N,N̄,N(z,w) (8) T Thm. 1 (proof )
0(A,B) (2) ni (19) U Thm. 1(III)

HM,HM
(z,w) (5) π, π(z,w) (6) V,V̄,V(z,w) (7)
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