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1. Introduction

A natural problem in several complex variables is that of classifying the deforma-
tions of an isolated singularity in a complex analytic variety. The problem is solved
by constructing a “versal family” of deformations of the singularity, which is,
roughly speaking, a minimal family of deformations that includes biholomorphic
representatives of all other deformations. (See Section 8 for a precise definition.)

Versal families for isolated singularities were first constructed from an algebraic
point of view in the late 1960s and early 1970s by Tjurina, Grauert, and Donin
[Tj; Gr; D]. Shortly thereafter, Kuranishi [K] outlined a program for relating de-
formations of an isolated singularity to deformations of the CR structure on a real
hypersurface obtained by intersecting the variety with a small sphere surrounding
the singular point (the “link” of the singularity). His idea was to construct a versal
family of deformations of the CR structure on the link (versal modulo “wiggles”
of the link within the ambient complex space, not just modulo changes in the CR
structure). Kuranishi’s construction was extended and simplified by subsequent
work of the first author and others [A3; A4; A5; M1; M2; BM].

A fundamental limitation of all of these results has been a dimensional restric-
tion: Because the deformation complex that was introduced in [A3; A4; A5] failed
to be subelliptic in low dimensions, these results applied only to CR manifolds
of dimension 7 or more (and therefore to singularities of varieties whose complex
dimension is at least 4).

The purpose of this paper is to extend the Kuranishi construction of versal fam-
ilies of CR structures to the case of 5-dimensional CR manifolds. The new idea
here is a subelliptic estimate and consequent Hodge theory for a certain subcom-
plex of the standard deformation complex inspired by recent work of M. Rumin
on contact manifolds.

Miyajima [M3], following an idea introduced in [Be], has introduced an al-
ternative approach to constructing versal families in all dimensions that is based
on analyzing deformations not only of the CR structure but also of the CR struc-
ture together with its embedding intoCN. The present approach is of independent
interest, however, because it represents a completion of the original Kuranishi
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program of constructing an intrinsically defined versal family of deformations of
the CR structure itself. There appears to be little hope for extending this intrinsic
approach to the case of 3-dimensional CR manifolds, because the relevant coho-
mology groups in that case are infinite-dimensional.

Let (M, 0T ′′) be a compact strictly pseudoconvex CR manifold of real dimen-
sion 5. Deformations of the CR structure ofM can be represented asT ′-valued
(0,1)-forms, whereT ′ = (C ⊗ TM)/0T ′′ (which we identify, in a non-CR-
invariant way, with a 3-dimensional complex subbundle ofC ⊗ TM transverse
to the antiholomorphic tangent bundle0T ′′; see Section 2 for precise definitions).
The space of such forms fits into a complex(0(M, T ′⊗3j(0T ′′)∗, ∂̄(j)T ′ ), thestan-
dard deformation complex[A3; BM]. In earlier work on higher-dimensional CR
deformation theory, the first author defined a subcomplex(0(M,Ej ), ∂̄j ) of the
standard deformation complex corresponding to deformations of the CR structure
that leave the contact structure fixed. When dimM = 2n− 1≥ 7, there is a sub-
elliptic estimate on0(M,E2) that leads to the construction of a versal family [A3;
A4]. But if dimM = 5, there is no such estimate.

In this paper, inspired by the differential-form complex introduced by Rumin
[R] for studying de Rham theory on contact manifolds, we extend theEi complex
by defining a new second-order operatorD:

0−→ 0(M,F )
D−→ 0(M,E1)

∂̄1−→ 0(M,E2),

whereF is a1-dimensional subbundle ofC⊗TM transverse to0T ′′ ⊕0T ′′. This is
closely related to Rumin’s complex, as explained in Section 4. A similar complex
has also been used in [BM].

Once we have proved an a priori estimate on0(M,E1), it follows that there
is a Kodaira–Hodge decomposition theorem on0(M,E1). Using techniques sim-
ilar to those in [A3; A4], this leads to a construction of the versal family in the
5-dimensional case. We remark that, since this paper was accepted for publication,
the second author (following a suggestion of Rumin) has proved a subellipticity
result [G] that can be used to extend the results of this paper to all dimensions≥ 5,
thus giving an alternative approach to the results of [A3; A4].

2. Background and Notation

Let (M, 0T ′′) be a CR manifold. By this we mean thatM is a smooth manifold
of dimension 2n−1 and0T ′′ is a complex subbundle of the complexified tangent
bundleC⊗ TM satisfying

0T ′′ ∩ 0T ′′ = 0, dimC
0T ′′ = n−1,

[X,Y ] ∈0(M, 0T ′′) for all X,Y ∈0(M, 0T ′′),

where by0(M,E) we mean the space ofC∞ sections of the bundleE. For con-
venience we will write0T ′ for 0T ′′ andH for the real bundle Re(0T ′′ ⊕ 0T ′).
We assume that there is a global nonvanishing real 1-formθ that annihilatesH,
that is, such thatθ(X) = θ(X̄) = 0 for allX ∈ 0(M, 0T ′′). SinceH is oriented
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by its complex structure, the existence of such a form is equivalent toM being
orientable.

We define theLevi formLθ by

Lθ(X,Ȳ ) = −iθ([X,Ȳ ]) for X,Y ∈ 0T ′. (2.1)

If this Levi form Lθ is positive definite or negative definite, then(M, 0T ′′) is
calledstrictly (or strongly) pseudoconvex.(After this section, we will always as-
sume that our CR structure is strictly pseudoconvex.) In this case, we call a choice
of nonvanishing 1-formθ annihilatingH a pseudohermitian structure.Let ξ be
the unique real vector field satisfyingθ(ξ) = 1 anddθ(ξ,X) = 0 for allX ∈H.
Notice that this implies, for every pointp ofM, thatξp /∈Hp. The Levi form gives
us a metric onH that extends to a Riemannian metric on all ofTM by declaring
thatξ is of unit length and orthogonal toH. We will call this metric theWebster
metric(see [W]).

LetF denote the complex line bundleCξ, and defineT ′ := 0T ′ +Cξ. It is easy
to check that the projectionC ⊗ TM → (C ⊗ TM)/0T ′′ restricts to an isomor-
phismT ′ ∼= (C ⊗ TM)/0T ′′. The latter quotient bundle (often denoted also by
T ′), though invariantly defined, is less convenient for computations, so through-
out this paper we considerT ′ as the subbundle ofC⊗ TM just defined.

We then obtain vector bundle decompositions

CTM = T ′ + 0T ′′ (2.2)

and

CTM = 0T ′ + 0T ′′ + F. (2.3)

Note that these decompositions depend on the choice ofθ (and thusξ), and hence
they are not CR-invariant. We will often take advantage of these decompositions
to project onto various components. For a vectorX, let us writeπF (X) for the
F -component ofX, π ′(X) for theT ′-component,0π ′(X) for the0T ′-component,
and0π ′′(X) for the 0T ′′-component, according to these decompositions. More-
over, since we will often be dealing with vector-valued forms, let us use the same
notation for the projection of, say,C ⊗ TM ⊗3j(0T ′′)∗ into component parts
F ⊗3j(0T ′′)∗, T ′ ⊗3j(0T ′′)∗, 0T ′ ⊗3j(0T ′′)∗, and0T ′′ ⊗3j(0T ′′)∗ via equa-
tions (2.2) and (2.3).

It is often useful to identifyC⊗3kM with C⊗3kH ∗⊕θ∧C⊗3k−1H ∗. Notice
that this identification depends on the choice ofθ. The CR structure defines a nat-
ural bigrading onC⊗3kH ∗, so we may make the further identification

C⊗3kM =
∑

p+q=k
3p,qH ∗ + θ ∧

∑
p+q=k−1

3p,qH ∗. (2.4)

This allows us to identify, for example,3q(0T ′′)∗ = 30,qH ∗ with honest forms
onM.

Finally, we note that we will use the Einstein summation convention whenever
possible. We will use Roman indices(j, k, for example) to indicate sums from 1
to 2n−1 and will use Greek indices(α, β, and so on) for sums from 1 ton−1.
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3. Review of CR Deformation Theory

In this section we survey previous work on the deformation theory of CR struc-
tures. This work was initiated by Kuranishi [K] as a CR analogue of his work on
complex manifolds. Most of the work reviewed here was done by the first author
[A1; A2; A3; A4].

Following [A2],we introduce a first-order differential operator∂̄T ′ :0(M,T ′)→
0(M, T ′ ⊗ (0T ′′)∗) by

∂̄T ′Y(X̄) = π ′[X̄,Y ] for Y ∈0(M, T ′) and X̄∈0(M, 0T ′′). (3.1)

(This definition reflects the fact thatT ′ has a natural structure as a CR vector bun-
dle; ifM is a real hypersurface in a complex manifoldU, thenT ′ is naturally iso-
morphic toT 1,0U |M.) As in the case of scalar-valued differential forms, this gen-
eralizes to the operators∂̄ (p) : 0(M, T ′ ⊗3p(0T ′′)∗)→ 0(M, T ′ ⊗3p+1(0T ′′)∗)
(p = 1,2, . . . ) given by

∂̄ (p)φ(X̄1, . . . , X̄p+1)

=
p+1∑
j=1

(−1)j+1π ′[X̄j, φ(X̄1, . . . ,
ˆ̄Xj, . . . , X̄p+1)]

+
∑
j<k

(−1)j+kφ([X̄j, X̄k], X̄1, . . . ,
ˆ̄Xj, . . . , ˆ̄Xk, . . . , X̄p+1) (3.2)

for φ ∈ 0(M, T ′ ⊗3p(0T ′′)∗) andX̄k ∈ 0(M, 0T ′′). We then have a differential
complex

0→ 0(M, T ′)
∂̄T ′−−→ 0(M, T ′ ⊗ (0T ′′)∗) ∂̄(1)−−→ 0(M, T ′ ⊗32(0T ′′)∗) ∂̄(2)−−→

· · · −→ 0(M, T ′ ⊗3p(0T ′′)∗) ∂̄(p)−−→ 0(M, T ′ ⊗3p+1(0T ′′)∗) −→ · · · (3.3)

with ∂̄ (p+1)∂̄ (p) = 0 (see [A2]). This complex is called thestandard deformation
complex.

A complex subbundleE ⊂ C ⊗ TM is analmost CR structure(and the pair
(M,E) is analmost CR manifold) if E ∩ Ē = 0 and dimC E = n − 1. An al-
most CR structureE is at finite distance from0T ′′ if 0π ′′|E : E→ 0T ′′ is a bundle
isomorphism. These almost CR structures are characterized by the fact that they
are graphs over0T ′′: there is a bijective correspondence between elementsφ ∈
0(M,Hom(0T ′′, T ′)) = 0(M, T ′ ⊗ (0T ′′)∗) and almost CR structures

φT ′′ := {X̄ + φ(X̄) : X̄∈ 0T ′′}
at finite distance from0T ′′ (see e.g. [A1, Prop.1.1, p. 618]). Thealmost CR struc-
ture φT ′′ is a CR structure exactly when it satisfies the integrability condition,
which can be written as the nonlinear partial differential equation

P(φ) := ∂̄ (1)φ + R2(φ)+ R3(φ) = 0,
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whereRk(φ)∈0(M, T ′ ⊗32(0T ′′)∗) (k = 2,3) are the parts ofP(φ) that are of
degreek in φ. They are given by

R2(φ)(X̄,Ȳ ) = π ′[φ(X̄), φ(Ȳ )] − φ(0π ′′[X̄, φ(Ȳ )] + 0π ′′[φ(X̄),Ȳ ]) (3.4)

and
R3(φ)(X̄,Ȳ ) = −φ(0π ′′[φ(X̄), φ(Ȳ )]). (3.5)

See [A1, Thm. 2.1, p. 619] and the proof given therein for details.
If we consider only deformationsφ that preserve the contact structure (i.e.,

for which φT ′′ ⊕ φT ′′ = 0T ′′ ⊕ 0T ′′), then we are simply restricting toφ ∈
0(M, 0T ′ ⊗ (0T ′′)∗). For suchφ, we notice thatR3(φ) = 0 and thatπFR2(φ) =
0 (so0π ′R2(φ) = R2(φ)). HenceP(φ) = πF ∂̄(1)φ + 0π ′∂̄ (1)φ + R2(φ). Our in-
tegrability conditionP(φ) = 0 is thus equivalent in this case toπF ∂̄(1)φ = 0 and
0π ′∂̄ (1)φ + R2(φ) = 0 (cf. [A2, Prop. 1.7.3, p. 797]). This, in part, motivates the
definition of the following subspaces of0(M, 0T ′ ⊗3p(0T ′′)∗):

0p = {u∈0(M, 0T ′ ⊗3p(0T ′′)∗) : πF ∂̄
(p)u = 0}. (3.6)

For φ ∈ 01 ⊂ 0(M, 0T ′ ⊗ (0T ′′)∗), then, the integrability condition becomes
P(φ) = 0π ′∂̄ (1)φ + R2(φ) = 0.

We remark that, contrary to appearances, the definition of0p is an algebraic
condition onu, not a differential one. To see this, apply the 1-formθ to both sides
of equation (3.2). By the definition of0p, the left-hand side is zero and so

0=
p+1∑
j=1

(−1)p+1θ([X̄j, u(X̄1, . . . ,
ˆ̄Xj, . . . , X̄p+1)])

+
∑
j<k

(−1)j+kθ(u([X̄j, X̄k], X̄1, . . . ,
ˆ̄Xj, . . . , ˆ̄Xk, . . . , X̄p+1)).

Becauseu maps into0T ′, which is annihilated byθ, the second sum is a sum of
zeros. Usingθ([X,Y ]) = −dθ(X,Y ) for X,Y ∈ C ⊗ H = 0T ′ ⊕ 0T ′′, the first
sum becomes

0=
p+1∑
j=1

(−1)p dθ(X̄j, u(X̄1, . . . ,
ˆ̄Xj, . . . , X̄p+1)). (3.7)

This is an algebraic condition onu.
In fact, the spaces0p are smooth sections of vector bundles. There exist [A3,

Prop. 2.1, p. 313] subbundlesEp ⊂ T ′ ⊗3p(0T ′′)∗ such that0p = 0(M,Ep).

Restricting∂̄ (p) toEp yields a sequence of maps∂̄p,

0−→ 0(M,E0)
∂̄0−→ 0(M,E1)

∂̄1−→ 0(M,E2)
∂̄2−→ 0(M,E3)

∂̄3−→ · · ·, (3.8)

andφT ′′ is integrable forφ ∈01 if and only if P(φ) = ∂̄1φ + R2(φ) = 0.
It turns out thatE0 = 0 and that the resulting complex

0−→ 0−→ 0(M,E1)
∂̄1−→ 0(M,E2)

∂̄2−→ 0(M,E3)
∂̄3−→ · · · (3.9)
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is a differential subcomplex of the standard deformation complex (see [A3, Thm.
2.2, p. 314]). This subcomplex still contains enough information to be useful; for
example, the inclusion mapι : 0(M,Ep) → 0(M, 0T ′ ⊗3p(0T ′′)∗) induces a
map

ι∗ :
ker∂̄p

im ∂̄p−1
→ ker∂̄ (p)

im ∂̄ (p−1)

that is an isomorphism ifp ≥ 2 and surjective ifp = 1 [A3, Thm. 2.4, p. 315].
Furthermore, there exist both a subelliptic estimate for this complex [A3, Thm.

4.1, p. 319] and a Kodaira–Hodge decomposition theorem for0(M,E2) [A3,
Thm. 4.1, p. 328], provided dimM = 2n − 1 ≥ 7. That is, if we define the La-
placian� = ∂̄∗2∂̄2+ ∂̄1∂̄

∗
1, then there is a harmonic projectorH such that�Hu =

0 for all u ∈ 0(M,E2) and a Neumann operatorN such thatNHu = HNu = 0
andu = �Nu+Hu for all u ∈ 0(M,E2). This construction fails if dimM = 5,
since there is no subelliptic estimate for this complex.

4. The New Complex

In this section, we introduce a new complex as a replacement for the differential
subcomplex (3.9) of the standard differential complex. Set

H0 = {v ∈0(M, T ′) : πF ∂̄T ′v = 0}. (4.1)

We then obtain a new differential subcomplex of the standard differential com-
plex (3.3):

0−→ H0
∂̄0−→ 0(M,E1)

∂̄1−→ 0(M,E2)
∂̄2−→ · · · . (4.2)

This complex is a generalization of ideas of the first author. Versions of it have
been used by Bland and Epstein [BE, pp. 353–355] (in the 3-dimensional case)
and by Buchweitz and Millson [BM, p. 82] (based in part on ideas of the third
author). It is straightforward to see that this is a complex: the definition ofH0

ensures that̄∂0u ∈ 0(M, 0T ′ ⊗ (0T ′′)∗), and that (4.2) is a subcomplex of the
standard differential complex (3.3) means that, in fact,∂̄0u∈0(M,E1).

We would like to make a few remarks aboutH0. It is not the space of smooth
sections of a vector bundle overM; rather, it is the image of a first-order differ-
ential operator. We define this operator0(M,F ) → 0(M, T ′) as follows. For
Z ∈0(M,F ), we may writeZ = u · ξ for some smooth functionu (namely,u =
θ(Z)). We then get an elementXu ∈0(M, 0T ′) by requiring thatuξ +Xu ∈H0;
thus,πF ∂̄T ′(Xu + uξ) = 0. This is equivalent toθ([Ȳ, Xu + uξ ]) = 0 for all Ȳ ∈
0(M, 0T ′′). Another way to write this is

dθ(Ȳ, Xu) = Ȳu, (4.3)

becauseθ(Ȳ ) = θ(Xu) = 0 anddθ(ξ, ·) = 0. Since our CR structure is strictly
pseudoconvex, equation (4.3) uniquely determinesXu. ThusH0 is the image of
the first-order differential operatorρ : 0(M,F )→ 0(M, T ′) defined byρ(uξ) =
Xu + uξ.
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Define a second-order operatorD : 0(M,F ) → 0(M,E1) as the composition
D = ∂̄T ′ B ρ. We then clearly have a complex

0−→ 0(M,F )
D−→ 0(M,E1)

∂̄1−→ 0(M,E2)
∂̄2−→ · · · . (4.4)

It is this complex that we will use to derive our subelliptic estimate and thence our
decomposition theorems.

Notice thatXu includes a first derivative ofu. Using a local moving frame
{e1, . . . , en−1} for 0T ′ satisfying

Lθ(eα, ēβ) = δαβ, (4.5)

we setXu = Xαeα (note the implicit sum). Expandingθ([ēβ , Xαeα + uξ ]) = 0
yields

θ((ēβX
α)eα +Xα[ēβ , eα] + (ēβu)ξ + u[ēβ , ξ ]) = 0. (4.6)

This simplifies toXα(−iδβα) + ēβu = 0, soXα = iδαβēβu. Thusρ is indeed a
first-order operator, and our compositionD = ∂̄T ′ B ρ is a second-order operator.

Finally, we would like to relate our operatorD to that of Rumin [R]. Define, for
p + q ≥ n,

Fp,q = {u∈ θ ∧3p−1,qH ∗ : dθ ∧ u = 0}, (4.7)

and setF k =⊕p+q=k F p,q for k ≥ n. Although definition (4.7) seems to depend
on the noninvariant decomposition (2.4), we may actually expressF k invariantly
as

F k = {u∈C⊗3kM : v ∧ u = 0 for all v ∈ 〈θ, dθ〉},
where〈θ, dθ〉 is the ideal generated byθ anddθ. Since this ideal is CR-invariant,
the definition ofF k is as well. Below the middle dimension, we define a slightly
different space. Forp + q = k ≤ n−1, set

Ep,q = 3p,qH ∗/〈dθ〉
andEk =⊕p+q=k Ep,q, so that

Ek = C⊗3kM/〈θ, dθ〉
is CR-invariant as well. Rumin’sD operator is a mapD : En−1→ F n given by
D[u] = dũ, where the representativẽu of [u] ∈En−1 is chosen so thatdũ will be
in F n. There is then a complex

· · · d−→ En−1 D−→ F n d−→ F n+1 d−→ · · ·, (4.8)

which decomposes into subcomplexes

· · · d ′′−→ Ep,n−p−1 D ′′−−→ Fp,n−p d ′′−→ Fp,n−p+1 d ′′−→ · · · . (4.9)

We hope to provide more details on these complexes in another paper.
The relation between our complex (4.4) and Rumin’s complex (4.9) occurs when

p = n−1 in Rumin’s complex, in which case (4.9) is

0−→ En−1,0 D ′′−−→ F n−1,1 d ′′−→ F n−1,2 d ′′−→ · · · (4.10)
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and we note thatEn−1,0 = 3n−1,0H ∗ = 3n−1(0T ′)∗. Let KM denote a nonvan-
ishing closed(n,0)-form (i.e., an element ofθ ∧ 3n−1,0H ∗), if one exists. For
any positivek, we obtain a mapPk : 0(M,Ek)→ F n−1,k by interior multiplying
the vector part ofu∈0(M,Ek) intoKM and then wedging the remainder with the
form part ofu. Let P0 : 0(M,F ) → En−1,0 be given byP0(uξ) = u · KM. The
claim is that eachPk is an isomorphism and that the following diagram commutes:

0 −−→ 0(M,F )
D−−→ 0(M,E1)

∂̄1−−→ 0(M,E2)
∂̄2−−→ · · ·

P0

y P1

y P2

y
0 −−→ En−1,0 D ′′−−→ F n−1,1 d ′′−−→ F n−1,2 d ′′−−→ · · · .

BecauseKM always exists locally, the two complexes are locally isomorphic. If
the canonical line bundle is trivial, then this complex version (4.9) of the Rumin
complex is isomorphic to our new complex (4.4).

5. A Subelliptic Estimate and Decomposition Theorem

In this section, we state two of our main results. First, we produce a subelliptic
estimate at0(M,E1) for our complex (4.4) in the 5-dimensional case. Using this,
we get a Hodge–Kodaira decomposition theorem for elements of0(M,E1). As
remarked in Section 1, these results can be extended to higher dimensions using
the subellipticity results of [G]. We concentrate here on the 5-dimensional case
because it is new.

We begin with some preliminaries. Our choice of pseudohermitian structureθ

determines thepseudohermitian connection∇ (see [W; T]): this is the unique con-
nection that is compatible withH and its complex structure, for whichθ anddθ
are parallel, and that satisfies an additional torsion condition. For any tensor field
u onM, the total covariant derivative∇u can be decomposed as

∇u = ∇′u+∇′′u+∇ξu⊗ θ,
where∇′u (resp.∇′′u) involves derivatives only with respect to vector fields in
0T ′ (resp.0T ′′). Writing ∇Hu = ∇′u + ∇′′u, theFolland–Stein norms‖·‖k are
defined by

‖u‖2k =
k∑

j=0

‖∇jHu‖2,

where‖·‖ denotes theL2 norm defined with respect to the Webster metric. (Note
that, in [A3], the‖·‖1 and‖·‖2 norms were called‖·‖′ and‖·‖′′, respectively.)
We will write (·, ·) for the hermitian inner product that corresponds to the norm
‖·‖, and for any bundleE we will let02(M,E) denote the completion of0(M,E)
with respect to theL2 norm.

Define a second-order operatorL = 1+∇′∗∇′+∇′′∗∇′′.We then define our La-
placian� : 0(M,E1)→ 0(M,E1) by�u = DD∗u+ ∂̄∗1L∂̄1u, where the adjoints
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are defined with respect to the complex (4.4). We use this operator and the norms
defined previously to express our subelliptic estimate in the following theorem.

Theorem 5.1 (Main Estimate). Let (M, 0T ′′) be a compact, strictly pseudo-
convex CR manifold of dimension5. Then there exists a constantc > 0 such that

(φ,�φ) = ‖D∗φ‖2 + ‖∂̄1φ‖21 ≥ c‖φ‖22 − ‖φ‖21 (5.1)

for all φ ∈0(M,E1).

The details of the proof of this estimate will be confined to the next section.
We define new norms that are Sobolev extensions of the Folland–Stein norms
‖·‖k as follows. Set

‖u‖2k,m =
m∑
l=0

k∑
j=0

‖∇ l∇jHu‖2.

The first parameter,k, specifies the number of derivatives in theH directions,
whereas the second parameter,m, is the number of unconstrained derivatives.
(We remark that, in [A3], these norms were written slightly differently; for exam-
ple, ‖·‖2,m was‖·‖′′(m).) Then our Main Estimate (Theorem 5.1), together with
standard integration-by-parts techniques, gives us the following Sobolev estimate.

Corollary 5.2. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR mani-
fold of dimension5. For each positive integerm, there exists a constantcm > 0
such that

‖D∗φ‖20,m + ‖∂̄1φ‖21,m ≥ cm‖φ‖22,m − ‖φ‖21,m (5.2)

for all φ ∈0(M,E1).

Let us writeH for the harmonic elements of0(M,E1) with respect to the Laplac-
ian�. In order to find a useful expression forH, we use the following lemma to
express the adjoint ofD in simpler terms.

Lemma 5.3. Let H̃0 be the completion ofH0 under theL2 norm, whereπH̃0
:

02(M, T
′)→ H̃0 is orthogonal projection. Then we have the following relations:

(a) ∂̄∗0 = πH̃0
B ∂̄∗T ′ , where∂̄∗T ′ is the formal adjoint of∂̄T ′ ;

(b) kerD∗ = ker∂̄∗0.

Proof. The first conclusion follows from the relation between the standard
deformation complex (3.3) and the complex (4.2) involvingH0. SinceH0 ⊂
0(M, T ′) and0(M,E1) ⊂ 0(M, T ′ ⊗ (0T ′′)∗), we may write∂̄0 = ∂̄T ′ B πH̃0

,

from which it follows that∂̄∗0 = πH̃0
B ∂̄∗T ′ on0(M,E1). That kerD∗ = ker∂̄∗0 is

due to two simple facts: first, thatD∗ = ρ∗ B ∂̄∗0; second, thatρ : 0(M,F )→ H0

is an isomorphism.

This lemma then implies that we may writeH as

H = ker� = {φ ∈0(M,E1) : ∂̄∗0φ = 0 and∂̄1φ = 0}.



526 Takao Akahori , Peter M. Garfield, & John M. Lee

The subelliptic estimate in Theorem 5.1 gives us the following Hodge–Kodaira
decomposition theorem.

Theorem 5.4. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR manifold
of dimension5. Then

H ∼= ker∂̄1

imD
.

Moreover, there exist both a Neumann operatorN : 02(M,E1) → 02(M,E1)

and a harmonic projectorH : 02(M,E1) → H satisfyingNH = HN = 0,
[N,DD∗ ] = 0 = [N, ∂̄∗1L∂̄1], andu = Hu + �Nu = Hu + N�u for all u ∈
02(M,E1).

We will construct the Neumann operatorN and the harmonic projectorH by con-
sidering the differential equation

�u = f. (5.3)

Let us writeH⊥ for elements of02(M,E1) that are orthogonal toH with respect
to theL2 norm. We begin with a fairly standard lemma.

Lemma 5.5. There is a constantc > 0 for which

‖D∗u‖2 + ‖∂̄1u‖21 ≥ c‖u‖21
for all u∈H⊥ ⊂ 02(M,E1).

Proof. We assume the conclusion is false. That is, for each integerk > 0,
we assume that there is an elementuk ∈ H⊥ satisfying‖D∗uk‖2 + ‖∂̄1uk‖21 ≤
1
k
‖uk‖21. Rescaling theseuk if necessary, we may assume that‖uk‖1 = 1 and

hence‖D∗uk‖2 + ‖∂̄1uk‖21 ≤ 1
k
. By our estimate (5.1) (extended by continuity to

02(M,E1)), we have

c‖uk‖22 ≤ ‖D∗uk‖2 + ‖∂̄1uk‖21 + ‖uk‖21
≤
(

1

k
+1

)
≤ 2.

The sequence{uk} is thus bounded with respect to‖·‖2, the Folland–Stein 2-norm.
Any such set is precompact with respect to‖·‖1; this means there is a subsequence
{ukj } that converges weakly in02(M,E1)and strongly in the Folland–Stein1-norm.
Let u be its limit. On the one hand,u ∈H⊥ because each elementukj is. On the
other hand, the closedness of the differential operator� implies thatu ∈ Dom�
and�u = 0. Thusu ∈ H and sou = 0. But ‖u‖1 = 1, so this is a contradic-
tion.

Proof of Theorem 5.4.By Lemma 5.5 and Theorem 5.1, the quadratic form

Q(u, u) = ‖D∗u‖2 + ‖∂̄1u‖21
defines a norm that is equivalent to‖·‖2. We endowH⊥ with this norm and let
Q(u,v) denote the associated symmetric bilinear form. Note that ifu andv are
smooth, thenQ(u,v) = (�u,v).
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By Lemma 5.5, the linear functionalv 7→ (f,v) is bounded onH⊥ for anyf ∈
02(M,E1). The Riesz representation theorem then implies that there is a unique
u ∈H⊥ such thatQ(u,v) = (f,v) for all v ∈H⊥. Thus we have solved (5.3) for
f ∈H⊥.

The Neumann operator is given byNf = u, the solutionu ∈H⊥ to �u = f
in the sense just described. This makes sense forf ∈ H⊥, so under the orthog-
onal decomposition02(M,E1) = H ⊕H⊥ we can extendN to all of 02(M,E1)

by declaring that it is identically zero onH. We define the harmonic projectorH
as orthogonal projection ontoH under this decomposition. The operatorsH and
N project onto orthogonal spaces, soHN = 0 = NH. On the other hand, the
decompositionsu = Hu + �Nu = Hu + N�u follow immediately from the
construction ofN andH.

To see that [̄∂∗1L∂̄1, N ] = 0= [DD∗, N ] takes a bit more work. From [�, N ] =
0 it follows directly that [̄∂∗1L∂̄1, N ] + [DD∗, N ] = 0, so we need only show
that, say, [DD∗, N ] = 0. This follows easily by considering separatelyu ∈ H
(on whichDD∗ andN are separately zero) andu = �v ∈ H⊥, in which case
[DD∗, N ]�v = 0 is a straightforward computation based on the formulasN�v =
v −Hv, [DD∗,�] = 0, andHDD∗ = DD∗H = 0.

Finally, the isomorphismH ∼= ker∂̄1/imD follows as usual from the exis-
tence of the Neumann operator, since the harmonic projectorH restricts to a map
H : ker∂̄1→ H whose kernel is exactly imD by the preceding arguments.

6. Proof of the Subelliptic Estimate

In this section we prove Theorem 5.1, our subelliptic estimate. Since our manifold
M is assumed to be compact, it will suffice to show that (5.1) holds forφ supported
in a neighborhood of each point; assuming this, we can choose a locally finite col-
lection{αi} of smooth nonnegative functions satisfying

∑
i α

2
i = 1, apply (5.1) to

αiφ and then sum overi, yielding (5.1) plus some lower-order terms that can be
absorbed into the right-hand side.

Let {e1, e2} be a local moving frame for0T ′ satisfying (4.5), from which it fol-
lows that

πF [eα, ēβ ] = −iδαβξ, (6.1)

and let{θ1, θ 2} be the dual sections of(0T ′)∗, viewed as 1-forms according to the
decomposition (2.3). We may then writeφ ∈ 0(M, 0T ′ ⊗3j(0T ′′)∗) in coordi-
nates as

φ = φαβ1, ...,βj
eα ⊗ θ̄ β1∧ · · · ∧ θ̄ βj . (6.2)

(Notice the implicit sums overα andβ1 throughβj .) Throughout this section, we
will assume thatφ is supported in the neighborhood on which our moving frame
is defined, so that

‖φ‖2 =
∑

α,β1, ...,βj

‖φαβ1, ...,βj
‖2. (6.3)

We will often find it useful to look only at the top-order derivatives. In light of
the commutation relation (6.1), this unfortunately is not possible. Instead, we will
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look at only the top-weightderivatives, where we allocate a weight of 1 to vec-
tor fields inH and a weight of 2 toξ. We will then write∼ for “equal modulo
lower-weight terms”. This generalizes to& and., meaning greater than or less
than modulo negligible terms. Our main estimate (5.1) can thus be written

(u,�u) = ‖D∗φ‖2 + ‖∂̄1φ‖21 & c‖φ‖22
for all φ ∈ 0(M,E1). To prove this estimate, we will need a local expression for
‖φ‖22 rather than‖φ‖2. Modulo lower-weight terms, this expression is

‖φ‖22 ∼
∑

k,l,α,β1, ...,βj

‖ek elφαβ1, ...,βj
‖2,

wherej, k ∈ {1, . . . , n−1, 1̄, . . . , n−1}.
We begin the actual proof of Theorem 5.1 by describingφ, ∂̄1φ, andD∗φ in

terms of our local moving frame (cf. [A3, Lemmas 3.2 and 3.3, p. 317]).

Lemma 6.1. Supposeφ ∈ 0(M,E1). Thenφ1
2 = φ2

1, (∂̄1φ)
α
1,2 ∼ ē1φ

α
2 − ē2φ

α
1 ,

and
D∗φ ∼ −i(e1e1φ

1
1+ e1e2φ

1
2 + e2e1φ

2
1 + e2e2φ

2
2)ξ. (6.4)

Proof. In our local frame, we may writeφ = φαβ eα ⊗ θ̄ β. (Since0(M,E1) ⊂
0(M, 0T ′ ⊗ (0T ′′)∗), there are noξ⊗ θ̄ β terms.) In this casē∂(1)φ(ē2, ē2) is (see
equation (3.2))

∂̄ (1)φ(ē1, ē2)

= π ′[ē1, φ(ē2)] − π ′[ē2, φ(ē1)] − φ([ē1, ē2])

= (ē1φ
α
2)eα + φα2π ′[ē1, eα] − (ē2φ

α
1 )eα − φα1π ′[ē2, eα] − φ([ē1, ē2])

∼ (ē1φ
α
2)eα − (ē2φ

α
1 )eα, (6.5)

where we have discarded all the terms without a derivative of a component ofφ.

This proves the second claim; the first claim follows from applying the 1-formθ

to both sides of (6.5):

0= φα2θ([ē1, eα])− φα1 θ([ē2, eα]) = iφα2δ1α − iφα1 δ2α = i(φ1
2 − φ2

1),

where we have simplified usingθ([eα, ēβ ]) = −iδαβ.
Finally, we prove equation (6.4). To compute this adjoint, we take the inner

product ofD∗φ with an elementuξ of 0(M,F ) and then integrate by parts:

(uξ,D∗φ) = (D(uξ), φ) ∼ (∂̄0(uξ + i(ē1u)e1+ i(ē2u)e2), φ
)
.

If we write ψ = ψα

β̄
eα ⊗ θ̄ β for D(uξ) = ∂̄0(uξ + i(ē1u)e1+ i(ē2u)e2) (again,

there is noξ ⊗ θ̄ β term asD(uξ) ∈ 0(M,E1)), then we can computeψα

β̄
=

θα(ψ(ēβ)). The inside term is not difficult to compute, and we obtainψ(ēβ) ∼
π ′[ēβ , uξ + i(ē1u)e1+ i(ē2u)e2], soψα

β̄
∼ iēβ ēαu. Undoing the integration by

parts ( just displayed) yields equation (6.4).

The primary tool in our proof of Theorem 5.1 is the following lemma. This fol-
lows at least in part from the local expressions computed in Lemma 6.1.
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Lemma 6.2 (Key Estimate). For all φ ∈0(M,E1),

‖D∗φ‖2 + 2‖∂̄1φ‖21 & ‖e1e1φ
1
1‖2 + ‖e2e2φ

2
2‖2 + 4‖e1ē2φ

1
2‖2

+ 4‖e2ē1φ
1
2‖2 + ‖ē1ē1φ

2
2‖2 + ‖ē2ē2φ

1
1‖2. (6.6)

Proof. We begin by computing‖D∗φ‖2. From (6.4), we have

‖D∗φ‖2 ∼ ‖e1e1φ
1
1+ e1e2φ

1
2 + e2e1φ

2
1 + e2e2φ

2
2‖2.

We expand this to get

‖D∗φ‖2 ∼ ‖e1e1φ
1
1‖2 + ‖e1e2φ

1
2‖2 + ‖e2e1φ

2
1‖2 + ‖e2e2φ

2
2‖2

+ 2 Re(e1e1φ
1
1, e1e2φ

1
2)+ 2 Re(e1e1φ

1
1, e2e1φ

2
1)

+ 2 Re(e1e1φ
1
1, e2e2φ

2
2)+ 2 Re(e1e2φ

1
2, e2e1φ

2
1)

+ 2 Re(e1e2φ
1
2, e2e2φ

2
2)+ 2 Re(e2e1φ

2
1, e2e2φ

2
2). (6.7)

Sinceφ1
2 = φ2

1 (by Lemma 6.1) and [eα, eβ ] ∼ 0 for all α andβ, one of the cross
terms simplifies: 2 Re(e1e2φ

1
2, e2e1φ

2
1) = 2 Re(e1e2φ

1
2, e1e2φ

1
2) = 2‖e1e2φ

1
2‖2.

Four of the other cross terms combine, and (6.7) simplifies to

‖D∗φ‖2 ∼ ‖e1e1φ
1
1‖2 + ‖e1e2φ

1
2‖2 + ‖e2e1φ

1
2‖2 + ‖e2e2φ

2
2‖2

+ 4 Re(e1e1φ
1
1, e1e2φ

1
2)+ 2 Re(e1e1φ

1
1, e2e2φ

2
2)

+ 2‖e1e2φ
1
2‖2 + 4 Re(e1e2φ

1
2, e2e2φ

2
2). (6.8)

We will deal with the remaining cross terms by adding 2‖∂̄1φ‖21. By Lemma 6.1,

2‖∂̄1φ‖21 ∼ 2‖ē1φ
1
2 − ē2φ

1
1‖21 + 2‖ē1φ

2
2 − ē2φ

1
2‖21

∼ 2‖e1(ē1φ
1
2 − ē2φ

1
1)‖2 + 2‖e2(ē1φ

1
2 − ē2φ

1
1)‖2

+ 2‖ē1(ē1φ
1
2 − ē2φ

1
1)‖2 + 2‖ē2(ē1φ

1
2 − ē2φ

1
1)‖2

+ 2‖e1(ē1φ
2
2 − ē2φ

1
2)‖2 + 2‖e2(ē1φ

2
2 − ē2φ

1
2)‖2

+ 2‖ē1(ē1φ
2
2 − ē2φ

1
2)‖2 + 2‖ē2(ē1φ

2
2 − ē2φ

1
2)‖2

& 2‖e1(ē1φ
1
2 − ē2φ

1
1)‖2 + 2‖e2(ē1φ

2
2 − ē2φ

1
2)‖2

+ 2‖ē2(ē1φ
1
2 − ē2φ

1
1)‖2 + 2‖ē1(ē1φ

2
2 − ē2φ

1
2)‖2.

Since [eα, eβ ] ∼ −iδαβξ, we have

e1(ē1φ
1
2 − ē2φ

1
1) ∼ −iξφ1

2 + ē1e1φ
1
2 − e1ē2φ

1
1,

e2(ē1φ
2
2 − ē2φ

1
2) ∼ e2ē1φ

2
2 − ē2e2φ

1
2 + iξφ1

2.

Moreover,

2‖ē2(ē1φ
1
2 − ē2φ

1
1)‖2 + 2‖ē1(ē1φ

2
2 − ē2φ

1
2)‖2

≥ ‖ē2(ē1φ
1
2 − ē2φ

1
1)+ ē1(ē1φ

2
2 − ē2φ

1
2)‖2

∼ ‖ē1ē1φ
2
2 − ē2ē2φ

1
1‖2
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as [̄eα, ēβ ] ∼ 0. Hence

2‖∂̄1φ‖21 & 2‖ − iξφ1
2 + ē1e1φ

1
2 − e1ē2φ

1
1‖2

+ 2‖e2ē1φ
2
2 − ē2e2φ

1
2 + iξφ1

2‖2

+ ‖ē1ē1φ
2
2 − ē2ē2φ

1
1‖2

∼ 2‖ξφ1
2‖2 + 2‖ē1e1φ

1
2‖2 + 2‖e1ē2φ

1
1‖2

− 4 Re(iξφ1
2, ē1e1φ

1
2)+ 4 Re(iξφ1

2, e1ē2φ
1
1)

− 4 Re(ē1e1φ
1
2, e1ē2φ

1
1)+ 2‖e2ē1φ

2
2‖2

+ 2‖ē2e2φ
1
2‖2 + 2‖ξφ1

2‖2 − 4 Re(e2ē1φ
2
2, ē2e2φ

1
2)

+ 4 Re(e2ē1φ
2
2, iξφ

1
2)− 4 Re(ē2e2φ

1
2, iξφ

1
2)

+ ‖ē1ē1φ
2
2‖2 + ‖ē2ē2φ

1
1‖2 − 2 Re(ē1ē1φ

2
2, ē2ē2φ

1
1). (6.9)

To cancel the cross terms in (6.8), we make use of the fact thate2 commutes
with ē1 ande1 modulo lower-weight terms; therefore, integrating by parts yields

−4 Re(e2ē1φ
2
2, ē2e2φ

1
2) ∼ −4 Re(ē1e2φ

2
2, ē2e2φ

1
2)

∼ 4 Re(e2ē1e2φ
2
2, e2φ

1
2)

∼ 4 Re(ē1e2e2φ
2
2, e2φ

1
2)

∼ −4 Re(e2e2φ
2
2, e1e2φ

1
2)

∼ −4 Re(e1e2φ
1
2, e2e2φ

2
2).

A similar argument shows that three of the cross terms on the right-hand side of
(6.9) cancel all the cross terms of (6.8):

‖D∗φ‖2 + 2‖∂̄1φ‖21 & ‖e1e1φ
1
1‖2 + ‖e1e2φ

1
2‖2 + ‖e2e1φ

1
2‖2 + ‖e2e2φ

2
2‖2

+ 2‖e1e2φ
1
2‖2 + 2‖ξφ1

2‖2 + 2‖ē1e1φ
1
2‖2 + 2‖e1ē2φ

1
1‖2

− 4 Re(iξφ1
2, ē1e1φ

1
2)+ 4 Re(iξφ1

2, e1ē2φ
1
1)

+ 2‖e2ē1φ
2
2‖2 + 2‖ē2e2φ

1
2‖2 + 2‖ξφ1

2‖2

+ 4 Re(e2ē1φ
2
2, iξφ

1
2)− 4 Re(ē2e2φ

1
2, iξφ

1
2)

+ ‖ē1ē1φ
2
2‖2 + ‖ē2ē2φ

1
1‖2.

We now have more cross terms, this time involvingξ.
We will deal with some of these cross terms using integration by parts. The ad-

joint of eα is−ēα, and so (using [e2, ē2] ∼ −iξ and other commutation relations)
we have
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−4 Re(iξφ1
2, ē1e1φ

1
2) ∼ +4 Re(e2ē2φ

1
2, ē1e1φ

1
2)− 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)

∼ −4 Re(ē2φ
1
2, ē2ē1e1φ

1
2)− 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)

∼ −4 Re(ē2φ
1
2, ē1e1ē2φ

1
2)− 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)

∼ +4‖e1ē2φ
1
2‖2 − 4 Re(ē2e2φ

1
2, ē1e1φ

1
2).

Similarly,

−4 Re(iξφ1
2, ē2e2φ

1
2) ∼ +4 Re(e1ē1φ

1
2, ē2e2φ

1
2)− 4 Re(ē1e1φ

1
2, ē2e2φ

1
2)

∼ +4‖e2ē1φ
1
2‖2 − 4‖e2e1φ

1
2‖2.

Thus

‖D∗φ‖2 + 2‖∂̄1φ‖21
& ‖e1e1φ

1
1‖2 + ‖e1e2φ

1
2‖2 + ‖e2e1φ

1
2‖2 + ‖e2e2φ

2
2‖2

+ 2‖e1e2φ
1
2‖2 + 2‖ξφ1

2‖2 + 2‖ē1e1φ
1
2‖2 + 2‖e1ē2φ

1
1‖2

+ 4‖e1ē2φ
1
2‖2 − 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)+ 4 Re(iξφ1

2, e1ē2φ
1
1)

+ 2‖e2ē1φ
2
2‖2 + 2‖ē2e2φ

1
2‖2 + 2‖ξφ1

2‖2

+ 4 Re(e2ē1φ
2
2, iξφ

1
2)+ 4‖e2ē1φ

1
2‖2 − 4‖e2e1φ

1
2‖2

+ ‖ē1ē1φ
2
2‖2 + ‖ē2ē2φ

1
1‖2

∼ ‖e1e1φ
1
1‖2 + ‖e2e2φ

2
2‖2 + 4‖e1ē2φ

1
2‖2

+ 4‖e2ē1φ
1
2‖2 + ‖ē1ē1φ

2
2‖2 + ‖ē2ē2φ

1
1‖2

+ (2‖ē2e2φ
1
2‖2 − 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)+ 2‖ē1e1φ

1
2‖2
)

+ (2‖ξφ1
2‖2 + 4 Re(iξφ1

2, e1ē2φ
1
1)+ 2‖e1ē2φ

1
1‖2
)

+ (2‖e2ē1φ
2
2‖2 + 4 Re(e2ē1φ

2
2, iξφ

1
2)+ 2‖ξφ1

2‖2
)
. (6.10)

Now the three parts grouped in parentheses can be removed by the Schwarz in-
equality. This gives us

‖D∗φ‖2 + 2‖∂̄1φ‖21 & ‖e1e1φ
1
1‖2 + ‖e2e2φ

2
2‖2 + 4‖e1ē2φ

1
2‖2

+ 4‖e2ē1φ
1
2‖2 + ‖ē1ē1φ

2
2‖2 + ‖ē2ē2φ

1
1‖2,

which is equation (6.6). This concludes the proof of the Key Estimate.

Now, to prove Theorem 5.1 we need an estimate:

‖D∗φ‖2 + ‖∂̄1φ‖21 & c‖φ‖22. (6.11)

In our local frame, the right-hand side of this equation can be written as

c‖φ‖22 ∼ c
∑
α,β,j,k

‖ej ekφαβ ‖2,
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whereα andβ run from 1 to 2 and wherej, k ∈ {1,2, 1̄, 2̄}. We construct each of
these estimates individually and then organize them in the following lemma.

Lemma 6.3. There exists a positive constantC such that

‖D∗φ‖2 + ‖∂̄1φ‖21 & C‖ej ekφαβ ‖2 (6.12)

for all j, k ∈ {1,2, 1̄, 2̄}, all α, β ∈ {1,2}, and allφ ∈0(M,E2).

Proof. What we will show, in fact, is that for eachj, k and eachε > 0 there exists
a constantC > 0 such that

‖D∗φ‖2 + ‖∂̄1φ‖21 + ε‖φ‖22 & C‖ej ekφαβ ‖2. (6.13)

The constantε can be chosen to be dominated by all the different constantsC, so
that the sum of the various individual estimates (6.12) and (6.13) yields the sub-
elliptic estimate (6.11).

We prove this lemma in stages: we produce the estimate (6.12) for each of the
componentsφ1

2, φ
2
1, φ

1
1, andφ2

2 in turn.

The φ1
2 Case.We begin by noting that we already have the estimate (6.12)

for ‖ē2e1φ
1
2‖2 ∼ ‖e1ē2φ

1
2‖2 and‖ē1e2φ

1
2‖2 ∼ ‖e2ē1φ

1
2‖2 by the Key Estimate,

Lemma 6.2.
Now consider the part of inequality (6.10) that we discarded in the last step of

the proof of the Key Estimate:

‖D∗φ‖2 + 2‖∂̄1φ‖21
&
(
2‖ξφ1

2‖2 + 4 Re(iξφ1
2, e1ē2φ

1
1)+ 2‖e1ē2φ

1
1‖2
)

+ (2‖e2ē1φ
2
2‖2 + 4 Re(e2ē1φ

2
2, iξφ

1
2)+ 2‖ξφ1

2‖2
)
. (6.14)

Notice that, since [ξ, ej ] ∼ 0 and(iξ)∗ ∼ iξ,
|+4 Re(iξφ1

2, e1ē2φ
1
1)| ∼ |+4 Re(e2ē1φ

1
2, iξφ

1
1)|

. 2

(
1

ε
‖e2ē1φ

1
2‖2 + ε‖iξφ1

1‖2
)

. 2

(
1

ε
‖e2ē1φ

1
2‖2 + ε‖φ‖22

)
for anyε > 0. Since we have already estimated‖e2ē1φ

1
2‖2, this allows us to ob-

tain an estimate

cRe(iξφ1
2, e1ē2φ

1
1) . ‖D∗φ‖2 + ‖∂̄1φ‖21 + ε‖φ‖22

for somec > 0. Similarly, we can obtain an estimate

cRe(iξφ1
2, e2ē1φ

2
2) . ‖D∗φ‖2 + ‖∂̄1φ‖21 + ε‖φ‖22

for somec > 0. From these estimates and inequality (6.14), we obtain estimates
for ‖iξφ1

2‖2, ‖e1ē2φ
1
1‖2 ∼ ‖ē2e1φ

1
1‖2, and‖e2ē1φ

2
2‖2 ∼ ‖ē1e2φ

2
2‖2.
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We again return to a term that was discarded at the end of the proof of the Key
Estimate: we have

‖D∗φ‖2 + 2‖∂̄1φ‖21 & 2‖ē2e2φ
1
2‖2 − 4 Re(ē2e2φ

1
2, ē1e1φ

1
2)+ 2‖ē1e1φ

1
2‖2.

We may rewrite part of this as

|−4 Re(ē2e2φ
1
2, ē1e1φ

1
2)| ∼ |−4 Re(iξφ1

2, ē1e1φ
1
2)− 4 Re(e2ē2φ

1
2, ē1e1φ

1
2)|

∼ |−4 Re(iξφ1
2, ē1e1φ

1
2)− 4‖e1ē2φ

1
2‖2|

. |4 Re(iξφ1
2, ē1e1φ

1
2)| + 4‖e1ē2φ

1
2‖2.

In the same way as before, we can control the inner product on the right. Be-
cause we already have an estimate for‖e1ē2φ

1
2‖2, we proceed to get estimates for

‖ē2e2φ
1
2‖2 and‖ē1e1φ

1
2‖2.

We can integrate by parts to write

‖e1e2φ
1
2‖2 ∼ ‖e1ē2φ

1
2‖2 − Re(iξφ1

2, ē1e1φ
1
2)

. ‖e1ē2φ
1
2‖2 + ‖iξφ1

2‖2 + ‖ē1e1φ
1
2‖2.

The previous estimates for the terms on the the right-hand side of this inequality
then establish estimates for‖e1e2φ

1
2‖2 ∼ ‖e2e1φ

1
2‖2.

We use thateα ēα ∼ ēαeα − iξ to obtain

‖eα ēαφ1
2‖2 . 2(‖ēαeαφ1

2‖2 + ‖iξφ1
2‖2),

which gives us estimates for‖e1ē1φ
1
2‖2 and‖e2ē2φ

1
2‖2.

Using integration by parts, we derive the equality

‖ē1e2φ
1
2‖2 + ‖e2e2φ

1
2‖2 ∼ ‖e1e2φ

1
2‖2 + ‖ē2e2φ

1
2‖2.

We thus obtain an estimate on‖e2e2φ
1
2‖2 from the estimates on‖e1e2φ

1
2‖2 and

‖ē2e2φ
1
2‖2. Using this same trick, we have

‖e1e1φ
1
2‖2 + ‖ē2e1φ

1
2‖2 ∼ ‖ē1e1φ

1
2‖2 + ‖e2e1φ

1
2‖2,

and we obtain an estimate on‖e1e1φ
1
2‖2.

Using Lemma 6.1 for the local expression of∂̄1φ, we have

‖∂̄1φ‖21 & ‖ē1(ē1φ
1
2 − ē2φ

1
1)‖2

∼ ‖ē1ē1φ
1
2‖2 − 2 Re(ē1ē1φ

1
2, ē1ē2φ

1
1)+ ‖ē1ē2φ

1
1‖2.

On the other hand,

|−2 Re(ē1ē1φ
1
2, ē1ē2φ

1
1)| ∼ |−2 Re(ē1e2φ

1
2, e1ē1φ

1
1)|

. ε‖φ‖22 +
1

ε
‖ē1e2φ

1
2‖2.

Since we’ve already estimated‖ē1e2φ
1
2‖2, this gives us an estimate on‖ē1ē1φ

1
2‖2

and‖ē1ē2φ
1
1‖2 ∼ ‖ē2ē1φ

1
1‖2. Similarly, we may use

‖∂̄1φ‖21 & ‖ē2(ē1φ
1
2 − ē2φ

1
1)‖2
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and

|−2 Re(ē2ē1φ
1
2, ē2ē2φ

1
1)| . ε‖φ‖22 +

1

ε
‖e1ē2φ

1
2‖2

to obtain estimates on‖ē1ē2φ
1
2‖2 ∼ ‖ē2ē1φ

1
2‖2. This completes the proof of the

φ1
2 case of Lemma 6.3.

Theφ2
1 Case.Recall thatφ2

1 = φ1
2 by Lemma 6.1, so this case follows from the

φ1
2 case.

Theφ1
1 Case.We begin by recalling that we have our estimate for‖e1e1φ

1
1‖2

and‖ē2ē2φ
1
1‖2 by the Key Estimate, Lemma 6.2. We also remark that we have

estimated‖ē1ē2φ
1
1‖2 ∼ ‖ē2ē1φ

1
1‖2 in our proof of theφ1

2 case of Lemma 6.3.
In our proof of the Key Estimate (Lemma 6.2), we did not use the fact that

‖∂̄1φ‖21 & ‖e1(ē1φ
1
2 − ē2φ

1
1)‖2 + ‖e2(ē1φ

1
2 − ē2φ

1
1)‖2,

from which it follows that

‖D∗φ‖2 + ‖∂̄1φ‖21 & ‖e1ē1φ
1
2‖2 − 2 Re(e1ē1φ

1
2, e1ē2φ

1
1)

+ ‖e1ē2φ
1
1‖2 + ‖e2ē1φ

1
2‖2

− 2 Re(e2ē1φ
1
2, e2ē2φ

1
1)+ ‖e2ē2φ

1
1‖2.

Using the same method as in the proof of theφ1
2 case—and noting that we have es-

timates for all of theφ1
2 terms—we obtain estimates for‖e1ē2φ

1
1‖2 and‖e2ē2φ

1
1‖2.

Using our integration-by-parts trick, we see that

‖ē1e1φ
1
1‖2 + ‖e2e1φ

1
1‖2 = ‖e1e1φ

1
1‖2 + ‖ē2e1φ

1
1‖2.

We have estimates for both terms on the right-hand side, so this gives us estimates
for ‖ē1e1φ

1
1‖2 and‖e2e1φ

1
1‖2 ∼ ‖e1e2φ

1
1‖2.

Now we produce an estimate for‖iξφ1
1‖2. We can writeiξ ∼ [ēα, eα] for α =

1,2, so integration by parts yields

‖iξφ1
1‖2 ∼ (ē1e1φ

1
1 − e1ē1φ

1
1, ē2e2φ

1
1 − e2ē2φ

1
1)

∼ (ē1e1φ
1
1, ē2e2φ

1
1)− (e1ē1φ

1
1, e2ē2φ

1
1)

− (ē1e1φ
1
1, ē2e2φ

1
1)+ (e1ē1φ

1
1, e2ē2φ

1
1)

∼ ‖e1e2φ
1
1‖2 − ‖e1ē2φ

1
1‖2 − ‖ē1e2φ

1
1‖2 + ‖ē1ē2φ

1
1‖2

. ‖e1e2φ
1
1‖2 + ‖ē1ē2φ

1
1‖2.

This gives us an estimate on‖iξφ1
1‖2.

Sincee1ē1φ
1
1 ∼ ē1e1φ

1
1 − iξφ1

1, we have‖e1ē1φ
1
1‖2 . 2(‖ē1e1φ

1
1‖2 + ‖iξφ1

1‖2)
and an estimate on‖e1ē1φ

1
1‖2. Similarly, ‖ē2e2φ

1
1‖2 . 2(‖e2ē2φ

1
1‖2 + ‖iξφ1

1‖2)
and we may estimate‖ē2e2φ

1
1‖2.

Finally, integration by parts gives us the equalities

‖ē1ē1φ
1
1‖2 + ‖e2ē1φ

1
1‖2 ∼ ‖e1ē1φ

1
1‖2 + ‖ē2ē1φ

1
1‖2

and
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‖e2e2φ
1
1‖2 + ‖ē1e2φ

1
1‖2 ∼ ‖ē2e2φ

1
1‖2 + ‖e1e2φ

1
1‖2,

which allow us to estimate‖ē1ē1φ
1
1‖2, ‖e2ē1φ

1
1‖2 ∼ ‖ē1e2φ

1
1‖2, and‖e2e2φ

1
1‖2.

This is the last of the requiredφ1
1 estimates and so completes the proof of theφ1

1
case of Lemma 6.3.

Theφ2
2 Case.It is simplest to notice the symmetry between theφ2

2 case and
theφ1

1 case. For example, the Key Estimate gives us an estimate on‖e1e1φ
1
1‖2

and‖e2e2φ
2
2‖2 as well as on‖ē2ē2φ

1
1‖2 and‖ē1ē1φ

2
2‖2. Making the appropriate

changes in the proof of theφ1
1 case will then give us a proof in this case as well.

As this is the final case, we have now completed the proof of Lemma 6.3.

7. A Family of CR Structures

In this section, we introduce an explicit family of CR structures parameterized by
a finite-dimensional analytic set and show that it gives a local family of solutions
to the deformation problem

P(φ) = 0,
∂̄∗0φ = 0.

}
(7.1)

We begin by saying precisely what we mean by a family of CR structures.
Let (M, 0T ′′) be a compact strictly pseudoconvex CR manifold of real dimension
2n−1. By a family of deformationsof a given CR structure0T ′′ we mean a triple
(M, φ(t)T ′′, T ), whereT ⊂ Ck is a complex analytic subset containing the origin
o and whereφ : T → 0(M, T ′ ⊗ (0T ′′)∗) is a complex analytic map such that,
for eacht ∈ T, φ(t) determines an integrable CR structureφ(t)T ′′ onM. Recall
that this meansP(φ(t)) = 0 for all t ∈ T, sinceP is the integrability condition
for CR structures at finite distance from0T ′′. Finally, we require thatφ(o) = 0;
in other words, thatφ(o) corresponds to the original CR structure0T ′′. Then our
main result of this section is the following theorem.

Theorem 7.1. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR manifold
of real dimension5, and writeH = ker� for the set of harmonic elements of
0(M,E1). Then there is a complex analytic mapφ : 0(M,E1) → 0(M,E1) de-
fined in a neighborhood of zero such that, if

T = {t ∈H : R2(φ(t)) = ∂̄1N∂̄
∗
1LR2(φ(t))}, (7.2)

then(M, φ(t)T ′′, T ) is a family of deformations of0T ′′.

We will prove this theorem by constructing a locally complex analytic family of
solutions to the deformation problem (7.1). We begin byproducing some useful
Sobolev estimates.

Our Laplacian� is a fourth-order differential operator, so we can expect that the
Neumann operator gains four derivatives in the directions ofC⊗H = 0T ′ ⊕ 0T ′′.
This is the content of the following lemma.

Lemma 7.2. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR manifold of
dimension5. For each integerm ≥ 0, there exists a constantcm > 0 such that
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‖Nψ‖4,m ≤ cm‖ψ‖0,m
for all ψ ∈0(M,E1).

Proof. We will show that

‖u‖4,m ≤ cm‖�u‖0,m (7.3)

wheneveru ∈ H⊥ ∩ 0(M,E1). Because� is subelliptic,Nu is smooth when-
everu is smooth, so the required estimate follows by approximating with smooth
sections.

The proof of (7.3) is by induction onm. By using a partition of unity we may
assume thatu is supported in the domain of a frame satisfying (6.1). Observe
that Lemma 5.5 and the Cauchy–Schwartz inequality imply that‖u‖ ≤ ‖�u‖. As
usual, we will let∼ and. denote equality and inequality modulo lower-weight
terms, which can be absorbed by using standard interpolation inequalities.

We begin by considering derivatives in theξ direction. By Lemma 5.5 and The-
orem 5.1,

‖ξu‖22 . (ξu,�ξu)
∼ (ξu, ξ�u+ [�, ξ ]u).

Becauseξ commutes witheα and ēβ modulo terms of weight 1, it follows that
[�, ξ ] is an operator of weight at most 4. Therefore, after integrating by parts, the
second term just displayed can be absorbed to yield

‖ξu‖22 . ‖u‖4‖�u‖ . ε‖u‖24 +
1

ε
‖�u‖2. (7.4)

Now we can prove (7.3) for the casem = 0. Observe that the commutation rela-
tions foreα andēβ imply that [eα, L] is equal to a constant multiple ofeαξ modulo
lower-weight terms. Therefore, using Lemma 5.5 and Theorem 5.1 again, we have

‖u‖24 ∼ ‖Lu‖22
. (Lu,�Lu)
. (Lu,L�u)+ (Lu, P4ξu),

whereP4 is some operator of weight 4. Integrating by parts and using (7.4), we
find

‖u‖24 . ‖u‖4‖�u‖ + ‖u‖4‖ξu‖2,
so

‖u‖4 . ‖�u‖ + ‖ξu‖2
. ε‖u‖4 + 1

ε
‖�u‖.

Choosingε small enough, we can absorb the‖u‖4 term and obtain (7.3) when
m = 0.
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Now assume that (7.3) holds for somem > 0. By induction, we have

‖ξu‖4,m . ‖�ξu‖0,m
. ‖ξ�u‖0,m + ‖[�, ξ ]u‖0,m
. ‖�u‖0,m+1+ ‖u‖4,m
. ‖�u‖0,m+1.

If e denotes any of the vector fieldseα or ēβ , then [�, e] = P3ξ + P4, whereP3

andP4 are operators of weight 3 and 4, respectively. Thus

‖eu‖4,m . ‖�eu‖0,m
. ‖e�u‖0,m + ‖[�, e]u‖0,m
. ‖�u‖0,m+1+ ‖ξu‖3,m + ‖u‖4,m
. ‖�u‖0,m+1.

Since‖u‖4,m+1 is a sum of terms of the form‖ξu‖4,m and‖eu‖4,m, this completes
the induction.

Recall that, forφ ∈ 0(M,E1), the almost CR structureφT ′′ is integrable exactly
whenP(φ) = ∂̄1φ+R2(φ) = 0. With this in mind, we state the following propo-
sition (cf. [A2, Prop. 3.12, p. 813]).

Proposition 7.3. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR mani-
fold of dimension5. Then, for each positive integerm ≥ n, there exists a positive
constantc̃m such that

‖∂̄∗1LR2(φ)‖0,m ≤ c̃m‖φ‖24,m
for all φ ∈0(M,E1).

Proof. The proof of this proposition is simply the fact that∂̄∗1, L, andR2 take
derivatives only in theC⊗H directions; thus̄∂∗1LR2(φ) can be written in a local
frame for0T ′ as a homogeneous quadratic polynomial (in the coefficients ofφ

and their derivatives) in which each monomial has a total of no more than four
C⊗H derivatives. The assumption thatm ≥ n and the Sobolev embedding the-
orem then yield the result.

Thus Proposition 7.3 combined with Lemma 7.2 in the caseψ = ∂̄∗1LR2(φ) yields
the following theorem.

Theorem 7.4. Let (M, 0T ′′) be a compact, strictly pseudoconvex CR manifold
of dimension5. For each integerm ≥ n, there exists a constantĉm > 0 such that

‖N∂̄∗1LR2(φ)‖4,m ≤ ĉm‖φ‖24,m
for all φ ∈0(M,E1).

We now use Theorem 7.4 to prove the main theorem of this section, Theorem7.1.
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Proof of Theorem7.1. We will solve this problem first in a Banach space. Com-
plete0(M,E1) with respect to the norm‖·‖2,m for some integerm ≥ n to obtain
a Banach space, which we denote by02,m(M,E1). Consider the Banach analytic
map from02,m(M,E1) to itself given by

φ 7→ φ +N∂̄∗1LR2(φ).

Theorem 7.4 implies thatφ ∈ 02,m(M,E1) is actually mapped to another element
of 02,m(M,E1). This is clearly an analytic local isomorphism. The Banach in-
verse mapping theorem then gives us an analytic inverse map, that is, an analytic
functions 7→ φ(s) from 02,m(M,E1) to itself such that

φ(s)+N∂̄∗1LR2(φ(s)) = s, s ∈02,m(M,E1). (7.5)

Our family (7.5) is locally (near the origino) parameterized by the analytic set
T defined in (7.2). To see this precisely, notice that equation (7.5) implies that, for
t ∈H,

∂̄1φ(t)+ ∂̄1N∂̄
∗
1LR2(φ(t)) = 0 (7.6)

(becausē∂1= 0 onH). Combining this with the definition ofT, we see that

T = {t ∈H : P(φ(t)) = 0}.
Sinceφ(t) depends complex analytically ont ∈ T, our T is a complex analytic
subset ofH.

8. Proof of Versality

In this section we prove that the family of CR structures constructed in Theorem 7.1
is versal—at least with respect to deformations of the complex structure parame-
terized by smooth complex manifolds. In order to define the notion of versality,
we first make clear our definition of deformations of a complex manifoldU. (In
practice,U will be a complex neighborhood of our CR manifoldM, which is em-
bedded as a hypersurface in a complex manifoldN.) A family of deformationsof
the complex manifoldU is a triple(U, π, S)—with S ⊂ Ck a complex analytic
subset containing the origino, U a complex analytic space, andπ : U → S a com-
plex analytic mapping—such that there exists a diffeomorphismq : U × S → U
satisfyingπ B q = π2 : U × S → S, whereπ2 is the projection onto the second
factor.

Such a family of deformations gives rise to a family of smooth embeddings
εs : U → U defined byεs(x) = q(x, s) for eachs ∈ S. The image ofεs is the fiber
π−1(s), which is a complex analytic submanifold ofU . Therefore, each such em-
bedding in turn induces an integrable complex structure onU,which we denote by
ω(s)T ′′, and (provideds is sufficiently nearo) a correspondingT ′U -valued 1-form
ω(s) ∈ 0(U, T ′U ⊗ (T ′′U)∗) that depends complex analytically onS and is de-
fined by

ω(s)T ′′ = {X̄ + ω(s)(X̄) : X̄∈ T ′′U}.
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Conversely, by the Newlander–Nirenberg theorem, if such anω(s) is given (at
least in the case in whichS is nonsingular) then we can construct a family of de-
formations(U, π, S) of the complex manifoldU.

Now suppose(M, 0T ′′) is a strictly pseudoconvex CR manifold. A family of de-
formations(M,φ(t) T ′′, T ) of CR structures overM is said to beversalif, whenever
(M, 0T ′′) is embedded as a real hypersurface in ann-dimensional complex mani-
fold N and(U, π, S) is any deformation of the complex structure on a neighbor-
hoodU ofM inN,we have the following two conditions. First, there exists a neigh-
borhood of the originS ′ ⊂ S for which there is a holomorphic maph : S ′ → T

and smooth embeddingsf(s) : M → π−1(s) for all s ∈ S ′ such thath(o) = o and
f(o) is the identity map. Second, we note thatω(s) induces a CR structure over
M when we considerM embedded inU via f(s). Let us denote this CR structure
by ω(s)·f(s)T ′′. If s is sufficiently close to the origin, this defines a unique defor-
mation tensorω(s) · f(s)∈0(M, T ′ ⊗ (0T ′′)∗) by

ω(s)·f(s)T ′′ = {X̄ + (ω(s) · f(s))(X̄) : X̄∈ 0T ′′}. (8.1)

Our requirement is that this CR structure be the same as the one induced byφ at
the pointh(s)∈ T :

ω(s) · f(s) = φ(h(s)) for all s ∈ S ′.
We will deal only with smooth deformations—that is, deformations in which
the analytic spaceS is actually a complex manifold rather than a variety with
singularities.

We now state our main theorem of this section.

Theorem 8.1. Suppose(M, 0T ′′) is a compact strictly pseudoconvex CR man-
ifold of real dimension2n − 1 = 5 that is embedded as a real hypersurface in
a complex manifoldN of complex dimensionn = 3. If the family of CR defor-
mations(M, φ(t)T ′′, T ) is a smooth family of deformations, then it is versal with
respect to smooth deformations(that is, with respect to deformations(U, π, S) of
a neighborhoodU ofM in N, where the analytic spaceS is a complex manifold).

Our proof can be modified to work for whenS has a singularity, in which case the
claim would be that the family of CR deformations is versal. We leave this claim
to another paper.

Proof. We must constructh(s) andf(s). Suppose we are given a family of de-
formations of a neighborhoodU ofM, (U, π, S). Let {Uj } be a covering ofU by
coordinate domains, indexed by some finite set. Let{z1

j, z
2
j , z

3
j } be local holomor-

phic coordinates onUj, and letτ ljk(z
1
k, z

2
k, z

3
k) be transition functions:

zlj = τ ljk(z1
k, z

2
k, z

3
k), l = 1,2,3 onUj ∩ Uk.

For brevity, we will write this as

zj = τjk(zk) on Uj ∩ Uk.
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We can extend this to a local coordinate covering{Uj × S} for (U, π, S)with tran-
sition functionsτ ljk(z

1
k, z

2
k, z

3
k, s) defined onUj × S ∩ Uk × S, holomorphic inzjk

and smooth ins. We then use a similar abbreviation as before:

zj = τjk(zk, s) on Uj × S ∩ Uk × S,
with the requirement thatτjk(zk, o) = τjk(zk). For simplicity, we use local com-
plex coordinates{z1

j(s), z
2
j (s), z

3
j (s)} depending complex analytically on the pa-

rameters. That is, each functionzkj (s) is a smooth function onUj and complex
analytic onS, and the corresponding complex structure onπ−1(s) (as an element
of 0(U, T ′U ⊗ (T ′′U)∗)) is determined by

(X̄ + ω(s)(X̄))zkj (s) = 0 for all X̄∈ T ′′U.
Similarly, the induced CR structure defined in equation (8.1) is also determined
locally by

(X̄ + ω(s) · fj(s)(X̄))f lj (s) = 0 for all X̄∈ 0T ′′, (8.2)

wheref lj (s) = zlj B f(s). This equality also means that the mapf(s) is a CR em-
bedding from(M, ω(s)·f(s)T ′′) to π−1(s), with the complex structureω(s).

We must now constructf(s), locally expressed byfj(s) = (f 1
j (s), f

2
j (s),

f 3
j (s)) onUj,which depends complex analytically onS, as well as a holomorphic

maph from S to T ⊂ H satisfying

fj(s) = τjk(fk(s), s),
ω(s) · fj(s) = φ(h(s)),

for all s ∈ S (where, if necessary, we may shrinkS to a smaller neighborhood of
o). The proof of the existence of such functions is a standard formal power series
argument. Consider the power series expansions

fj(s) =
∞∑
|α|=0

fj |α sα and h(s) =
∞∑
|α|=0

h|α sα.

We are using multi-index notation, so ifs = (s1, . . . , sr ) andα = (α1, . . . , αr) then
|α| = α1+ · · · + αr andsα = sα1

1 · · · sαrr . In general, ifF is any vector-bundle-
valued function ofs, then we will use the notationκmF to mean the part of the
power series forF(s) abouts = 0 that is homogeneous of orderm in s. For such
homogeneous polynomials, we will use a subscript(k) to indicate the degree ins.
Similarly, a superscript(k) will indicate a (not usually homogeneous) polynomial
of degreek in s.

First we formally construct these power series; then we prove convergence. Let
f
(m)
j andh(m) be themth partial sums in the preceding power series expansions:

f
(m)
j (s) =

m∑
|α|=0

fj |α sα and h(m)(s) =
m∑
|α|=0

h|α sα.

We constructf (m)j (s) andh(m)(s) formally by induction onm.
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At any stepm, we wish to havef (m)j andh(m) satisfy

f
(m)
j (s) = τjk(f (m)k (s), s)+O(|s|m+1),

ω(s) · f (m)j (s) = φ(h(m)(s))+O(|s|m+1),

}
(8.3)

for s ∈ S nearo.
At our initial step (i.e., atm = 0), we definef (0)j (s) = zj(s) andh(0)(s) = 0.

These obviously satisfy our criterion (8.3).
Now we assume that we have already constructedf

(m)
j andh(m) satisfying (8.3).

To begin our construction off (m+1)
j andh(m+1), we define a polynomialgj |(m+1)

onUj, homogeneous of degreem+1 in s, such that

f
(m)
j (s)+ gj |(m+1)(s) = τjk(f (m)k (s)+ gk|(m+1)(s), s)+O(|s|m+2). (8.4)

(In this way,gj |(m+1) is a rough first approximation ofκm+1(f
(m+1)
j ), the homo-

geneous part off (m+1)
j in degreem + 1.) To do this, we construct vector-valued

polynomialsσjk|(m+1) onUj ∩ Uk, again homogeneous of degreem + 1 in s, by
the relation

σjk|(m+1)(s) = τjk(f (m)k (s), s)− f (m)j (s)+O(|s|m+2). (8.5)

This definition ofσjk|(m+1) makes sense because the induction hypothesis (8.3) im-
plies that the right-hand side of equation (8.5) has only terms of orderm+ 1 and
higher ins. We use theseσjk|(m+1) and a partition of unity{ρj } subordinate to the
covering{Uj } to define

gj |(m+1)(s) =
∑
k

ρkσjk|(m+1)(s). (8.6)

We will show that suchgj |(m+1) satisfy (8.4). To do this, we need to know how
gj |(m+1) (orσjk|(m+1)) transforms over different coordinate charts. We have the fol-
lowing lemma (cf. [AM1, Lemma 3.2, p. 828]).

Lemma 8.2. OnUj ∩ Uk ∩ Ul,

σjk|(m+1)(s)+ ∂τjk
∂zk

(f
(m)
k (s), s)σkl|(m+1)(s) = σjl|(m+1)(s)+O(|s|m+2). (8.7)

Proof. By the definition ofσjk|(m+1),

σjk|(m+1)(s) = τjk(f (m)k (s), s)− f (m)j (s)+O(|s|m+2).

We replacef (m)k (s) with τkl(f
(m)
l (s), s)− σkl|(m+1)(s) to obtain

σjk|(m+1)(s) = τjk(τkl(f (m)l (s), s)− σkl|(m+1)(s), s)− f (m)j (s)+O(|s|m+2).

We expand the first term on the right-hand side in a power series about the point
(zk, s) = (τkl(f (m)l (s), s), s); this implies
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σjk|(m+1)(s) = τjk(τkl(f (m)l (s), s), s)− ∂τjk
∂zk

(τkl(f
(m)
l (s), s), s)σkl|(m+1)(s)

− f (m)j (s)+O(|s|m+2)

= τjl(f (m)l (s), s)− ∂τjk
∂zk

(f
(m)
k (s), s)σkl|(m+1)(s)

− f (m)j (s)+O(|s|m+2). (8.8)

(In the last line we have used the inductive hypothesis (8.3) and Taylor’s theorem
applied to∂τjk/∂zk; any error term involvingσkl|(m+1)(s) multiplied either by it-
self or byO(|s|m+1) can be absorbed intoO(|s|m+2).) The first and third terms
simplify to σjl|(m+1)(s) moduloO(|s|m+2) and so equation (8.8) reduces to equa-
tion (8.7). This proves the lemma.

Lemma 8.3. Withgj |(m+1) defined by(8.6),f (m)j +gj |(m+1) transforms as in equa-
tion (8.4).

Proof. From the definition ofgj |(m+1) and (8.7),

gj |(m+1)(s) =
∑
l

ρlσjl|(m+1)(s)

= σjk|(m+1)(s)+
∑
l

ρl
∂τjk

∂zk
(f

(m)
k (s), s)σkl|(m+1)(s)+O(|s|m+2)

= σjk|(m+1)(s)+ ∂τjk
∂zk

(f
(m)
k (s), s)gk|(m+1)(s)+O(|s|m+2). (8.9)

Thus

f
(m)
j (s)+ gj |(m+1)(s)

= f (m)j (s)+ σjk|(m+1)(s)+ ∂τjk
∂zk

(f
(m)
k (s), s)gk|(m+1)(s)+O(|s|m+2)

= τjk(f (m)k (s), s)+ ∂τjk
∂zk

(f
(m)
k (s), s)gk|(m+1)(s)+O(|s|m+2).

By Taylor’s theorem, this is equivalent to (8.4).

To define the next term in our formal power series, we will write locally

f
(m+1)
j (s) = f (m)j (s)+ gj |(m+1)(s)+ ζj |(m+1)(s),

h(m+1)(s) = h(m)(s)+ h(m+1)(s),
(8.10)

whereζj |(m+1) is the local expression for a homogeneous polynomialζ(m+1) of
degreem + 1 in s with values in0(M, T ′) and whereh(m+1) is a homogeneous
polynomial of degreem + 1 with values inH. Since the transformation law for
sections ofT ′ is

ζj |(m+1) = ∂τjk

∂zk
ζk|(m+1),

it follows that our prospectivef (m+1)(s) transforms the correct way:
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f
(m)
j (s)+ gj |(m+1)(s)+ ζj |(m+1)(s)

= τjk(f (m)k (s)+ gk|(m+1)(s)+ ζk|(m+1)(s), s)+O(|s|m+2).

We still must constructζ(m+1) andh(m+1) so thatf (m+1)
j (s) andh(m+1)(s), de-

fined as in equation (8.10), satisfy the inductive hypothesis (8.3). Note first that,
by equation (8.2), the CR structure defined byf (m+1)(s) must satisfy(
X̄ + (ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ ζj |(m+1)(s))(X̄)

)
(f

(m)
j (s)

+ gj |(m+1)(s)+ ζj |(m+1)(s)) = 0.

From this it follows that

ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ ζj |(m+1)(s))

= ω(s) · (f (m)j (s)+ gj |(m+1)(s))+ ∂̄T ′ζj |(m+1)(s)+O(|s|m+2).

On the other hand, from the definition it is clear (see equation (7.5)) that the map
φ linearizes to the identity, so

φ(h(m)(s)+ h(m+1)(s)) = φ(h(m)(s))+ h(m+1)(s)+O(|s|m+2).

Finding solutions to the second equation in (8.3) is thus reduced to the following
theorem.

Theorem 8.4. There are vector-valued polynomialsζ(m+1) andh(m+1), homoge-
neous ins of degreem+ 1, solving

ω(s) · (f (m)j (s)+ gj |(m+1)(s))+ ∂̄T ′ζ(m+1)(s)

= φ(h(m)(s))+ h(m+1)(s)+O(|s|m+2), (8.11)

whereζ(m+1) takes values in0(M, T ′) and whereh(m+1) takes values in the finite-
dimensional harmonic spaceH ⊂ 0(M,E1).

The proof of this theorem will follow from several lemmas and propositions.

Proposition 8.5. There is a homogeneous polynomialθ(m+1) of degreem+1 in
s, with values in0(M, 0T ′), such that

ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))∈0(M,E1),

where we have writtenθj |(m+1) for θ(m+1)|Uj .
Proof. Because our CR structure is strictly pseudoconvex, the map

0(M, 0T ′)→ 0(M,F ⊗ (0T ′′)∗),

u 7→ πF ∂̄T ′u,

is an isomorphism. Hence there is a0(M,0 T ′)-valued polynomialθ such that
κm+1(ω(s) · (f (m)j (s)+ gj |(m+1)(s))+ ∂̄T ′θ(s)) is a polynomial that takes values
in 0(M, 0T ′ ⊗ (0T ′′)∗). By the inductive hypothesis, for eachl < m the polyno-
mial κl

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s))

) = κl(ω(s) · f (m)j (s)) already takes values
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in 0(M, 0T ′ ⊗ (0T ′′)∗); thus we may assumeθ = O(|s|m+1). Writing θ(m+1) for
κm+1θ andθj |(m+1) for θ(m+1)|Uj , we thus have

κm+1
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)∈0(M, 0T ′ ⊗ (0T ′′)∗).

To prove the proposition, it suffices to show

κm+1
(
πF ∂̄

(1)
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)) = 0. (8.12)

In order to show this, we first prove the next lemma.

Lemma 8.6.

R2
(
φ(h(m)(s))

) = R2
(
ω(s) · (f (m)j (s))

)+O(|s|m+2) (8.13)

and
R3
(
φ(h(m)(s))

) = R3
(
ω(s) · (f (m)j (s))

)+O(|s|m+2) (8.14)

hold. In particular,R3
(
ω(s) · (f (m)j (s))

) = O(|s|m+2) asφ(t)∈0(M,E1).

Proof. Forψ ∈0(M, T ′ ⊗ (0T ′′)∗), we have thatRk(ψ) (k = 2,3) are the parts
of the deformation equation that are of orderk in ψ. (Of course, eachRk(ψ)
includes first derivatives ofψ.) The expressions forRk are given in equations
(3.4) and (3.5). SinceR2 is quadratic, we may replace eachφ(h(m)(s)) with
ω(s) · (f (m)j (s)) in turn. On the one hand,φ(h(m)(s)) = ω(s) · (f (m)j (s)) +
O(|s|m+1) by the induction hypothesis (8.3). On the other hand,φ(h(m)(s)) itself
satisfiesφ(h(m)(s)) = O(|s|). Together, these facts imply thatR2

(
φ(h(m)(s))

) =
R2
(
ω(s) · (f (m)j (s))

)+O(|s|m+2). The proof forR3 is similar.

Continuing our proof of Proposition 8.5, we remark thatω(s) is, for eachs, an
integrable complex structure. Since(f (m)j (s) + gj |(m+1) + θj |(m+1)) is a CR em-
bedding for eachs modulo terms of orderm+2 and higher, it follows that the CR
structure induced byω(s) is also integrable:

(∂̄(1) + R2 + R3)ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s)) = O(|s|m+2).

Obviously, we may remove the terms of orderm+ 2 and higher to see that

R2
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)
= R2

(
ω(s) · (f (m)j (s))

)+O(|s|m+2).

From the previous lemma,R2
(
ω(s) · (f (m)j (s))

) = R2
(
φ(h(m)(s))

)+O(|s|m+2)

and so

R2
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

) = R2
(
φ(h(m)(s))

)+O(|s|m+2).

A similar computation shows that

R3
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

) = O(|s|m+2)

(and the zero follows from Lemma 8.6). The integrability condition is thus

∂̄ (1)ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))+ R2
(
φ(h(m)(s))

) = O(|s|m+2).
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Becauseφ(t) takes its values in0(M,E1), we haveπF
(
R2
(
φ(h(m)(s))

)) = 0.
Hence

πF
(
∂̄ (1)

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)) = O(|s|m+2).

This is equivalent to equation (8.12) and so proves Proposition 8.5.

Lemma 8.7.

(1− ∂̄1N∂̄
∗
1L)R2

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

) = O(|s|m+2).

Proof. We recall that

P
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

) = O(|s|m+2).

(The map defined on eachUj by f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s) makes sense
globally moduloO(|s|m+2).) Thus

∂̄1ω(s) ·
(
f
(m)
j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)
+ R2

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)) = O(|s|m+2).

We apply the operator 1− ∂̄1N∂̄
∗
1L to this equality. By Proposition 8.5, the left-

hand side is the image of an element of0(M,E1) under∂̄1+ R2, so this makes
sense. The decomposition of Theorem 5.4 implies that(1− ∂̄1N∂̄

∗
1L)∂̄1 = 0, and

from this Lemma 8.7 follows easily.

Proposition 8.8.

∂̄1
[
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))− φ(h(m)(s))

] = O(|s|m+2).

Proof. The first term on the left-hand side satisfies

∂̄1ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

+ R2
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s))

) = O(|s|m+2),

as we have seen in the proof of Proposition 8.5. By the construction ofφ(t) (equa-
tion (7.6)), we have

∂̄1φ(h
(m)(s))+ ∂̄1N∂̄

∗
1LR2

(
φ(h(m)(s))

) = 0.

Taking the difference of the last two equations implies

∂̄1
[
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))− φ(h(m)(s))

]
+ ∂̄1N∂̄

∗
1L
[
R2
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

)
− R2

(
φ(h(m)(s))

)]
+ (1− ∂̄1N∂̄

∗
1L)

(
R2
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))

))
= O(|s|m+2).

The proposition then follows from Lemmas 8.6 and 8.7.
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Proof of Theorem 8.4.We wish to solve equation (8.11), which can be written as

ω(s) · (f (m)j (s)+ gj |(m+1)(s))− φ(h(m)(s))
= −∂̄T ′ζ(m+1)(s)+ h(m+1)(s)+O(|s|m+2). (8.15)

We begin by solving

ω(s) · (f (m)j (s)+ gj |(m+1)(s)+ θj |(m+1)(s))− φ(h(m)(s))
= −∂̄T ′η(m+1)(s)+ h(m+1)(s)+O(|s|m+2) (8.16)

for η(m+1) andh(m+1). By Proposition 8.8, the left-hand side of this equation is in
the kernel of∂̄1 moduloO(|s|m+2). The decomposition of Theorem 5.4 implies
that ∂̄T ′η(m+1) andh(m+1), defined as follows, satisfy equation (8.16):

∂̄T ′η(m+1)(s) = −κm+1
[
DD∗N

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)

+ θj |(m+1)(s))− φ(h(m)(s))
)];

h(m+1) = κm+1
[
H
(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)

+ θj |(m+1)(s))− φ(h(m)(s))
)]
.

SinceDD∗ = ∂̄0ρρ
∗∂̄∗0 and sincē∂T ′ = ∂̄0 for elements ofH0 ⊂ 0(M, T ′), we

may defineη(m+1) locally by

ηj |(m+1)(s) = −κm+1
[
ρρ∗∂̄∗0N

(
ω(s) · (f (m)j (s)+ gj |(m+1)(s)

+ θj |(m+1)(s))− φ(h(m)(s))
)]
.

To solve equation (8.15) and thus equation (8.11), we simply setζ(m+1) =
θ(m+1) + η(m+1). This ζ and h(m+1) solve equation (8.11), so we have proved
Theorem 8.4.

Continuing our proof of Theorem 8.1, we turn to the proof of convergence of the
formal series. This part of the proof uses the standard method of Kodaira and
Spencer (see [A2; AM1]). We define a Sobolev(0, l )-norm on a power series by
setting

‖fj(s)‖0,l =
∞∑
|α|=0

‖fj |α‖0,lsα and ‖h(s)‖0,l =
∞∑
|α|=0

‖h|α‖0,lsα.

Consider the power series

A(s) = b

16c

∞∑
|α|=1

(
c|α|

|α|2
)
sα; (8.17)

this series converges for any positivec. Moreover, for positivebwe haveA(s)2�
(b/c)A(s), where� means every coefficient of the left-hand side is less than
the corresponding coefficient of the right-hand side. This implies thatA(s)k �
(b/c)k−1A(s) for all integersk ≥ 2. By choosing suitableb andc (see [A2, pp.
842–846] or [AM1, Sec. 3(II), p. 832]) we wish to show, for any integerl ≥ 3, that
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‖fj(s)− zj(s)‖0,l � A(s) and ‖h(s)‖0,l � A(s). (8.18)

(The reason for subtractingzj(s) in (8.18) is becauseA(s) has nos0 term.) By the
Sobolev embedding theorem, this would give us all the convergence and regularity
claimed in Theorem 8.1.

Proof of the convergence (8.18) is done by induction on the partial sums. That
is, we assume that

‖f (m)j (s)− zj(s)‖0,l � A(s) and ‖h(m)(s)‖0,l � A(s); (8.19)

we then establish the same inequality form + 1. The special properties ofA(s)
are used here: we bound the(m+1)th-degree terms with lower-degree terms that
we have previously bounded. Ifb andc are chosen properly then we can bound
sums of powers ofA(s) byA(s) itself.

Theh(m+1) term is well behaved: for anyl there is a constantCl such that the
harmonic projectorH satisfies the estimate

‖Hf ‖0,l ≤ Cl‖f ‖
for anyf ∈0(M,E1). However, we may have to correctζ to ensure convergence
because our construction ofθ(m+1) involved first derivatives off (m)j (s). Recall
from Theorem 8.4 thatζ(m+1) is a solution to equation (8.11), which can be viewed
as a linear̄∂T ′ equation for the standard deformation complex (3.3). BecauseT ′
is a holomorphic vector bundle, by the results of [T] there is a Neumann operator
NT ′ :02(M, T

′⊗(0T ′′)∗)→ 02(M, T
′⊗(0T ′′)∗) satisfyingu = HT ′u+�T ′NT ′u

for all u, where�T ′ = ∂̄T ′ ∂̄∗T ′ + ∂̄∗T ′ ∂̄T ′ andHT ′ is the projection onto ker�T ′ .
Arguing as in [A2], we let

ζ = −κm+1
[
∂̄∗T ′NT ′

(
ω(s) · (f (m)j (s)+ gj |(m+1) + θj |(m+1))− φ(h(m)(s))

)]
and

f
(m+1)
j (s) = f (m)j (s)+ gj |(m+1) + ζj |(m+1).

It is true that there is a first derivative off (m)j in ω(s) · (f (m)j (s)+ gj |(m+1) +
θj |(m+1)) − φ(h(m)(s)), but only in theC ⊗ H direction. In fact, we recall that
ω(s) · f (m)j (s) is defined onUj by

(X̄ + ω(s) · f (m)j (s)(X̄))f
(m)
j (s) = 0, X̄∈ 0T ′′.

(The CR structure defined onUj byω(s) · f (m)j (s)makes sense globally, modulo
O(|s|m+1).) Thus

ω(s) · f (m)j (s)zj(s)+ ω(s) · f (m)j (s)(f
(m)
j (s)− zj(s))+ X̄f (m)j (s) = O(|s|m+2).

By the inductive hypothesis we have

ω(s) · f (m)j (s)zj(s)+ φ(h(m)(s))(f (m)j (s)− zj(s))+ X̄f (m)j (s) = O(|s|m+2),

asφ(h(m)(s)) takes its values in0T ′. Since the composition̄∂∗T ′NT ′ of the ad-
joint operator and the standard Neumann operator gains 1 in this direction, there
is no problem in the convergence of our formal solution. This finishes the proof
of Theorem 8.1.
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