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An Analog of the Classical Invariant Theory
for Lie Superalgebras

Alexander Sergeev

This is a detailed version of my 1992 short announcement [S3]. For prerequisites on
Lie superalgebras seeAppendix 0 andAppendix1, which are mainly borrowed from
Leites’s book [L3]. A draft of this paper was put on the net (math.RT/9810113)
“earlier and independently”, as Cheng and Wang referred to it in their papers
[CW1; CW2], where they elucidate some of the results given here and also give an
interpretation of a formula for projective symmetric functions. Still, a further elu-
cidation will not hurt, and I intend to return to it elsewhere. Meanwhile, recall that
Howe suggested a unified approach to the first and second theorems of the classi-
cal invariant theory: compare [Wy] with [H]. This approach becomes even more
unified in [LSh], where Lie superalgebras that more or less implicitly linger in the
background of [H] become the main characters. In this and a subsequent paper I
consider analogs of these theorems for “classical” Lie superalgebras.

Related are problems on description of the centers ofU(g) (cf. [LS; S1; S5]).
The pioneer here was Berezin [B1; B2; B3], who somewhat differently consid-
ered, to an extent,g = gl, sl, andosp. Scheunert [Sch1; Sch2; Sch3; Sch4] has
reproduced some of my results.

The reader should be aware of a totally different approach to invariant theory
due to Shander [Sd1; Sd2], who justly observes that for Lie superalgebras it is pos-
sible not to restrict oneself to the study of polynomial functions and makes a step
in this purely super direction.

1. Setting of the Problem. Formulation of the Results

1.0. LetV be a finite-dimensional superspace overC and letg be an arbitrary
matrix Lie superalgebra, that is, a Lie subsuperalgebra ingl(V ). Under theclas-
sical invariant theoryfor g we mean the description ofg-invariant elements of the
algebra

A
p,q

k,l = S •(V p⊕5(V )q ⊕ V ∗k ⊕5(V )∗ l),
whereV p denotes the direct sum ofp copies ofV. Clearly,

A
p,q

k,l = S •(U ⊗V ⊕V ∗ ⊗W),
where dimU = (p, q) and dimW = (k, l ). Therefore, Lie superalgebrasgl(U)
andgl(W ) also act onAp,q

k,l ; hence, the enveloping algebraU(gl(U ⊗W)) also
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acts onAp,q

k,l . The elements ofU(gl(U ⊗W)) will be calledpolarization opera-
tors. These operators commute with the naturalgl(V )-action.

A setM of g-invariants will be calledbasicif the algebra of invariants coincides
with the least subalgebra containingM and invariant with respect to polarization
operators.

Hereafter,g is one of the “classical” Lie superalgebras (i.e., simple ones, their
central extensions, and the Lie superalgebras of derivations of the simple ones);
for suchg, I describe a basic set of invariantsM.

Let us introduceZ2-graded sets, the disjoint unions of the “even” and “odd”
elements (the odd elements are barred):

T = T0̄

∐
T1̄= {1, . . . , k, 1̄, . . . , l̄ },

S = S0̄

∐
S1̄= {1, . . . , p, 1̄, . . . , q̄},

I = I0̄

∐
I1̄= {1, . . . , n, 1̄, . . . , m̄}.

In the spacesU,W,V we select bases such that the parity of the basis vector coin-
cides with the parity of its index:

{ut }t∈T , {ws}s∈S, {ei}i∈I .
In V ∗, select the basis{e∗i }i∈I that is left dual to{ei}i∈I . Let

xti = ut ⊗ ei and x∗is = e∗i ⊗ ws.
Let vs be the column vector with coordinatesx∗1s , . . . , x∗m̄s , and letv∗t be the row
vector with coordinatesxt1, . . . , xtm̄. Define the scalar product by setting

(v∗t , vs) =
∑
i∈I

xti x
∗
is for any vs ∈V, v∗t ∈V ∗.

Set

1 = det(xti)t,i∈I0̄, 1∗ = det(x∗is)i,s∈I0̄;
ω = det(xti)t,i∈I1̄, ω∗ = det(x∗is)i,s∈I1̄.

1.1. Theorem. As a basic set of invariants ofgl(V ) in A
p,q

k,l , one can take the
collection of scalar products

(v∗t , vs), where t ∈ T, s ∈ S.
(This statement clearly holds for nonemptyT andS; if at least one ofT andS is
empty then there are no invariants.)

1.1.1. Corollary. The scalar products(v∗s, vt ), wheret ∈ T ands ∈ S, consti-
tute a system of generators ofgl(V )-invariants.

1.2. Theorem. As a basic set of invariants ofsl(V ) in A
p,q

k,l , one can take the
set consisting of
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(a) basic invariants ofgl(V ) and
(b) the collection of the following polynomialsf±k for k ∈N:

fk = (1∗)kωk
∏

t∈I1̄, s∈I0̄
(v∗t , vs) and f−k = 1k(ω∗)k

∏
t∈I0̄, s∈I1̄

(v∗t , vs).

Let us useosp(V ) to denote theorthosymplecticLie superalgebra preserving the
tensor∑

i∈I0̄
e∗i ⊗ e∗n−i+1+

r∑
j=1

(
e∗
m−j+1

⊗ e∗
j̄
− e∗

j̄
⊗ e∗

m−j+1

)
for m = 2r.

Then the inner products

(vs, vt ) =
∑
i∈I0̄

x∗is x
∗
n−i+1t + (−1)p(s)

r∑
j=1

(
x∗
m−j+1s

x∗
j̄t
− x∗

j̄s
x∗
m−j+1t

)
are clearlyosp(V )-invariant. In what follows we will show that there also exists
an invariant polynomial� (Pfaffian) such that

�2 = (det(vs, vt )s,t∈I0̄)
2r+1.

The existence of an evenosp(V )-invariant form determines an isomorphism of
algebras as well as ofosp(V )-modulesAp,q

k,l ' Ap+k,q+l . Therefore, we may (and
will) confine ourselves to the casek = l = 0.

1.3. Theorem. As a basic set of invariants ofosp(V ) in Ap,q, one can take the
set consisting of

(a) the scalar products(vs, vt ) for s, t ∈ S ( for nonemptyS); and
(b) the polynomial�.

1.4. Let dimV = (n, n); let us usepe(V ) to denote theperiplecticLie super-
algebra preserving the tensor∑

i∈I0̄
(e∗i ⊗ e∗ī + e∗ī ⊗ e∗i ).

The inner products

(vs, vt ) =
∑
i∈I0̄

((−1)p(s)x∗is x
∗
īt
+ x∗

īs
x∗it )

are clearlype(V )-invariants.
The existence of an oddpe(V )-invariant form determines an isomorphism of

algebras as well as ofpe(V )-modulesAp,q

k,l ' Ap+l,q+k. Therefore, we may (and
will) assume thatk = l = 0.

1.4.1. Theorem. As a basic set of invariants ofpe(V ) in Ap,q, one can take the
set of the inner products(vs, vt ) for s, t ∈ S ( for nonemptyS).

1.4.1.1. Corollary. The inner products form a system of generators of the al-
gebra ofpe(V )-invariants.
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1.4.2. Theorem. As a basic set of invariants ofspe(V ) in Ap,q, one can take
the set formed by

(a) the basic invariants forpe(V ) and
(b) the collection of the following polynomialsp±k for k ∈N:

pk = 1∗k
∏

s≤t, s,t∈I0̄
(vs, vt ) and p−k = ω∗k

∏
s<t, s,t∈I1̄

(vs, vt ).

1.5. Let dimV = (n, n), and letq(V ) denote the Lie superalgebra preserving
the tensor ∑

i∈I0̄
(ei ⊗ e∗ī + eī ⊗ e∗i ).

The expression

[v∗t , vs ] =
∑

(xitx
∗
īs
+ xīs x∗is) for any t ∈ T0̄, s ∈ S0̄

is clearly aq(V )-invariant. Since there is an isomorphism of algebrasA
p,q

k,l '
A
p+q
k+l as well as ofq(V )-modules, we may (and will) assume thatq = l = 0.

1.5.1. Theorem. As a basic set of invariants ofq(V ) in A
p

k , one can take the
collection of inner products

(v∗t , vs), [v∗t , vs ] for any t ∈ T0̄, s ∈ S0̄.

(This statement clearly holds for nonemptyT0̄ andS0̄; if at least one of them is
empty then there are no invariants.)

Corollary. The inner products form a system of generators of the algebra of
q(V )-invariants.

LetZ be a matrix of the form

Z =
(
Z0 Z1

Z1 Z0

)
, where Z0 = {(v∗t , vs)}t,s∈I0̄, Z1= {[v∗t , vs ]}t,s∈I0̄,

and letY be a matrix of the form

Y =
(
Y0 Y1

Y1 Y0

)
, where Y0 = {x∗is}i,s∈I0̄, Y1= {x∗it }i∈I0̄, t∈I1̄. (1.5.0)

In what follows we will prove that, for any partitionλ = (λ1, . . . , λn), where

λ1 > λ2 > · · · > λn > 0, (1.5.1)

the expression composed of queer traces and the queer determinant

qλ = qtrZλ1 · · ·qtrZλn · qetY

is a polynomial.

1.5.2. Theorem. As a basic set of invariants ofsq(V ), one can take

(a) the basic invariants forq(V ) and
(b) the polynomialsqλ, whereλ runs over all partitions of the form(1.5.1).
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2. Preparatory Theorems

2.1. Theorem. Let dimV = (n,m) and dimU = (k, l ) with k ≥ n and l ≥
m. Then the algebraS •(U ⊗ V ) considered as agl(U) ⊕ gl(V )-module can be
represented in the form

S •(U ⊗V ) =
⊕
λ

Uλ ⊗V λ,

whereλ runs over the set of Young tableaux such thatλn+1 ≤ m andUλ andV λ

are irreduciblegl(U)- andgl(V )-modules corresponding to the tableauλ.

Proof. By [S2] we have the following decompositions:

V ∗⊗k =
⊕
λ

(V ∗λ ⊗ Sλ), U⊗k =
⊕
µ

(Uµ ⊗ Sµ).

HereSλ andSµ are irreducibleSk-modules corresponding to the tableauxλ and
µ, respectively.

We then have the following isomorphisms:

S k(U ⊗V ) = S k(U ⊗ (V ∗)∗) = S k(Hom(V ∗, U))

= HomSk
(V ∗⊗k, U⊗k) = HomSk

(⊕
λ

(V ∗λ ⊗ Sλ),
⊕
µ

(Uµ ⊗ Sµ)
)

=
⊕
λ,µ

Hom(V ∗λ, Uµ)⊗ HomSk
(Sλ, Sµ) =

⊕
λ

Uλ ⊗ (V ∗λ)∗

=
⊕
λ

(Uλ ⊗V λ).

All these isomorphisms aregl(U)- andgl(V )-isomorphisms.

The following theorem is similar to Theorem II.5.A from [Wy].

2.2. Theorem. Let g be a Lie subsuperalgebra ingl(V ). If M is a basic sys-
tem of g-invariants inAn,m

n,m, thenM is also a basic system of invariants in the
algebraA

p,q

k,l for anyk, p ≥ n andq, l ≥ m.
Proof. Let U1 ⊂ U, W1 ⊂ W, and dimU1 = dimW1 = (n,m). By Theorem 2.1
we have

S •(U1⊗V ⊕ V ∗ ⊗W1) = S •(U1⊗V )⊗ S •(V ∗ ⊗W1)

=
⊕
λ,µ

(Uλ
1 ⊗V λ ⊗V ∗µ ⊗Wµ

1 ),

whereλ,µ are Young tableaux such thatλn+1 ≤ m andµn+1 ≤ m.
Similarly,

S •(U ⊗V ⊕ V ∗ ⊗W) =
⊕
λ,µ

(Uλ ⊗V λ ⊗V ∗µ ⊗Wµ),

whereλ andµ are the same here as in the previous expansion.
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The embeddingsU1 ↪→ U andW1 ↪→ W induce an embeddingϕ : An,m
n,m ↪→

A
p,q

k,l that is a(gl(U1)⊕ gl(W1))-homomorphism. Set

(A
p,q

k,l )λ,µ = Uλ ⊗V λ ⊗V ∗µ ⊗Wµ.

Henceϕ((An,m
n,m)λ,µ) ⊂ (Ap,q

k,l )λ,µ, and sinceϕ is also agl(V )-homomorphism it
follows thatϕ((An,m

n,m)
g) ⊂ (Ap,q

k,l )
g. The elements of the space(Ap,q

k,l )
g
λ,µ will be

calledg-invariants of type(λ, µ).
Let f be ag-invariant highest vector of type(λ, µ) with respect to a Borel sub-

algebra ingl(U1)⊕gl(W1). If we select a Borel subalgebra ingl(U)⊕gl(W ) that
preservesU1 andW1, thenf is still a highest vector for such a subalgebra. This
proves that, as a(gl(U)⊕gl(W ))-module,(Ak,l

p,q)
g
λ,µ is generated by the subspace

ϕ((An,m
n,m)

g
λ,µ) and the theorem is proved.

2.2.1. Remark. One can similarly show that:

(a) if M is a basic system of invariants forAn,m then it is also a basic system of
invariants forAp,q, wherep ≥ n andq ≥ m;

(b) if M is a basic system of invariants forAn
n then it is also a basic system for

any algebraAp

k , wherep, k ≥ n.
Let A be a supercommutative superalgebra overC and letL be ag-module; set
LA = (L⊗A)0̄ andgA = (g⊗A)0̄. Then the elements ofS •(L∗) can be considered
as functions onLA with values inA. Let l ∈LA = (L⊗ A)0̄ = (Hom(L∗, A))0̄.
Hence,l determines a homomorphismϕl : S •(L∗) → A. For f ∈ S •(L∗), set
f(l) = ϕl(f ). Notice thatgA naturally acts onLA and on the algebra of functions
onLA.

2.3. How to Describe g-Invariants in Terms of the Point Functor. The
following result from [S1; S3] essentially means that, ifA is a Grassmann super-
algebra with “sufficiently large” number of generators, then for the description of
invariants ofg or the corresponding Lie supergroupG it suffices to confine our-
selves toA-points. We recall the language of points (see Appendix 1). Observe
that, instead of a functor inA or a tower of sets ofA-points, Berezin [Be1; Be2;
Be3] considered just one Grassmann superalgebraA with an infinite (countably
many) number of generators; however, such an approach may lead to complica-
tions occasioned by the infinite number of generators.

Statement [S3]. LetA be a Grassmann superalgebra with the number of gen-
erators greater thandimL1̄. An element ofS •(L∗) is a g-invariant if and only if,
considered as a function onLA, it is invariant with respect togA.

Corollary. LetGA be the connected Lie group corresponding to the Lie alge-
bra gA. Then an element ofS •(L∗) is ag-invariant if and only if, as a function on
LA, this element isGA-invariant.

Let
L = V p⊕5(V )q ⊕ V ∗k ⊕5(V )∗ l .
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ThenS •(L∗) = A
p,q

k,l and the spaceLA can be considered as the set of collections

L = (v1, . . . , vp, v1̄, . . . , vq̄ , v
∗
1, . . . , v

∗
k, v
∗
1̄, . . . , v

∗
l̄
); (2.3)

herevs ∈V ⊗A andv∗t ∈HomA(V ⊗A,A), and their parities coincide with par-
ities of their indices. The vectors will be expressed by means of right coordinates
and covectors by means of left coordinates:

vs =
∑
i

eia
∗
is , v∗t =

∑
i

atie
∗
i .

If we consider the elements of the algebraA
p,q

k,l as functions onL, then

x∗is(L) = a∗is and xti(L) = ati .
In gl(V ), introduce aZ-grading by setting

gl(V )+ = {A∈ gl(V ) : AV0̄ = 0, AV1̄⊂ V0̄},
gl(V )0 = gl(V )0̄,

gl(V )− = {A∈ gl(V ) : AV1̄= 0, AV0̄ ⊂ V1̄}.
Denote byb+(V ) the Borel subalgebra that consists of even upper triangular matri-
ces in the basis{ei}i∈I , and letb−(V ) be the set of even lower triangular matrices.

We will apply similar notations togl(U) andgl(W ).

3. Invariants for the Lie Superalgebra gl(V )

Proof of Theorem 1.1. ByTheorem 2.2, it suffices to consider the case of the
algebraAn,m

n,m. By the corollary to Theorem 2.3, we must consider functions on
collections

L = (v1, . . . , vn, v1̄, . . . , vm̄, v
∗
1, . . . , v

∗
n, v
∗
1̄, . . . , v

∗
m̄) (3.1)

contained in the algebra generated by coordinate functions and invariant with re-
spect to the Lie group GL(V ⊗ A). Denote byM the set of collections such that
the vectors

(v1, . . . , vn, v1̄, . . . , vm̄)

form a basis inV ⊗ A. If we considerM as an algebraic variety, then in Zariski
topology it is dense in the space of all collections. Iff is a GL(V ⊗A)-invariant
andL ∈ M, then there existsg ∈ GL(V ⊗ A) such thatgvs = es for s ∈ I ;
therefore,

f(L) = f(gL) = f(e1, . . . , em̄, gv
∗
1, . . . , gv

∗
m̄)

andf(L) is a polynomial in coordinates of the vectorsgv∗t . But

(gv∗t , es) = (v∗t , g−1es) = (v∗t , vi) =
(
vs =

∑
i

eia
∗
is , v

∗
t =

∑
i

atie
∗
i

)
.

Hence, the theorem is proved. Its corollary is true because the polarization oper-
ators turn inner products into inner products.
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4. Invariants of the Lie Superalgebrasl(V )

By the same reasons as given forgl(V ), it suffices to confine ourselves to the case
of the algebraAn,m

n,m. First, let us find out for whichλ,µ there exist invariants in
(An,m

n,m)λ,µ; then we construct an invariant of type(λ, µ). The tableauxλ andµ
are calledequivalentif the modulesV λ andV µ have the same highest weight as
sl(V )-modules.

4.1. Lemma. The tableauxλ andµ are equivalent if and only if one of the fol-
lowing two cases holds:

(a) λ = µ; or
(b) λ 6= µ and bothλ andµ contain a rectangle of sizen × m such that there

exists ak ∈Z+ that yieldsµ when we deletek cells from the firstm columns
of λ and add thesek cells to each of the firstn rows of λ. If k < 0, then we
delete the cells from the rows and add them to the columns.

Proof. The case (a) is obvious.
For case (b), letλ 6= µ and letχλ, χµ be highest weights of modulesV λ,V µ

with respect tob+(V ). We take the coordinates of the highest weight with respect
to the Cartan subalgebra consisting of diagonal matrix units.

If γ = (1, . . . ,1,−1, . . . ,−1) thenχλ−χµ = kγ,wherek ∈Z. Let k > 0; then
(χµ)m̄ > 0 andµn ≥ m. It follows thatλn = k + µn > m, that is, both tableaux
contain ann×m rectangle. The casek < 0 is treated similarly. The statement of
the lemma is now completely proved.

4.2. Lemma.

dim(V λ ⊗V ∗µ)sl(V ) =
{

1 if λ andµ are equivalent,

0 otherwise.

In the proof of this lemma we need basics of the notion of a typical representation
(typical module and highest weight). In this paper it suffices to know that, roughly
speaking, the highest weight of the irreducibleg-module istypical if is induced
from a representation ofg0̄.

For the reader interested in further representation theory, recall that Kac [K1;
K2] termed the generic highest weights of irreducible finite-dimensional modules
over simple Lie superalgebras with Cartan matrixtypical weights and described
conditions for the coordinates of the highest weight to be typical in certain “sim-
plest” system of simple roots. Using “odd reflections”, Penkov [P2] and Serganova
[Se] were able to extend Kac’s conditions to any system of simple roots. The term
“typical” became popular, and the description of typical highest weights was gen-
eralized on Lie superalgebras without Cartan matrix. For the periplectic and queer
series, the conditions for typicality were established by Leites [L2] and Penkov
[P1], respectively.

Proof of Lemma 4.2.Since(V λ⊗V ∗µ)sl(V ) = Homsl(V )(V
µ,V λ), it is clear that

the sl(V )-invariants of type(λ, µ) that are distinct fromgl(V )-invariants exist
only if λ andµ correspond to typical modules and are equivalent.
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4.3. Lemma. LetM andN be finite-dimensionalgl(V )0-modules. Set

gl(V )+M = 0 and gl(V )−N = 0.

Then

indgl(V )
gl(V )0⊕gl(V )+(M)⊗ indgl(V )

gl(V )0⊕gl(V )−(N ) = indgl(V )
gl(V )0

(M ⊗N). (∗)
Proof. Since the dimensions of both modules in(∗) are the same, it suffices to
show that the submodule generated byM⊗N in the LHS coincides with the whole
module.

Select bases{Xα}α>0 in gl(V )+ and{Yβ}β<0 in gl(V )−, and letL be thegl(V )-
submodule generated byM ⊗N. Consider an element

u = Yβ1 . . . Yβlm⊗Xα1 . . . Xαkn, wherem∈M, n∈N.
We shall prove by induction onk + l thatu ∈ L. For k + l = 0, the statement is
obvious. Letk + l > 0 and

ũ = Yβ2 . . . Yβlm⊗Xα1 . . . Xαkn.

By inductive hypothesis,̃u∈L; henceYβ1ũ∈L. Furthermore,

u = Yβ1ũ± Yβ2 . . . Yβlm⊗ Yβ1Xα1 . . . Xαkn

and

Yβ1Xα1 . . . Xαkn = [Yβ1, Xα1]Xα2 . . . Xαkn−Xα1[Yβ1, Xα2]Xα3 . . . Xαkn

+ · · · ±Xα1 . . . Xαk−1[Yβ1, Xαk ]n.

By induction we haveYβ2 . . . Yβlm⊗ Yβ1Xα1 . . . Xαkn∈L.
4.4. Lemma. Let g = gl(V ) or sl(V ) and letL be ag-module. If u ∈ L is a
g0-invariant, then ∏

α

Xα
∏
β

Yβu

(∏
β

Yβ
∏
α

Xαu

)
is ag-invariant ( perhaps equal to zero).

Proof. Straightforward verification with the help of the multiplication table forg.

Let λ = (mn+k) andµ = ((m + k)n); then, inA
n,0
0,m = S •(V ∗n ⊕ 5(V )m), by

Lemma 4.2 there exists an invariant of type(λ, µ). It is not difficult to see that
this invariant is unique up to a constant factor. The submodule generated by this
invariant is isomorphic to(Vol5(V ))⊗k. Recall that Vol(V ) is thegl(V )-module
determined by the supertrace (or, on the supergroup level, by the Berezinian or the
superdeterminant).

Similarly, in the algebraA0,m
n,0 = S •(V n⊕5(V )∗m) there exists a uniquesl(V )-

invariant of type(µ, λ), and the module generated by this invariant is isomorphic
to (Vol V )⊗k.

An explicit description of these invariants (as polynomialsf±k) was given in
Theorem 1.2.
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4.5. Lemma. For k ∈N, the polynomials

fk = (1∗)kωk
∏

t∈I1̄, s∈I0̄
(v∗t , vs) and f−k = 1k(ω∗)k

∏
t∈I0̄, s∈I1̄

(v∗t , vs)

are sl(V )-invariant.

Proof. Considerfk for k > 0 (the casek < 0 is similar). Select bases{Xα}α>0 in
gl(V )+ and{Yβ}β<0 in gl(V )−, and setX = ∏α Xα andY = ∏β Yβ. We intro-
duce the polynomials

5∗10 =
∏

i∈I1̄, s∈I0̄
x∗is and 510 =

∏
t∈I1̄, i∈I0̄

xti . (4.5.0)

This yields

X(1∗m+k) = c11
∗k5∗10, (4.5.1)

YX(1∗m510) = c2

∏
t∈I1̄, s∈I0̄

(v∗t , vs), (4.5.2)

YX(1∗m+kωk510) = c31
∗kωk

∏
t∈I1̄, s∈I0̄

(v∗t , vs), (4.5.3)

wherec1, c2, c3 are nonzero constants.
Indeed, considerS •(V ∗n)µ with µ = ((m + k)n). The elements1∗m+k and

1∗k5∗10 belong toS •(V ∗n)µ, and

gl(V )−(1∗m+k) = gl(V )+(1∗k5∗10) = 0.

Since the module corresponding toµ is a typical one, the equality (4.5.1) holds.
Now considerS •(V ∗n ⊕ 5(V )m)λ,λ with λ = (mn). We have dimUλ =

dimWλ = 1 for thisλ and hence there exists only one invariant of type(λ, λ):∏
t∈I1̄, s∈I0̄

(v∗t , vs).

On the other hand,1∗m510 belongs toV λ⊗V ∗λ and is agl(V )0-invariant. Lem-
mas 4.3 and 4.4 then imply (4.5.2).

Finally,

YX(1∗m+kωk510) = Y(c11
∗k5∗10ω

k510)

= c11
∗kωkY(5∗10510) = c1c21

∗kωk
∏

t∈I1̄, s∈I0̄
(v∗t , vs);

by Lemma 4.4, this expression is ansl(V )-invariant. The proof is complete.

4.6. Proof of Theorem 1.2. It suffices to construct an invariant polynomial in
(An,m

n,m)λ,µ for λ andµ as described in Lemma 4.1 that depends only on the poly-
nomialsfk and the inner products. Letk > 0 and letλ andµ be chosen as in
Figure 4.6.
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Figure 4.6

Let ϕα be a(b+(U) ⊕ b+(W ))-highest invariant of type(α, α) in the algebra
S •(V n ⊕ V ∗n), and letψβ be a similar invariant of type(β, β) in the algebra
S •(5(V )m⊕5(V )∗m). Then one can verify thatfkϕαψβ is a highest-weight vec-
tor with respect to(b+(U) ⊕ gl(U)+) ⊕ (b+(W ) ⊕ gl(W )−). Clearly, it is an
sl(V )-invariant and its weight corresponds to the pair of tableaux(λ, µ).

The casek < 0 is treated similarly.

5. Invariants of the Lie Superalgebraosp(V )

5.0. Let dimV = (n,2r) andosp(V ) be the Lie superalgebra described in Sec-
tion 1. By Remark 2.2.1, it suffices to confine ourselves to the algebraAn,2r . From
the point of view of Theorem 2.3 we must describe the polynomials that depend
on the set

L = (v1, . . . , vn, v1̄, . . . , v2r ) (5.1)

and that are invariant with respect to the simply connected Lie groupGA whose
Lie algebra is(osp(V )⊗A)0̄, whereA is the Grassmann superalgebra with a suf-
ficiently large number of generators. Denote by OSp(V ⊗ A) the subgroup of
GL(V ⊗ A) whose elements preserve the inner product

(vs, vt ) =
n∑
i=1

x∗is x
∗
n−i+1,t + (−1)p(s)

2r∑
j=1

(
x∗
m−j+1,s

x∗
j̄,t
− x∗

j̄,s
x∗
m−j+1,t

)
and by SOSp(V ⊗A) the subgroup of OSp(V ⊗A) consisting of transformations
with Berezinian= 1. It is not difficult to verify that SOSp(V ⊗A) is precisely the
groupGA discussed previously.

Denote by O(V0̄) the orthogonal group that preserves the form
n∑
i=1

x∗i x
∗
n−i+1.

It is not difficult to verify that the invariance of an element ofAn,m with respect to
OSp(V ⊗A) is equivalent to the simultaneous invariance with respect to OSp(V )

and O(V0̄).
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First, let us prove several lemmas.

5.1. Lemma. LetM be agl(V )0̄-module, and setgl(V )+(M) = 0. Then we
have an isomorphism ofosp(V ) andO(V0̄)-bimodules:

indgl(V )
gl(V )0̄⊕gl(V )+(M) ' indosp(V )

osp(V )0̄
(M).

Proof. We describe a basis inosp(V )1. A nondegenerate form determines a map
A 7→ Ā in gl(V ) such that ¯̄A = (−1)p(A)A. If, in a basis,S is the matrix of the
form preserved byosp(V ) andP is the matrix ofA in the same basis, then

P̄ = S−1P stS,

whereP st is the supertransposed matrix. If{Xα} is a basis ingl(V )−, then
{Xα − X̄α} is a basis inosp(V )1̄ such thatX̄α ∈ gl(V )+. Let

ϕ : indosp(V )
osp(V )0̄

(M)→ indgl(V )
gl(V )0̄⊕gl(V )+ = L

be a homomorphism induced by the natural embeddingM ↪→ L. On L, there
exists a filtrationL0 ⊂ L1 ⊂ · · · ⊂ LN, whereLk is the linear hull off(Xα)m,
m∈M, and degf ≤ k.

Let us prove by induction thatLk ⊂ Imϕ. The casek = 0 is obvious. Let
Lk ⊂ Imϕ; then(Xα − X̄α)Lk ⊂ Imϕ but X̄αLk ⊂ Lk−1. Therefore,XαLk ⊂
Imϕ orLk+1⊂ Imϕ.

The statement on O(V0̄)-modules is obvious, so the lemma is proved.

5.2. Lemma. Let g be a finite-dimensional Lie superalgebra and let the repre-
sentation ofg0̄ in3dimg1̄(g1̄) be trivial. Then, for a finite-dimensionalg0̄-module
M, there exists an isomorphism of vector spaces:

(indg
g 0̄
(M))g ' Mg 0̄.

Proof. We will show that(indg
g 0̄
(M))∗ ' indg

g 0̄
(M ∗) asg-modules. Letg1̄ =

Span(ξ1, . . . , ξp). ThenL = indg
g 0̄
(M) has a natural filtration withg0̄-modules

and, as in Lemma 5.2,L0 ⊂ L1⊂ · · · ⊂ Lp = L.
The map

M → Lp/Lp−1, m 7→ ξ1 . . . ξpm (modLp−1)

induces an isomorphism ofg 0̄-modules:M ∗ ' (Lp/Lp−1)
∗. Therefore, we have

an embedding ofg 0̄-modules

M ∗ → (Lp/Lp−1)
∗ → L∗.

This map induces a homomorphism indg
g 0̄
(M ∗) → L∗. Consider theg-invariant

bilinear form corresponding to this homomorphism:

indg
g 0̄
(M ∗)× indg

g 0̄
(M)→ C,

(m∗, ξ1 . . . ξpm) = m∗(m) for m∗ ∈M ∗, m∈M.
Let u be a nonzero element from the left kernel of the form. Then there exists a
filtration on the moduleT = indg

g 0̄
(M ∗), and the same is true onL. Let u ∈ Tk

butu /∈ Tk−1. Then
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u =
∑

ξi1 . . . ξikm
∗
i1 ... ik

+ uk−1.

Set
v = ξj1, . . . , ξjlm, where {j1 . . . jl} = [1, . . . , p] \ {i1, . . . , ik}.

Then
(u, v) = (ξi1 . . . ξikm∗i1 ... ik , v) = ±m∗i1 ... ik(m) = 0.

Becausem is arbitrary,m∗i1 ... ik = 0 and thusu = uk−1 ∈ Tk−1, a contradiction.
Hence,u = 0. Furthermore,

(indg
g 0̄
(M))g = (indg

g 0̄
(M ∗))∗g = (M ∗)∗g 0̄ = Mg 0̄.

Remark. (1) If g0̄ ⊃ o(n) andM is such that theg1̄ are O(n)-modules and the
O(n)-action in3p(g1̄) is trivial, then the statement of the lemma remains valid for
the mutualg- and O(n)-invariants and the mutualg0̄- and O(n)-invariants.

(2) The following refinement of Lemma 5.2 can be obtained:If m∈M is ag0̄-
invariant, then the correspondingg-invariant vectoru is of the form

u = ξ1 . . . ξpm+ up−1, where up−1∈Lp−1.

Description ofOSp(V ⊗ A)-Invariants

5.3. Theorem. AnyOSp(V ⊗ A)-invariant element fromAp,q is a polynomial
in inner products(vs, vt ), wheres, t ∈ S.
Proof. The proof proceeds by induction on dimV0̄. If dim V0̄ = 0 then the theo-
rem is proved in [Wy], so let dimV0̄ = n > 0. It suffices to show that any invariant
of typeλ with λn+1 ≤ 2r can be expressed in terms of inner products.

Let λ satisfy the conditionλn ≤ 2r. Consider the algebra

An−1,2r =
⊕
λn≤2r

V ∗λ ⊗Wλ.

If {v1, . . . , vn−1, v1̄, . . . , v2r} is a collection of vectors in general position from
V ⊗ A, then after an orthogonalization we may assume that there exists ag ∈
OSp(V ⊗ A) such that

g Span(v1, . . . , vn−1, v1̄, . . . , v2r ) = H = Span(e1, . . . , en−1, e1̄, . . . , e2r ).

Let f ∈ An−1,2r be an invariant with respect to OSp(V ⊗ A), and letf̄ denote
the restriction off ontoH. By the inductive hypothesis,̄f is a function in inner
products(v̄s, v̄t ) with v̄s , v̄t ∈H. Hence,

f(v1, . . . , vn−1, v1̄, . . . , v2r ) = f̄ (gv1, . . . , gv2r )

= F((gvs, gvt )) = F((vs, vt )) for s, t ∈ I \ {n}.
Now, letλn > 2r but λn+1 ≤ 2r. Then thegl(V )-moduleV ∗λ is a typical one;
that is,

V ∗λ = indgl(V )
gl(V )0⊕gl(V )+(M),
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Figure 5.3

whereM is an irreduciblegl(V )0-module. Ifλ is of the form shown in Figure 5.3,
thenM = V ∗α0̄ ⊗V ∗β+δ

′
1̄ .

It is not difficult to verify, for the orthogonal case and (similarly) for the sym-
plectic case, that

dim(V ∗α0̄ )o(V0̄) =
{

1 if α is even,

0 otherwise;

dim(V ∗β+δ
′

1̄ )sp(V1̄) =
{

1 if (β + δ ′)′ is even,

0 otherwise.

These conditions are equivalent to the fact thatλ is even (all rows are of an even
length). Lemmas 5.1 and 5.2 imply that, ifλ is typical, then

dim(V ∗λ)OSp(V⊗A) =
{

1 if λ is even,

0 otherwise.

Further, fors, t ∈ I the inner products(vs, vt ) are algebraically independent. If
we consider the algebraC[(vs, vt )s,t∈I ] as agl(W )-module, then

C[(vs, vt )s,t∈I ] =
⊕

λn+1≤2r

Wλ.

This is a corollary of a general identity forλ-rings (see [M, Sec. 5]). This shows
that if λ is typical and even then there exists an invariant of typeλ depending on
inner products. The induction is completed and thus Theorem 5.3 is proved.

5.4. Lemma. There exists anosp(V )-invariant� such that

�2 = [det(vs, vt )s,t∈I0]
2r+1.

Proof. We have

S •(V ∗n) =
⊕
λn+1=0

V ∗λ ⊗Wλ.

Let λ = ((2r + 1)n); then dimWλ = 1, the moduleV ∗λ is typical, andV ∗λ =
indgl(V )

gl(V )0⊕gl(V )−(M), where dimM = 1 andM = Span(1∗5∗10). By Lemmas 5.1
and 5.2 there exists anosp(V )-invariant

� =
∏
(Xα − X̄α)1∗5∗10+ �̃ =

∏
Xα1

∗5∗10+ �̃1= e ·1∗2r+1+ �̃1.
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Therefore,�2 6= 0 but�2 is an OSp(V ⊗ A)-invariant and its type is equal
to ((4r + 2)n). However, as is easy to see, the algebraS •(V ∗n) has only one
OSp(V ⊗ A)-invariant of such type—namely, [det(vs, vt )s,t∈I0]

2r+1. The lemma
is proved.

5.5. Proof of Theorem 1.3. Letf be anosp(V )-invariant but not an O(V0̄)-
invariant. Letf depend onn − 1 even and 2r odd vectors, and let these vectors
be in general position. Then, as in Theorem 5.3, there exists ag ∈ OSp(V ⊗ A)
such that

g Span(v1, . . . , v2r ) = Span(e1, . . . , e2r ).

Let hen = −en andhei = ei (i 6= n). Then ber(h) = −1 (see Appendix 0) and
f(hgL) = −f(gL) for L as defined in (5.1). On the other hand,f(hgL) = f(gL)
and thusf = 0. This means thatosp(V )-invariants distinct from inner products
can only be of typeλ, corresponding to a typical module.

We can thus apply Lemmas 5.1 and 5.2. The same arguments as in Theorem 5.3
yield that dim(V ∗λ)osp(V ) = 1if (a)λ is typical, (b) its firstn rows are of odd length,
and (c) the remaining rows are of even length; otherwise, dim(V ∗λ)osp(V ) = 0.
(We do not take OSp(V ⊗ A)-invariants into account.) Letλ be as in Figure 5.5.

Figure 5.5

Let us construct an invariant of typeλ. Denote byϕα the invariant of typeα that
is highest with respect tob+(W ) in S •(V ∗n), and letψβ be the invariant of typeβ
that is highest with respect tob+(W ) in S •(5(V )∗2r ). If {Dj } is a basis ofgl(W )−,
then it is not difficult to verify thatψβ

∏
Dj(�ϕα) is (b+(W )⊕ gl(W )−)-highest

and is of typeλ. The theorem is proved.

6. Invariants of the Lie Superalgebrape(V )

Let dimV = (n, n). By Remark 2.2.1, it suffices to consider algebrasAn,n. Denote
by Pe(V ⊗A) the Lie subgroup in GL(V ⊗A) whose elements preserve the inner
products
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(vs, vt ) =
n∑
i=1

((−1)p(s)x∗is x
∗
īt
+ x∗

īs
x∗it ) for s, t ∈ I0.

This is the connected Lie group corresponding to the Lie algebra ofA-points of
the Lie superalgebrape(V ).

6.1. Lemma. For any irreducible typicalgl(V )-module

L = indgl(V )
gl(V )0̄⊕gl(V )+(M) ' indgl(V )

gl(V )0̄⊕gl(V )−(N ),

there is an isomorphism of vector spacesLspe(V ) = Mspe(V )0̄ = Nspe(V )0̄.

Proof. The decomposition (and also theZ-grading)

gl(V ) = gl(V )− ⊕ gl(V )0̄⊕ gl(V )+

induces the decomposition (and also theZ-grading)

spe(V ) = spe(V )− ⊕ spe(V )0̄⊕ spe(V )+.

Select a basis{Yβ}1≤β≤n2 in gl(V )− so that{Yβ}1≤β≤ 1
2
n(n−1) is a basis inspe(V )−.

Similarly, select a basis{Xα}1≤α≤n2 in gl(V )+ so that{Xα}1≤α≤ 1
2
n(n+1) is a basis

in spe(V )+. Consider two gradings of the moduleL:

L+k = Span(f(Xα)n : n∈N, degf = k for all α);
L−k = Span(f(Yβ)m : m∈M, degf = k for all β).

It is not difficult to verify thatL+k = L−
n2−k. Let l be anspe(V )-invariant; then

Xαl = 0 for 1≤ α ≤ 1
2n(n+1). LetX+ =∏Xα for α ≤ 1

2n(n+1); hence,l =
X+f(Xα)n for n∈N and thereforel =∑r≥ 1

2
n(n+1) l

+
r , wherel+r ∈L+r .

We can similarly verify thatl =∑s≥ 1
2
n(n−1) l

−
s for l−s ∈ L−s . This implies that∑

r≥ 1
2
n(n+1) l

+
r =

∑
s≥ 1

2
n(n−1) l

−
s . SinceL−s = L+n2−s , we obtainl ∈ L+1

2
n(n+1)

=
L−1

2
n(n−1)

andl = X+n = X−m,wherem∈M andX− =∏Yβ for β ≤ 1
2n(n−1).

It is clear thatm andn arespe(V )0̄ = sl(V0̄)-invariants. Conversely, ifm and
n aresl(V0̄)-invariants then a straightforward verification shows thatX+n and
X−m arespe(V )-invariants. The statement on bijection is obvious, so the lemma
is proved.

6.2. Proof of Theorem 1.4.1. The proof is via induction on dimV0̄.

The casen = 1 is straightforward, so suppose the theorem holds for dimV0̄ =
n − 1. Let us considerf ∈ S •(V ∗n−1⊕5(V )∗n−1)Pe(V ), where dimV = (n, n).
For the generic vectors (

v1, . . . , vn−1, v1̄, . . . , vn−1

)
,

there exists someg ∈Pe(V ⊗ A) such that

gvi ∈Span
(
e1, . . . , en−1, e1̄, . . . , en−1

) = H.
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Let f̄ be the restriction off toH ; by the inductive hypothesis,f is a polynomial
in inner products yet

f
(
v1, . . . , vn−1

) = f(gv1, . . . , gvn−1

) = F((gvs, gvt )s,t∈I0) = F((vs, vt )s,t∈I0).

Since
S •(V ∗n−1⊕5(V )∗n−1) =

⊕
λn≤n−1

V ∗λ ⊗Wλ,

it remains to demonstrate that the invariants in typical modules can be expressed
in terms of inner products. Letλ be a tableau of the form shown in Figure 6.2a.
Applying Lemma 6.1, we see that an invariant of typeλ exists if and only if there
exists ansl(V0̄)-invariant inM = V ∗α

0̄
⊗ V ∗β+δ ′

1̄
. We have an isomorphism of

spe(V )0̄-modules

M ∼= V ∗α0̄ ⊗V β+δ
′

0̄
= Hom(V α

0̄ ,V
β+δ ′
0̄

)

and thusM contains ansl(V0̄)-invariant ifβ+δ ′−α is a multiple ofγ = (1, . . . ,1).

Figure 6.2

Again by Lemma 6.1, the invariant is of the formX−m and—since we wish it
to bepe(V )-invariant—we need it to be agl(V0̄)-invariant. Its weight is equal to

β + δ ′ − α − (n−1)γ = β + nγ − α − (n−1)γ = β − α + γ = 0;
that is,α = β + γ and the tableauλ should be of the form shown in Figure 6.2b.

Let us explicitly indicate an invariant of such typeλ. The Lie algebragl(W0̄)⊕
gl(W1̄) acts on the algebra

Ã = C[(vi, vj )i∈I0̄, j∈I1̄ ],

and with respect to this actioñA =⊕αW
α
0̄ ⊗Wα

1̄ . Let ϕα be a vector from
Ã of type α that is highest with respect tob+(W ). Then we can verify that∏

1≤i≤j≤n(vi, vj )ϕα is a (b+(W ) ⊕ gl(W )−)-highest vector of typeλ, proving
the theorem.
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7. Invariants of the Lie Superalgebraspe(V )

First, let us construct certainspe(V )-invariant elements in the algebraAn,n.

7.1. Lemma. The polynomials1∗k
∏

s≤t, s,t∈I0̄(vs, vt ) are spe(V )-invariant for
k = 1,2,3, . . . .

Proof. ConsiderA = S •(V ∗n) and letλ = ((n + 1)n). Then, inA, there exists
only one invariant of typeλ:

5+ =
∏

s≤t, s,t∈I0̄
(vs, vt ).

On the other hand, by Lemma 6.1 we have

X−(1∗5∗10) = 5+
(see (4.5.0) for the definition of5∗10). Furthermore, the vector1∗k+15∗10 is a
spe(V )0̄-invariant andgl(V )+(1∗k+15∗10) = 0; hence by Lemma 6.1 we obtain an
invariantX−(1∗k+15∗10). It is not difficult to verify thatX−(1∗) = 0; therefore,

X−(1∗k+15∗10) = 1∗kX−(1∗5∗10) = 1∗k5+
and the lemma is proved.

7.2. Lemma. The polynomialsω∗k
∏

s≤t, s,t∈I0̄(vs̄, vt̄ ) are spe(V )-invariant for
k = 1,2,3, . . . .

Proof. As in Lemma7.1, letλ = ((n+1)n). In An,n, consider the vector

n = 1∗
∏

i∈I0̄, s∈I1̄
X∗is = 1∗5∗10.

It is not difficult to verify thatgl(W )−(1∗5∗10) = 0 and1∗5∗10 is a spe(V )0̄-
invariant that is highest with respect tob+(W ) ⊕ gl(W )− and of typeλ. By
Lemma 6.1,X+n is aspe(V )-invariant (and evenpe(V )-invariant), and clearly it
is highest with respect tob+(W )⊕ gl(W )−. But such is also the invariant

det(vi, vj̄ )i,j∈I0̄
∏

s≤t, s,t∈I0̄
(vs̄, vt̄ ).

Using the notationd = det(vi, vj )i,j∈I0̄ and5− = ∏
s≤t, s,t∈I0̄(vs̄, vt̄ ), we have

X+n = cd5− for c 6= 0. Now consider the vectorω∗kn. By similar arguments,
the expression

X+(ω∗kn) = ω∗kX+n = ω∗kd5−c
is anspe(V )-invariant. Dividing byd yields the statement of the lemma.

Lemma 7.1 implies that, on the group Pe(V ⊗ A), there exists a multiplicative
function

B : B2(g) = ber(g) for g ∈Pe(V ⊗ A).
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Let us denote this function by
√

ber(g); denote by SPe(V ⊗ A) the subgroup
of Pe(V ⊗ A) consisting of matricesg such that ber(g) = 1 and denote by
SSPe(V ⊗ A) the subgroup consisting ofg such that

√
ber(g) = 1. We ob-

serve that SSPe(V ⊗A) is the connected Lie group corresponding to theA-points
of the Lie superalgebraspe(V ).

7.3. Proof of Theorem 1.4.2. Let us findλ for which there exists anspe(V )-
invariant of typeλ that is distinct from inner products. Letλ be atypical. Then
an invariant of typeλ, if any, belongs to the algebraS •(V ∗n−1⊕5(V )∗n−1) and
there exists ak ∈Z such that

f(gL) = (√ber(g)
)k
f(L) for L as in (2.3).

For generic vectors there exists someg ∈Pe(V ⊗ A) such that

gvi ∈Span
(
e1, . . . , en−1, e1̄, . . . , en−1

)
.

Then Span(g−1en, g
−1en̄) and Span

(
e1, . . . , en−1, e1̄, . . . , en−1

)
are orthogonal. By

applying an appropriate transformation from Pe(1),

〈g−1en, g
−1en̄〉 7→ 〈en, en̄〉,

we may assume thatg ∈SSPe(V ⊗ A).
Let hen = aen andhen̄ = a−1en̄ with the other vectors fixed; then

h∈Pe(V ⊗ A) and
√

ber(h) = a.
Besides,f(hgL) = akf(gL) = f(gL) and thusf = 0 if k 6= 0. Therefore,λ
should be typical. By applying Lemma 6.1 we deduce that there exists ak > 0
and thatλ is of the form shown in Figure 4.6, whereβ should be read asα ′ and
m = n.

Finally, we construct invariants of typeλ. Let ϕα be as in Theorem 6.1. Then
ω∗k5−ϕα and1∗k5+ϕα are the invariants desired. The theorem is proved.

8. Invariants of the Lie Superalgebraq(V )

Denote by GQ(V ⊗A) the subgroup in GL(V ⊗A) that preserves the inner product

[v∗t , vs ] =
n∑
i=1

(xti x
∗
īs
+ xtī x∗is) for s, t ∈ I0̄.

As mentioned in Remark 2.2.1, it suffices to confine ourselves to the algebraAn
n =

S •(V n ⊕ V ∗n).
8.1. Proof of Theorem 1.5.1. Let us consider a generic collection

L = (v1, . . . , vn, v
∗
1̄, . . . , v

∗
n̄ ).

There existsg ∈GQ(V ⊗ A) such thatgvi = li (i ∈ I0̄). If f is a GQ(V ⊗ A)-
invariant, then
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f(L) = f(gL) = f(e1, . . . , en, gv
∗
1, . . . , gv

∗
n)

is a polynomial in coordinates ofgv∗t , but (gv∗t , es) = (v∗t , vs) and [gv∗t , es ] =
[v∗t , vs ]. Hence,f is a polynomial in inner products.

9. Invariants of the Lie Superalgebrasq(V )

First, let us prove a theorem which for the Lie superalgebraq(V ) plays the same
role as Theorem 2.1 plays forgl(V ).

9.1. Theorem. Let dimV = (n, n) and dimU = (l, l ). Then we have an iso-
morphism of(q(U)⊕ q(V ))-modules:

S •(2−1U ⊗V ) '
⊕
λn+1=0

2−δ(|λ|)Uλ ⊗V λ.

HereUλ andV λ are irreducibleq(U)- and q(V )-modules corresponding toλ,
whereλ is a strict partition such that

δ(|λ|) =
{

0 if |λ| is even,

1 otherwise.

(For the definition of the module 2−1U ⊗V, see Appendix 1.)

Proof. According to [S1] we have

V ∗⊗k =
⊕

λ:λn+1=0

V ∗λ ⊗ T λ · 2−δ(|λ|), U⊗k =
⊕

µ:µn+1=0

2−δ|µ|Uµ ⊗ T µ.

Hence,

S k(2−1U ⊗V ) = S k(2−1U ⊗ (V ∗)∗) = S k(HomG1(V
∗, U))

= HomGk(V
∗⊗k, U⊗k)

=
⊕
λ,µ

2−δ(|λ|)2−δ(|µ|) Hom(V ∗λ, Uµ)⊗ HomGk(T
λ, T µ)

=
⊕
λn+1=0

2−δ(|λ|)Uλ ⊗V λ,

whereGk = Sk B Ck (see [S1]). The theorem is proved.

Corollary. We have an isomorphism ofq(V )-q(W )-q(U) trimodules:

S •(2−1U ⊗V + 2−1V ∗ ⊗W) '
⊕
λ,µ

2−δ(|λ|)Uλ ⊗V λ ⊗ 2−δ(|µ|)V ∗µ ⊗Wµ ' An
n.

Set
(An

n)λ,µ = 2−δ(|λ|)Uλ ⊗V λ ⊗ 2−δ(|µ|)V ∗µ ⊗Wµ

and call the elements of this module theelements of type(λ, µ). The invariants of
type(λ, µ) will be calledtypical ones ifλn > 0.
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The validity of the following lemma is not difficult to establish.

9.2. Lemma. Let g = q(V ) or sq(V ) and leth be the Cartan subalgebra ing.
Let g+ be the linear span of positive roots andL the finite-dimensionalg-module
generated byLg+ .

ThenL is an irreducibleg-module if and only ifLg+ is irreducible as anh-
module.

9.3. Lemma. Let λ andµ be strict partitions andλn+1 = µn+1 = 0. Then:

(a) dim(V λ ⊗V ∗µ)sq(V ) = 0 if λ 6= µ;
(b) dim(2−δ(|λ|)V λ ⊗V ∗λ)sq(V ) = 1 if λn = 0; and
(c) dim(2−δ(|λ|)V λ ⊗V ∗λ)sq(V ) = 2 if λn > 0.

Proof. Obviously,(V λ ⊗ V ∗µ)sq(V ) ' Homsq(V )(V
µ,V λ). Since the even parts

of Cartan subalgebras ofq(V ) andsq(V ) are identical, the modulesV µ andV λ

are nonisomorphic assq(V )-modules forλ 6= µ; this proves (a).
Letλ = µ andλn = 0. Then(V λ)q+(V ) is an irreducible module by Lemma 9.1

and by [S6] it is of the form

(V λ)q+(V ) = indh
Pλ
(C),

wherePλ is the polarization subordinate to the functionalλ.

For h = Span(e1, . . . , en, e1̄, . . . , en̄), setsh = Span(e1, . . . , en, e1̄ − en̄, . . . ,
e
n−1− en̄). Sinceλn = 0, it follows thaten̄ belongs to the kernel of the form

bλ(f1, f2) = λ([f1, f2]), where f1, f2 ∈ h1̄.

The restriction of the formbλ to (sh)1̄ is thus of the same rank asbλ. Therefore,
the module(V λ)q+(V ) remains irreducible as ansh-module and the type of its ir-
reducibility (G orQ) is the same as that of theh-module. This proves (b).

Let n be even andλn > 0. Setf = ∑n
i=1(1/λi)eī . Then we can verify that

bλ(f, f ) 6= 0 andf is perpendicular to(sh)1̄. This proves that the restriction of the
formbλ to (sh)1̄ is invariant; but dim(sh)1̄= n−1 is odd and so, as thesh-module,
(V λ)q+(V ) is irreducible of typeQ. If n is odd, then(V λ)q+(V ) is of typeQ as the
h-module.

Since the restriction ofbλ to (sh)1̄ is nondegenerate and of an even rank, it fol-
lows that(V λ)q+(V ) is the direct sumI ⊕πI,whereI is an irreduciblesh-module
of typeG. In other words, forλn > 0 the module 2−δ(|λ|)V λ ⊗ V ∗λ contains an
additionalsq(V )-invariant. This proves (c).

9.4. Lemma. Let sq(V ) = sq(V )⊗Span(F ). If ϕ is a typicalq(V )-invariant,
then there exists a unique typicalsq(V )-invariantψ such thatϕ = Fψ.
Proof. By Lemma 9.3, forλn > 0 there are two invariants in the module
2−δ(|λ|)V λ ⊗ V ∗λ: one is aq(V )-invariantϕ and the other is asq(V )-invariant
ψ. Hence,Fψ 6= 0 is clearly aq(V )-invariant and soFψ = cϕ (c ∈C). Setting
ψ = ψ/c, we obtain the statement of the lemma.



134 Alexander Sergeev

9.5. Lemma. Any sq(V )-invariant that is not aq(V )-invariant is of the form
ϕ qetY, whereϕ is aq(V )-invariant andY is given by(1.5.0).

Proof. Let us take a Grassmann algebraAwith a sufficiently large number of gen-
erators and consider the elements of the algebraAn

n as functions on the space of
collections

L = (v1, . . . , vn, v
∗
1, . . . , v

∗
n), vi ∈ (V ⊗ A)0̄, v∗i ∈ (HomA(V ⊗ A,A))0̄.

Let f be ansq(V )-invariant that is not aq(V )-invariant and letM be the set of
collectionsL such that{v1, . . . , vn} is a basis in(V ⊗A)0̄. Denote by SQ(V ⊗A)
the subgroup of transformations from GQ(V ⊗ A) whose queer determinant is
equal to 1. Takeg ∈GQ(V ⊗ A) such thatgei = vi and

hei = ei + eī ξ, heī = eī + eiξ,
whereξ = 1

n
qetg. Thenhg−1∈SQ(V ⊗ A) and

f(L) = f(hg−1L) = f(he1, . . . , hen, hg
−1v∗1, . . . , hg

−1v∗n)

is a polynomial inξ with coordinates ofhg−1v∗i . But ξ = 1
n

qetg = 1
n

qetY and

(hg−1v∗i , ej ) = (v∗i , gh−1ej ) = (v∗i , gej − gej̄ ξ) = (v∗i , vj )− 〈v∗i , vj〉ξ.
The lemma is proved.

9.6. Lemma. Let ϕ be aq(V )-invariant. Thenϕ qetY is a polynomial if and
only if ϕ is a typical invariant.

Proof. First, let us prove (in the notation of Lemma 9.4) that if qtrF = 1 then
F(qetY ) = 1. Indeed, leth be selected as in Lemma 9.5. Then

qetY + Fξ qetY = qet(exp(Fξ)Y )

= qet(exp(Fξ))+ qetY = ξ + qetY ;
hence,F(qetY ) = 1. Let ϕ be a typicalq(V )-invariant. Then, by Lemma 9.4,
there exists a uniquesq(V )-invariantψ such thatϕ = Fψ. On the other hand, by
Lemma 9.5 we haveψ = ϕ1 qetY, whereϕ1 is aq(V )-invariant. Hence

ϕ = Fψ = F(ϕ1 qetY ) = ±ϕ1F(qetY ) = ±ϕ1

and thereforeϕ qetY = ±ψ1 is a polynomial. Since it issq(V )-invariant, it fol-
lows by Lemma 9.2 that it is a typical invariant and thusϕ = F(ϕ qetY ) is also
typical. The lemma is proved.

The preceding arguments show that in order to constructsq(V )-invariants it suf-
fices to construct typicalq(V )-invariants. One of the ways to do so is described
in the following lemma.

9.7. Lemma (Notation from Theorem 1.5.2 and Appendix 0).For any partition
λ such thatλ1 > · · · > λn > 0, the following polynomial is a typicalq(V )-
invariant:

pλ = qtrZλ1 . . .qtrZλn.
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Sketch of Proof.Observe that(An
n)

q(V ) = S •(2−1(U ⊗W)) is a(q(U)⊕ q(W ))-
module such that dimU = dimW = (n, n). Take a superspaceL such that
dimL = (n, n), and fix isomorphismsL ' U andL∗ ' π(W ) that determine
isomorphisms of algebrasS •(q(L)∗) ' (An

n)
q(V ). For an irreducible represen-

tationπ, the functionals strπ (and qtrπ if the representation is of typeQ) are
q(V )-invariant elements of the algebraS •(q(L))∗;moreover, ifπλ corresponds to
the irreducible moduleUλ, then qtrπλ (or strπλ) restricted toS |λ|(q(L)∗) is of
typeλ. The invariant elements are uniquely determined by their restrictions to a
Cartan subalgebra inq(L).

It is easy to verify that strπλ (or qtrπλ) andpλ have identical restrictions.

9.8. Proof of Theorem 1.5.2. Lemma 9.7 provides us with a construction of a
typicalq(V )-invariant and Lemma 9.6 with the construction of ansq(V )-invariant
of typeλ, which completes the proof of the theorem.

Appendix 0. Background

Linear Algebra in Superspaces. Generalities

A superspaceis aZ/2-graded space. For a superspaceV = V0̄ ⊕ V1̄, denote
by 5(V ) another copy of the same superspace but with shifted parity, that is,
(5(V ))ī = Vī+1̄. Thesuperdimensionof V is dimV = p + qε, whereε2 = 1,
p = dimV0̄, andq = dimV1̄. (Usually dimV is shorthanded as a pair(p, q) or
p|q;with the help ofε, the fact that dimV ⊗W = dimV ·dimW becomes lucid.)

A superalgebrais a superspaceA with an even multiplication mapm :
A⊗ A→ A.

A superspace structure inV induces the superspace structure in the space
End(V ). A basis of a superspacealways consists ofhomogeneousvectors; let
Par= (p1, . . . , pdimV )be an ordered collection of their parities. We call Par thefor-
matof the basis ofV. A squaresupermatrixof format (size) Par is a dimV ×dimV

matrix whoseith row andith column are of the same paritypi. The matrix unit
Eij is supposed to be of paritypi + pj, and the bracket of supermatrices (of the
same format) is defined via the “sign rule”:

if something of parityp moves past something of parityq then the sign
(−1)pq accrues; the formulas defined on homogeneous elements are
extended to arbitrary ones via linearity.

An example application of the sign rule is setting

[X, Y ] = XY − (−1)p(X)p(Y )YX

to yield the notion of the supercommutator and the ensuing notions of the super-
commutative superalgebra and the Lie superalgebra (which, in addition to super-
skew commutativity, satisfies the super Jacobi identity—i.e., the Jacobi identity
amended with the sign rule). Thesuperderivationof a superalgebraA is a linear
mapD : A→ A that satisfies the Leibniz rule (and sign rule)

D(ab) = D(a)b + (−1)p(D)p(a)aD(b).
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Usually, Par is of the form(0̄, . . . , 0̄, 1̄, . . . , 1̄); such a format is calledstandard.
In this paper we can do without nonstandard formats, but they are vital in various
questions related to the study of distinct systems of simple roots.

Thegeneral linearLie superalgebra of all supermatrices of size Par is denoted by
gl(Par); usually,gl(0̄, . . . , 0̄, 1̄, . . . , 1̄) is abbreviated togl(dimV0̄|dimV1̄). Any
matrix fromgl(Par) can be expressed as the sum of its even and odd parts. In the
standard format, this is the block expression(
A B

C D

)
=
(
A 0
0 D

)
+
(

0 B

C 0

)
, p

((
A 0
0 D

))
= 0̄, p

((
0 B

C 0

))
= 1̄.

The supertraceis the mapgl(Par) → C, (Aij ) 7→ ∑
(−1)piAii . Since

str[x, y] = 0, the space of supertraceless matrices constitutes thespecial lin-
ear Lie subsuperalgebrasl(Par).

However, there exist not one but rather two super versions ofgl(n). The sec-
ond version is called thequeerLie superalgebra and is defined as preserving the
complex structure given by anodd operatorJ ; that is, it is the centralizerC(J )
of J :

q(n) = C(J ) = {X ∈ gl(n|n) : [X, J ] = 0}, where J 2 = −id.

It is clear that, by a change of basis, we can reduceJ to the form

J2n =
(

0 1n
−1 0

)
.

In the standard format we have

q(n) =
{(

A B

B A

)}
.

Onq(n), thequeer traceis defined as

qtr :

(
A B

B A

)
7→ trB.

Denote bysq(n) the Lie superalgebra ofqueertracelessmatrices.
Observe that the identity representations ofq andsq in V, though irreducible in

supersense, are not irreducible in the nongraded sense: take homogeneous linearly
independent vectorsv1, . . . , vn fromV ; then Span(v1+ J(v1), . . . , vn+ J(vn)) is
an invariant subspace ofV that is not a subsuperspace.

We will stick to the following terminology [cf. [BL; L3]). The representation of
a superalgebraA in the superspaceV is irreducible ofgeneral type(or simply of
G-type) if it does not contain homogeneous (with respect to parity) subrepresen-
tations distinct from 0 andV itself; otherwise, it is calledirreducible ofQ-type.
Thus, an irreducible representation ofQ-type has no invariant subsuperspace but
does have a nontrivial invariant subspace.

Hence, there are two types of irreducible representations: those that do not con-
tain any nontrivial subrepresentations (called of general type or of typeG) and
those that containinhomogeneous invariant subspaces (called of typeQ). If V is
of finite dimension, then in the first case its centralizer (as of anA-module) is iso-
morphic togl(1) and in the second case toq(1).
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Let V1 andV2 be finite-dimensional irreducible modules overA1 andA2, re-
spectively. ThenV1⊗V2 is an irreducible(A1⊗ A2)-module except for the case
when bothV1 andV2 are of typeQ. In the latter case, the centralizer of the
(A1⊗A2)-moduleV1⊗V2 is isomorphic to Cl2, the Clifford superalgebra with 2
generators.

If e ∈Cl2 is a minimal idempotent, thene(V1⊗V2) is an irreducible(A1⊗A2)-
module of typeG that we will denote by 2−1(V1⊗V2).

More generally, we can consider matrices with the elements from a supercom-
mutative superalgebra3. Then the parity of the matrix with only one nonzero
(i, j)th elementXi,j ∈3 is equal topi + pj + p(Xi,j ).

The Berezinian and the Module of Volume Forms

On GL(p|q;3), the group of even invertible matrices with elements from a su-
percommutative superalgebra3,we define a multiplicative function (an analog of
determinant). In honor of F. Berezin, Leites [L1] baptized this functionBerezinian.
Its explicit expression in the standard format is

ber

((
A B

C D

))
= det(A− BD−1C)detD−1

or

ber−1

((
A B

C D

))
= det(D − CA−1B)detA−1.

The Berezinian is a rational function, and this is one reason why the structure of
the algebra of invariant polynomials ongl(p|q) is much more complicated than
that for the Lie algebragl(n) (see [S5]).

Remark. For the description of other invariant polynomials see [LS], to which
I should like to add that we have meanwhile proved the triviality of the center
for vect(0|n) (n > 2) conjectured there; this was similarly but better (with other
byproducts) proved in [Sho]. We also conjecture (we could not yet do this in [LS])
that the center is trivial forsvect(0|m) ands̃vect(0|m) form > 3; for the descrip-
tion of the center ofpe andspe, see [S1] and [Sch4].

The derivative of the Berezinian clearly is supertrace, and the relation between
them is as expected: berX = exp str logX.

The 1-dimensional representation Vol(V ) of GL(V ;3) corresponding both to
ber and to the representation str ofgl(V ) is called the space ofvolume forms.It
can be realized in the space of tensors only as a quotient module: recall that for
gl(V ) there is no complete reducibility (cf. [S2]).

An Odd Analog of Berezinian

On the group GQ(n;3) of invertible even matrices fromQ(n;3), the Berezinian
is identically equal to 1. So on GQ(n;3) there is instead defined its ownqueer
determinant

qet

((
A B

B A

))
=
∑
i≥0

1

2i +1
tr(A−1B)2i+1.
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This strange function is GQ(n;3)-invariant and additive; that is, qetXY =
qetX + qetY (cf. [BL]).

Superalgebras That Preserve Bilinear Forms: Two Types

To the linear mapF : V → W of superspaces there corresponds the dual map
F ∗ : W ∗ → V ∗ of the dual superspaces; ifA is the supermatrix corresponding to
F in a basis of the format Par, thenAst is thesupertransposedmatrix correspond-
ing toF ∗ in the left dual basis:

(Ast )ij = (−1)(pi+pj )(pi+p(A))Aji .

The supermatricesX ∈ gl(Par) such that

XstB + (−1)p(X)p(B)BX = 0 for a homogeneous matrixB ∈ gl(Par)

constitute the Lie superalgebraaut(B) that preserves the bilinear form onV with
matrixB. Most popular is the nondegenerate supersymmetric form whose matrix
in the standard format is the canonical formBev orB ′ev:

Bev(m|2n) =
(

1m 0
0 J2n

)
, where J2n =

(
0 1n
−1n 0

)
;

or
B ′ev(m|2n) =

(
antidiag(1, . . . ,1) 0

0 J2n

)
.

The usual notation foraut(Bev(m|2n)) is osp(m|2n) or ospsy(m|2n).
Recall that the “upsetting” mapu : Bil (V,W )→ Bil (W,V ) becomes forV =

W an involutionu : B 7→ Bu, which on matrices acts as follows:

B =
(
B11 B12

B21 B22

)
7→ Bu =

(
Bt11 (−1)p(B)B t21

(−1)p(B)B t12 Bt22

)
.

The formsB = Bu are calledsupersymmetric,and formsB = −Bu aresuperskew-
symmetric.The passage fromV to5(V ) identifies the space of supersymmetric
forms onV with those superskew-symmetric ones on5(V ); these superskew-
symmetric forms are preserved by the “symplectico-orthogonal” Lie superalgebra
ospsk(m|2n),which is isomorphic toospsy(m|2n) but has a different matrix reali-
zation. (We never use notationsp′o(2n|m), in order not to confuse with the special
Poisson superalgebra.)

In the standard format, the matrix realizations of these algebras are

osp(m|2n) =

 E Y Xt

X A B

−Y t C −At

 ,
and

ospsk(m|2n) =

A B X

C −At Y t

Y −Xt E

 ,
where (

A B

C −At
)
∈ sp(2n), E ∈ o(m),

andt is the usual transposition.
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A nondegenerate supersymmetric odd bilinear formBodd(n|n) can be reduced
to the canonical form whose matrix in the standard format isJ2n. A canonical
form of the superskew odd nondegenerate form in the standard format is

52n =
(

0 1n
1n 0

)
.

The usual notation foraut(Bodd(Par)) is pe(Par). The passage fromV to 5(V )
sends the supersymmetric forms to superskew-symmetric ones and establishes an
isomorphismpesy(Par) ∼= pesk(Par). This Lie superalgebra is called, as suggested
to Leites by A. Weil,periplectic. In the standard format these superalgebras are
shorthanded as in the following formula, where their matrix realizations is also
given:

pesy(n) =
{(

A B

C −At
)
, whereB = −Bt, C = Ct

}
;

pesk(n) =
{(

A B

C −At
)
, whereB = Bt, C = −Ct

}
.

Thespecial periplecticsuperalgebra isspe(n) = {X ∈ pe(n) : strX = 0}.
Observe that even though the Lie superalgebrasospsy(m|2n) andpesk(2n|m),

as well aspesy(n) andpesk(n), are isomorphic, there are sometimes crucial differ-
ences among them (cf. [Sh]).

Projectivization

If s is a Lie algebra of scalar matrices and ifg ⊂ gl(n|n) is a Lie subsuperalgebra
containings, then theprojectiveLie superalgebra of typeg is pg = g/s.

Projectivization sometimes leads to new Lie superalgebras—for example:
pgl(n|n), psl(n|n), pq(n), psq(n); whereaspgl(p|q) ∼= sl(p|q) if p 6= q.

Appendix 1. Certain Constructions with the Point Functor

The point functor is well known in algebraic geometry since at least 1953 [Wi].
The publicity surrounding ringed spaces with nilpotents in the structure sheaf
that followed the discovery of supersymmetries caused many mathematicians and
physicists to realize the usefulness of the language of points. Most interesting are
numerous ideas due to Witten (for some of them see [W1; W2]); for their clarifi-
cation and further developments and references, see [D; Ma]. Berezin [Be1] was
the first who applied the point functor to study Lie superalgebras. Here we present
some of his results and their generalizations.

All superalgebras and modules are supposed to be finite-dimensional overC.

A.0. What a Lie Superalgebra Is. Lie superalgebras appeared in topology
in the 1930s and earlier. So when somebody offers a “better than usual” defini-
tion of a notion that seems to have been established about 70 year ago, this might
look strange, to say the least. Nevertheless, the answer to “What is a Lie super-
algebra?” is still not common knowledge. Indeed, the naive definition (“apply the
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sign rule to the definition of the Lie algebra”) is manifestly inadequate for con-
sidering the (singular) supervarieties of deformations and applying representation
theory to mathematical physics—for example, in the study of the coadjoint rep-
resentation of the Lie supergroup that can act on a supermanifold but never on a
superspace (an object from another category). Hence, in order to deform Lie su-
peralgebras and apply group-theoretical methods in a “super” setting, we must be
able to recover a supermanifold from a superspace and vice versa.

A proper definition of Lie superalgebras is as follows (see [L3]). TheLie super-
algebrain the category of supermanifolds corresponding to the “naive” Lie super-
algebraL = L0̄ ⊕ L1̄ is a linear supermanifoldL = (L0̄,O), where the sheaf
of functionsO consists of functions onL0̄ with values in the Grassmann superal-
gebra onL∗

1̄
; this supermanifold should be such that, for “any” (say, finitely gen-

erated, or from some other appropriate category) supercommutative superalgebra
C, the spaceL(C) = Hom(SpecC,L), calledthe space ofC-points ofL, is a
Lie algebra and the correspondenceC → L(C) is a functor inC. (Weil intro-
duced this approach in algebraic geometry in 1953. In the super setting it is called
the language of pointsor families; see [D; L3].) This definition might look ter-
ribly complicated, but fortunately one can show that the correspondenceL ↔ L

is one-to-one and that the Lie algebraL(C), also denotedL(C), admits a very
simple description:L(C) = (L⊗ C)0̄.

A Lie superalgebra homomorphismρ : L1 → L2 in these terms is a functor
morphism—that is, a collection of Lie algebra homomorphismsρC : L1(C) →
L2(C) that is compatible with morphisms of supercommutative superalgebras
C → C ′. In particular, arepresentationof a Lie superalgebraL in a superspace
V is a homomorphismρ : L→ gl(V ), that is, a collection of Lie algebra homo-
morphismsρC : L(C)→ (gl(V )⊗ C)0̄.
Example. Consider a representationρ : g → gl(V ). The tangent space of the
moduli superspace of deformations ofρ is isomorphic toH1(g;V ⊗V ∗). For ex-
ample, ifg is the(0|n)-dimensional (i.e., purely odd) Lie superalgebra (with the
only bracket possible: identically equal to zero), then its only irreducible represen-
tations are the trivial ones1 and5(1). Clearly1⊗ 1∗ ' 5(1)⊗5(1)∗ ' 1 and,
because the superalgebra is commutative, the differential in the cochain complex
is trivial. Therefore,H1(g;1) = E1(g∗) ' g∗, so there are dimg odd parameters
of deformations of the trivial representation. If we considerg “naively” then all
of the odd parameters will be lost.

Which of these infinitesimal deformations can be extended to a global one is a
separate and much tougher question, usually solved ad hoc.

Note that qtr is not a representation ofq(n) according to the naive definition
(“a representation is a Lie superalgebra homomorphism” and hence an even map);
however, it is a representation—in fact, an irreducible one—if we consider odd
parameters.

Thus, letg be a Lie superalgebra,V ag-module, and3 the Grassmann superalge-
bra overC generated byq indeterminates. Defineϕ : 3⊗V ∗ → Hom3(3⊗V,3)
by setting
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ϕ(ξ ⊗ α)(η ⊗ v) = (−1)p(α)(η)ξηα(v) for any ξ, η ∈3, α ∈V ∗.
Extend the ground field to3 and consider3⊗V ∗ and Hom3(3⊗V,3) as(3⊗
g)-modules.

A1. Lemma. ϕ is a (3⊗ g)-module isomorphism.

Proof. SinceV is finite-dimensional,ϕ is a vector space isomorphism over3;
besides, it is obvious thatϕ is a3-module homomorphism. Now takeξ1, ξ2, ξ3 ∈
3, α ∈V ∗, v ∈V, andx ∈ g. It is an easy exercise to prove that

[(ξ1⊗ x)ϕ(ξ2⊗ α)](ξ3⊗ v) = ϕ[ξ1⊗ x(ξ2⊗ α)](ξ3⊗ v).
Consider the composition of maps

V ∗
ϕ1−→ 3⊗V ∗ ϕ−→ Hom3(3⊗V,3) ϕ2−→ S3(Hom3(3⊗V,3)),

whereϕ1(α) = 1⊗ α andϕ2 is a canonical embedding of a module in its sym-
metric algebra. TheC-module homomorphismϕ2 B ϕ B ϕ1 induces the algebra
homomorphism

S(V ∗) = SC(V ∗)→ S3(Hom3(3⊗V,3))
and, since the latter algebra is a3-module, we get an algebra homomorphism

3⊗ S(V ∗) ψ−→ S3(Hom3(3⊗V,3)).
Besides, both algebras possess a natural(3⊗ g)-module structure.

A2. Lemma. ψ is a (3⊗ g)-modules and(3⊗ g)-algebras isomorphism.

Proof. Let us construct the inverse homomorphism. Consider the composition

Hom3(3⊗V,3) ϕ−1−−→ 3⊗V ∗ −→ 3⊗ S(V ∗).
Since this composition is a3-module homomorphism, it induces the homomor-
phism

ψ̃ : S3(Hom3(3⊗V,3)) −→ 3⊗ S(V ∗).
It is not difficult to verify that

ψ B ψ̃ |Hom3(3⊗V,3) = id for any ψ̃ B ψ |3⊗S(V ∗ ) = id.

Hence,ψ is an isomorphism and̃ψ is its inverse. The following proposition shows
thatψ is a(3⊗g)-module isomorphism and so completes the proof of LemmaA2.

A3. Proposition. LetA,B be3-superalgebras and letg be a Lie superalge-
bra over3 acting by differentiations onA andB. LetM ⊂ A andN ⊂ B be
3-submodules that are simultaneouslyg-modules generatingA andB, respec-
tively, and letf : A → B be an algebra homomorphism such thatf(M) ⊂ N

andf |M is ag-module homomorphism. Thenf is ag-module homomorphism.

Proof. Let a ∈A. We may assume thata = a1 . . . an, where theai ∈M. Then for
x ∈ g we have
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f(x(a1 . . . an))

= f
(∑

±a1 . . . xai . . . an

)
=
∑
±f(a1) . . . f(xai) . . . f(an)

=
∑
±f(a1) . . . xf(ai) . . . f(an) = x[f(a1) . . . f(an)] = xf(a1 . . . an).

This proves Proposition A3, completing the proof of Lemma A2.

Now, leth be a Lie superalgebra over3 and letU be a3-module and anh-module.
ConsiderU0̄ as aC-module. Then, clearly, the natural embeddingU0̄→ U is ex-
tendable to a3-module homomorphismϕ : 3⊗ U0̄→ U.

A4. Lemma. The homomorphismϕ is anh0̄-module homomorphism.

Proof. Let x ∈ h0̄, ξ ∈3, andu∈U0̄. Then

ϕ(x(ξ ⊗ u)) = ϕ(ξ ⊗ xu) = ξxu
and

xϕ(ξ ⊗ u) = xξu
= ξxu (by definition of a module over a superalgebra).

Thus, the adjoint map

Hom3(U,3)→ Hom3(3⊗ U0̄,3)

is also anh0̄-module homomorphism and thus it follows, by Proposition A3, that
the algebra homomorphism

S3(Hom3(U,3))→ S3(Hom3(3⊗ U0̄,3))

induced by this map is at the same time ah0̄-module morphism. Besides, by Lemma
A2 the algebraS3(Hom3(3⊗ U0̄,3)) is isomorphic as a(3⊗ h0̄)-module and
as an algebra to3⊗ S(U ∗

0̄
). In particular, they are isomorphic ash0̄-modules.

Denote byθ the composition of the homomorphisms

S(V ∗)→ 3⊗ S(V ∗)→ S3(Hom3(3⊗V,3))→ S3(Hom3(3⊗ U0̄,3)),

whereU0̄ = (3⊗V )0̄ = V3.
A5. Proposition. If q > dimV1̄ and ξ ∈3 with p(ξ) = 1̄, then the restriction
of θ ontoC[ξ ] ⊗ S(V ∗) is injective.

Proof. If u ∈ V3 then there exists a linear formLu : Hom3(3⊗ V3,3) → 3

defined by the formulasLu(l) = l(1⊗ u) andLu(ξ l) = ξ l(1⊗ u) = ξLu(l).

Therefore,Lu is a3-module homomorphism and hence is uniquely extendable to
a homomorphism

ϕu : a = S3(Hom3(3⊗V3,3))→ 3.

Consider the elements ofa as functions onV3 settingf(u) = ϕu(f ) for f ∈ a
andu∈ V3. If f ∈3⊗ S(V ∗) then setf(u) = ϕu B θ(f ). Forα ∈ V ∗ andξ ∈3
we have
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(ξ ⊗ α)(u) = ϕu B θ(ξ ⊗ α) = Lu B θ(ξ ⊗ α) = θ(ξ ⊗ α)(1⊗ u).
If {ei}i∈I is a basis inV andu =∑ λi ⊗ ei, then

(ξ ⊗ α)(u) =
∑

(−1)p(α)p(ei )ξλiα(ei). (1)

On the other hand, the algebraC[ξ ]⊗S(V ∗) is identified with the free supercom-
mutative superalgebra generated by thee∗i andξ.

Let us assume thatp(e∗i ) = 0 for i ≤ n andp(e∗i ) = 1 for i > n. If f ∈
C[ξ ] ⊗ S(V ∗), then

f = f0 + ξf1, fj =
∑

fji1 ... ik e
∗
i1
. . . e∗ik ,

wherej = 0,1 andfji1 ... ik ∈ S(V ∗0̄ ). By (1) we have

f(u) = f0(u)+ ξf1(u)

=
∑

f0i1 ... ik(u)e
∗
i1
(u) . . . e∗ik(u)+

∑
f1i1 ... ik(u)e

∗
i1
(u) . . . e∗ik(u).

Setλi = ai for i ≤ n andλi = ξi−n for i > n. Then, sinceq > dimV1̄, we
may assume that the family{ξi}i∈I freely generatesS(V ∗

1̄
) and

f(u) =
∑

(−1)kfi1 ... ik(a1 . . . an)ξi1−n ... ik−n. (2)

If θ(f ) = 0 thenf(u) = ϕu B θ(f ) for any u ∈ V3. It follows from (2) that
fi1 ... ik(a) = 0 for anya ∈Cn. But sinceC is algebraically closed, it follows (us-
ing [Bu, Prop. 5.3.1]) thatfi1 ... ik = 0; hence,f = 0.

A6. Lemma. Let q > dimV1̄. Thenf ∈ S(V ∗) is a g-invariant if and only if
θ(f )∈3⊗ S(V ∗3 ) is g3-invariant.

Proof. Consider the factorization ofθ :

S(V ∗) i1−→ 3⊗ S(V ∗)
i2−→ S3(Hom3(3⊗V,3)) i3−→ S3(Hom3(3⊗V3,3)) i4−→ 3⊗ S(V ∗3 ).

Let f ∈ S(V ∗)g; then

(ξ ⊗ x)(i1(f )) = (ξ ⊗ x)(1⊗ f ) = ξ ⊗ xf = 0 for ξ ∈3, x ∈ g.

Conversely, letyi1(f ) = 0 for anyy ∈ g3. Then

0= (ξ ⊗ x)(1⊗ f ) = ξ ⊗ xf.
If p(y) = 1̄ then letp(ξ) = 1̄. Therefore,ξ ⊗ xf = 0 andyf = 0.

Thus we have

f ∈ S(V ∗)g ⇐⇒ i1(f )∈ (3⊗ S(V ∗))g3.
Sincei2, i3, i4 areg3-module homomorphisms, the foregoing expression implies
that if f is ag-invariant thenθ(f ) = i4 B i3 B i2 B i1(f ) is also ag3-invariant.
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Conversely, letθ(f ) be ag3-invariant. Letx ∈ g0̄. Then

θ(1⊗ xf ) = θ((1⊗ x)(1⊗ f )) = (1⊗ x)θ(f ) = 0.

By Proposition A5, 1⊗ xf = 0 andxf = 0. Let x ∈ g1̄, ξ ∈ 3, andp(ξ) = 1̄.
Thenθ(ξ ⊗ xf ) = (ξ ⊗ x)θ(1⊗ f ) = 0 and again by Proposition A5 we have
ξ ⊗ xf = 0; hencexf = 0 and thusf ∈ S(V ∗)gg.
A7. Remark. The point of the preceding lemmas and propositions is that, when
seeking invariant polynomials onV,we may consider them as functions onV3 that
are invariant with respect to the Lie algebrag3. This makes it possible to apply
the theory of usual Lie groups and Lie algebras and their representations.

A8. Remark. Letϕ be an automorphism of the Lie algebrag of the formϕβ =
exp

(
ad λ

β(h)
Yβ
)

exp
(−ad µ

β(h)
Yβ
)

for any odd isotropic rootβ, h ∈ f, and odd pa-
rametersλ,µ. Clearly,ϕ can be uniquely extended to an automorphism of the Lie
superalgebrag. Letϕ(h) = h,whereh is a Cartan subalgebra ofg. If i : S(g∗)g→
S(h∗) is the restriction homomorphism then clearlyi(S(g∗)g) ⊂ S(h∗)ϕ, where
Aϕ is the set ofϕ-invariant elements ofA.

A9. Proposition. Let A be a commutative finitely generated algebra overC
without nilpotents, and leta = A ⊗ 3(p). Let q ≥ p andf ∈ a be such that
ϕ(f ) = 0 for anyϕ : a→ 3(q). Thenf = 0.

Proof. Letψ : A→ C be an arbitrary homomorphism. We extendψ to a homo-
morphismϕ : a→ 3(q), settingϕ = ψ ⊗1. If ξ1, . . . , ξp are generators of3(p)
and if f ∈ a andf = ∑

fi1 ... ik ξi1 . . . ξik , then the conditionϕ(f ) = 0 yields
ψ(fi1 ... ik ) = 0. Sinceψ is arbitrary, [Bu, Prop. 5.3.1] shows thatfi1 ... ik = 0;
hence,f = 0.
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