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Concerted Instαnt-lntervαl

Temporal Semantics II:

Temporal Valuations and Logics of Change

ALEXANDER BOCHMAN

Abstract The general problem of the relationship between instant-based and
interval-based temporal semantics is studied. The paper is in two parts. In the
first part we specified conditions for the mutual definability of instant and
interval temporal structures. In this second part we extend this 'area of agree-
ment' for temporal semantics proper and consider some natural 'logics of
change' generated by this correspondence.

In the first part of our paper we considered the possibilities of mutual defina-
bility for instant-based and interval-based temporal ontologies. Here we will try
to extend this 'agreement area' on temporal semantics. We will consider various
instant and interval valuations and will try to determine the conditions for their
definability in terms of each other. It will be shown that such definable valua-
tions give rise to natural logics, which could be regarded as logics of change.

1 Technical preliminaries We will be working in the frameworks of open
dense linear instant-interval structures. Valuations on these structures will be rep-
resented as valuation predicates, that is, [/?],- will denote a two-place valuation
predicate V(/?,/) with respect to propositions and times (either instants or inter-
vals). We will also be using the following notions:

Definition 1
(i) A point α is a boundary point of an interval t (in notation, a + t) iff there

is another point β such that t is bounded by these points.
(ii) A point a is an internal point of an interval t (in notation, a. <• t) iff it

belongs to t but is not a boundary point of it.
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In order to give a smooth description of the necessary notions we will intro-
duce a number of auxiliary temporal operators, which will simplify the presen-
tation of subsequent results. Not all of them are independent, some even coincide
(cf. Up and U4/? below), but this is not essential for our purposes. But it is
worth noting that they are sufficient for our descriptions, and this reflects the
level of complexity required.

Interval operators:
[Tp]t ^ ( 3 s ) ( / < 5 & [p]s)
[SP]t ^ ( 3 s ) ( S < / & [p]s)
[Lp]t = (3a){a<t&(p)a)
[Vp]t E ( 3 α ) ( α < t&(p)a)
[l+p]t=(la)(a + t&(p>a)
[lp]t = (a)(a<t^(3s)(a<s<t&[p]s))
[Γp]t = (α)(α <• t-+(ls)(a <• s < t & [p]s))
[l+p]t = (a)(a + t^(ls)(a + s*t& [p]s)).

Instant operators:
<Ap)a = (3t)(a<t& [p]t)
<A°p)a = ( 3 ί ) ( α <• t& [p]t)
(A+p)a = (lt)(a + t& [p]t)
<U/?>« =(t)(a<t-*(3s)(a<s*t&[p]s))
< U » α s ( / ) ( α < t-+{3s)(a<' s<t& ίp]s))

< U » α a (0(α + ί->(3J)(α + 5 ^ ί & [p]s))

As can be seen, the operators L, A, and U depend on two valuations and hence
their meaning is determined only if the destination' valuation is known, while
the source valuation is not important.

2 Interval valuations We will begin with primary interval valuations, which
we will call at-valuations (cf. Vlach [12]). However vague, the intuitive princi-
ple behind them is that an evaluation is made directly with respect to a given in-
terval (and not, for example, by virtue of some subinterval of this interval). For
such valuations we may expect that the distribution of truth values for a given
proposition must depend mainly on this proposition and not on the properties
of the valuation itself. Below we will describe the main types of interval-evaluated
propositions (cf. Burgess [6]). Note that we give, in fact, pairs of dual proper-
ties. This duality will play an essential role in the following.

Definition 2
(i) A proposition p is called persistent if the formula (Ύp -* p) is universally

valid,
(ii) A proposition is called negatively persistent if the formula (p -> ~ T~p) is

universally valid.

It is clear that a proposition is negatively persistent if and only if its (classi-
cal) negation is persistent and vice versa. It is easy to show that (negatively) per-
sistent propositions are representable as having the form Ύp (~ T~p) or — S~p
(Sp) for some proposition p. As an example of persistent propositions we will
mention aspectual types of activities and states.
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Definition 3
(i) A proposition /? is intervally convex if the formula (Ύp & Sp -» /?) is

universally valid,
(ii) A proposition p is negatively intervally convex if the formula (p -> ~ T~p v

~S~/?) is universally valid.

Intervally convex propositions are representable as having the form Ύp & Sp and
thus are definable as conjunctions of persistent and negatively persistent propo-
sitions. In the same way negatively convex propositions are definable as disjunc-
tions of persistent and dual persistent propositions. A proposition is convex and
negatively convex if and only if it is persistent or negatively persistent. Note that
interval convexity was proposed in fact in Taylor [10] as a characteristic prop-
erty of activities.

Definition 4
(i) A proposition p is cumulative if Vp-+p is universally valid,

(ii) A proposition/? is negatively cumulative if p-> ~Y~p is universally valid
(that is, if its negation is cumulative).

(Negatively) cumulative propositions are representable as having the form Γp
(~Γ~/?). Note also that persistent propositions are obviously negatively cumu-
lative, while negatively persistent ones are cumulative.

It can be shown that propositions of all elementary aspectual types are in fact
cumulative in at-valuations. Indeed, for activities, states, and generics this is ob-
vious, while for achievements and accomplishments it is trivially true, because
the former are false at intervals, whereas intervals at which an accomplishment
is true are not overlapped.

Definition 5
(i) A proposition p is strongly cumulative if ~ S~Sp ->p is universally valid,

(ii) A proposition/? is strongly negatively cumulative if p -> S~S~p is universally
valid.

Among aspectual types only states and generics are strongly cumulative, while
activities are only simply cumulative, because two abutting temporal intervals
of some activity with an instantaneous interruption between them (for example,
an instantaneous stopping in motion) do not form an interval of an (uninter-
rupted) activity. It must be noted here that so-called 'mass analogy' for aspec-
tual types corresponds to strong cumulativity rather than to simple cumulativity.

We will say that a proposition is (negatively) homogeneous if it is (negatively)
persistent and (negatively) cumulative, and that it is strongly (negatively) homo-
geneous if it is (negatively) persistent and strongly (negatively) cumulative. It is
easy to show that p is homogeneous iff ~L°~A°/? <+p is valid and negatively ho-
mogeneous iff p <-> L°~A°~/? is valid. A proposition p is strongly homogeneous
iff/? <-• ~S~S/? is valid, while /? is strongly negatively homogeneous iff/? <->
S~S~p is valid.1

In addition to at-valuations there are two other valuations common in tem-
poral semantics for natural languages (cf. Vlach [12]). For-valuations are per-
sistent for all propositions, while in-valuations are negatively persistent for all
propositions. It is clear that the properties of persistence and negative persistence
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here characterize the valuations themselves, rather than the corresponding propo-
sitions. Note that any for-valuation could be represented as (ls)(t <s& V(/?,s ))
or as (s)(s < t -* Y(p,s)) for some valuation V, whereas a negatively persistent
valuation is representable as (3s)(s <t& V(p,s)) or as (s)(t < s-+ V(p,s)).

What is important for the following is that since all aspectual types are cu-
mulative in at-valuations, in the for-valuation, defined as (ls)(t < s & V(/?,s)),
where V is an at-valuation, they all will be homogeneous.

3 Instant valuations There are also plausible classifications for instant-
evaluated propositions.

Definition 6
(i) A proposition^ is open iff the following formula is universally valid: p <->

A°~L°~p.
(ii) A proposition p is closed iff the formula p <-• ~ A°~L°p is universally valid.

According to Aristotle, propositions expressing motion are in fact open, while
states are in general closed.

Definition 7
(i) A proposition p is regular open iff the formula p <-> A° - S ~ L°p is universally

valid.
(ii) A proposition p is regular closed iff the formula p <-> ~A°~S~L°~/? is uni-

versally valid.

As will be shown, the above four types of propositions strongly correspond
to interval types of (negative) homogeneity and strong homogeneity.

4 Finiteness requirements There are many reasons to think that empirically
definable propositions and valuations cannot"change their minds" too often, or,
to be more exact, corresponding truth values couldn't change an infinite num-
ber of times in a finite interval.2 We now give a formal description of this re-
quirement for instant-evaluated propositions:

Definition 8 An instant-evaluated proposition p v& finite iff the following for-
mula is universally valid:

(1) ~U+~(~L°~/?v~L7>).

For compact intervals this means that they may be divided on a finite number
of subintervals, such that for any of them p is either true throughout or false
throughout. Another equivalent to condition (1) is that the truth-set of p has a
discrete boundary in the topological sense. We will say that a valuation is finite
if all evaluated propositions are finite.

The finiteness requirement (1) implies the universal interval validity of the fol-
lowing formula:

(2) S ( ~ L ° ~ p v ~ L » .

This latter condition corresponds to von Wright's requirement about the possi-
bility of dissecting any interval on subintervals in which p is either true through-
out or false throughout.3
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Now we will give corresponding finiteness requirements for interval-evaluated
propositions. These requirements are less straightforward, but we may give for
them a natural indirect description. For any interval valuation V(p,t) we may
define the following 'two-indexed' instant valuation:

V'(p,α,j8) s (3f)(α + t & β + t & V(p,t)).

Note that if a Φ β then V'(p,a,β) ++ V(/?,[α0]). Now, for any fixed β,
V'(p,a,β) is an ordinary instant valuation, and it is natural to require that all
these valuations be finite. But we will require more, namely that all these valu-
ations be jointly finite:

(β)(β + t -> (35)(/3 + s < t & (α)((τ)(7 * « & 7 <• *"• V(p, [cry])) v
(3)

(7M7 * « & 7 < ' * - * ~ ^ ( A [cry]))).

The reason for this consists in an observation that in the opposite case we would
have for a presumably finite intervally evaluated proposition a nonfinite differ-
entiation of points for the derived instant-evaluated proposition. It will be shown
in the next sections that there is a natural correspondence between conditions (1)
and (3).

The formula (3) can be expressed in purely interval terms, but this is not es-
sential for our purposes. Note, however, that it implies the universal interval va-
lidity of the following formula:

(4) S(~S~/?v~S/?).

Moreover, it is easy to show that for any proposition p and any instant a there
are two nonoverlapping intervals t and s with a common boundary a, such that
p has the same truth values in the following five classes of intervals:

(i) {u:a <• u & u< ίVs]
(ii) {u:a + u & u < t]

(iii) [U:OL -f u & u < s\
(iv) [u: ~α < u & u < t]
(v) [u:~u<u&u<s}

5 Instant-definable interval valuations We are approaching our main topic.
The question is when interval valuations could be defined via some underlying
instant valuations. One partial answer was given in Burgess [6], though in some-
what different terminology:

Theorem 1
(i) Any homogeneous interval valuation [p]t is definable as

(5) (α)(α< t^{p)a)

for some instant valuation (p)a and it may be required that (p)a be an open
valuation.

(ii) Any strongly homogeneous valuation is definable as (5) with the addi-
tional requirement that (p)a must be a regular open valuation (or as
[~S~S~L°~p]t without such a requirement).
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Proof: Since for a homogeneous valuation p is equivalent to ~ L°~ A°p, we may
define the required instant valuation simply as A°p (and it is easy to see that it
is an open valuation). Now, since any strongly homogeneous valuation is homo-
geneous, we have that it is also representable as (5). But it must satisfy strong
cumulativity, that is, ~S~S~U~p -> ~Lβ~p must be valid, and hence the in-
stant valuation must be regular.

Below we will give a couple of similar theorems.

Theorem 2
(i) Any negatively homogeneous interval valuation [p]t is definable as

(6) (3α)(α< t&(p)a)

for some instant valuation (p)a, and it may be required that (p)a be a
closed valuation.

(ii) Any strongly negatively homogeneous valuation may be defined as (6)
with the additional requirement that (p)a must be regular closed (or as
[S~L°~p] without additional requirements).

Proof: In any negatively homogeneous valuation p is equivalent to L°~ A°~/?
and hence we may define the required instant valuation as ~A°-/?. In the case
of strong negative homogeneity this valuation must satisfy L°p -> S~S~L°/? and
hence it is regular closed. On the other hand, if we defined (p)a as <A°~S~p)9

then we would have/? <-> S~L°~/?.

Theorem 3
(i) Valuations that are convex, cumulative, and negatively cumulative are de-

finable as

(7) ( α ) ( α < *-></>>„) & ( 3 α ) ( α < t & (p)a)

where (p)a and (p)a are two instant valuations.
(ii) Valuations that are negatively convex, cumulative, and negatively cumulative

are definable as

(8) (α)(α <• t -></>>„) v(3α)(α <• t& (p)a).

Proof: If we define (p)a as [A°p]a and (p)a as [~Uβ~p]α then we will obtain
that for any valuation which satisfies the condition from (i) above [p]t is equiv-
alent to (7). For (ii) </?>α is definable as [U°p]a and (p)a as [~A°~p]a.

Although the above approach covers some important cases, we do not see
for the time being how it could be generalized. Below we will try to employ a
more straightforward approach.

5.1 Valuations as generalized quantifiers Suppose that we have an inter-
val valuation [p]t and an instant valuation (p)a such that the following condi-
tion holds for any propositions p and q:

(*) <P> =(Q>-*[p] = [q],
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where [p] and </>> are truth-sets of the proposition/? in corresponding valua-
tions. Then there must exist some relation Q between intervals and sets of ins-
tants such that for any/? and any interval /:

(**) lp]t+>Q«P>,t).

Thus, our interval valuation will be in fact definable in terms of the instant valu-
ation </?>«. On the other hand, the interval valuation in question could be con-
sidered as a generalized quantifier on instants and hence we may employ here a
corresponding relatively well known theory (cf. especially van Benthem [l]-[2]).4

Note, however, that in our case there are some important restrictions on possi-
ble arguments of the predicate Q: the first argument must be a truth-set of some
proposition, while the second argument must be an interval. We will require that
the set of truth-sets of propositions satisfy the following two conditions:

(i) It is closed with respect to finite intersections, taking complements, and
automorphisms of the point-interval structure on itself,

(ii) It contains all convex sets of points.

It is clear that the set of all finite propositions and the set of all weakly fi-
nite propositions satisfy these conditions. The case of finite propositions will be
considered separately below. Our sole unconditionally adopted postulate will be
the following Quality condition (cf. van Benthem [2]):

(Quality) If/ is an automorphism of a point-interval structure onto itself,
then for any/7 and t:

Q«P>,t)+*Q{f«p»J(t)).

Note that the exact force of this postulate depends on the class of possible au-
tomorphisms. We will presuppose that point-interval structures satisfy the prin-
ciple of indistinguishability (cf. van Benthem [3]): For any two finite sets F and
G of points and intervals having the same (first-order) type, there exists some au-
tomorphism sending F to G. Note that since our structure does not determine
the direction of time, possible automorphisms must include reversions around
some point.

Now we will give a list of plausible conditions for instant-definable interval
valuations and explore their relationships. The plausability of these conditions
stems from various sources, which will become clear in due course. The first such
condition is a locality principle:

(Locality) Q«p>,t) & </?> Π <*>' = <q> Π <O° -> Q«q>,t).

(Here <O° denotes the set of internal points of t.) We may state this princi-
ple in a more 'logical' fashion, namely as the validity of the following interval
formula:

~L°~(p++q) -> (p++q).

This principle states that the truth value of a proposition at an interval depends
only on points of this interval.5

Our second plausible condition is the positivity principle:

(Positivity) </?> c (q) -* [p] c [q].
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We will use also the following activity principles:

(Activity) β ( P , /) for any interval t (P denotes the set of all points)

(Negative Activity) ~ Q ( 0 , O for any interval t

(Local Activity) <O° £ <P> -> Q«P),t) (or ~V~p -*/?)

(Local Negative Activity) Q«/?>, t) -* </?> Π <0° Φ 0 (or /? -• L°/>).

And finally we will use some conditions of a logical kind:

(Consistency) ~ (Q«P>J) & β(P - <p>,t)) (for any /? and /)

(Completeness) Q((p),t) v β(P - </?>,0 (for any p and /)•

(Conjunctivity) Q«p>,t) & β«?>, 0 -> β«/?> Π <?>,*)

(Disjunctivity) β«/?> U <?>,/) -> β«/?>,0 v Q({q),t).

The logical role of these conditions will become clear in the next sections.

Nontriviality We will say that an interval valuation is nontrivial if it essen-
tially depends both on propositions and on intervals of evaluation. To be more
precise, a valuation is intervally trivial if (t)(s)([p]t •+ [p]s) for any proposi-
tion/7, and it is propositionally trivial if for any p and q, (t)([p]t*+ [q]t). So
a valuation will be nontrivial if it is both propositionally and intervally nontrivial.

Lemma 1 An instant-definable valuation is propositionally trivial iff it is
either a universally true or a universally false valuation.

Proof: Since we may map any interval onto any other interval through some au-
tomorphism, we have that if some proposition is true for some interval, then any
proposition will be true for any interval.

Lemma 2 An instant-definable valuation is intervally trivial iff one of the fol-
lowing conditions holds:

(i) The valuation is both persistent and negatively persistent

(π) (t)(s)((p)([p\t+*[p]s)-+t = s).

Proof: (i) is obvious, since for any two intervals there is always an interval con-
taining them as parts. Suppose that two different intervals t and s have the same
sets of propositions true relative to them:

(*) (pHlPh*+lPh).

It is clear that there are only five configurations for t and s, which have differ-
ent (first-order) types: (a) ~(t*s);(b)tos & ~(t<s) & ~(s<t); (c) t<s &

(3u)(u + t& u + s);(d)t<s& ~(lu)(u + t & u + s); (e)t + s. Since we may

map any pairs of intervals belonging to the same type on each other, we have
by Quality that if some pair of intervals satisfies (*), then any pair of the same
type will also satisfy (*). Suppose now that {t,s} has the type (a) and [u,v] is
an arbitrary pair of intervals. Then there is always an interval w that does not
touch u and v. Hence we have that both [ u, w] and [ v, w] have the type (a) and
therefore [p]u «-> [p]w++ [p]v for any/?. Thus, in this case the valuation will be
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intervally trivial. But for any configuration (b)-(e) we may find some interval
w such that w does not touch t and {w,s] has the same type as [t,s]. Therefore
we have for any p: [p]t <-> [p]s <-• [p]w and {w, t} has the type (a).

As a consequence of the above lemmas we have that propositional triviality
implies interval triviality and therefore a valuation is nontrivial if and only if it
is intervally nontrivial. The following lemmas show that nontriviality imposes
strong restrictions on the co-occurence of the conditions defined at the begin-
ning of this section.

Lemma 3 A valuation is propositionally trivial iff it is positive, conjunctive,
and disjunctive.

Proof: Given [p]t let a be an arbitrary internal point of t. Suppose that //is
some open half-line, bounded by a, that is a set {7 : b(jScry)} for some fixed β.
Since (p) = «/?> Π H) U «/?> Π (P - //)), we have by disjunctivity that either
Q((p) Π H,t) or Q«p) Π (P - //),/). Suppose that Q«p) Π HJ) and con-
sider a reversion / of the whole point-interval structure around a such that
f(t) = t. Now by conjunctivity we have Q(«p> Π H) Πf((p) ΠH),t) and hence
Q ( 0 , t). (In the case Q({p) Π (P — //), t) we must consider a reversion around
some point from t, which does not belong to </?> Π (P — //).) Thus we have that
if a valuation is conjunctive and disjunctive then for any t andp, [p]t->[0]t
In a similar way it can be shown that for any p and t, [P]t -* [p]t. Now if this
valuation is positive, then we have also the reverse implications and therefore the
valuation is propositionally trivial.

Lemma 4 A valuation is trivially false iff one of the following conditions
holds:

(i) It is conjunctive, disjunctive, and negatively active
(ii) It is persistent, disjunctive, and locally negatively active

(iii) It is negatively persistent, conjunctive, negatively active, and local.

Proof: (i) is a consequence of the proof of Lemma 3. Suppose now that [p]t

for some p and t in some persistent, disjunctive, and locally negatively active
valuation. Then (just as in the proof of Lemma 3) for some half-line //, bounded
by an internal point of t, Q((p) Π //, t). Therefore by persistence (p) Π //must
be true in some subinterval of / that does not contain points from (p) Π H—
contradicting local negative activity. Thus, (ii) implies that a valuation is trivi-
ally false. Consider (iii). If [p]t9 then by locality Q«p) Π (t)\t). Therefore by
negative persistence </?> Π <O° must hold in some interval 5, such that t is a
proper part of s. Let a be some internal point of s not belonging to t and con-
sider a reversion/ around a, such that/(s) = s. By Quality Q(f((p) Π (0°)^)
and since </?> (Ί </>° is not intersected with/«/?> Π (t)°) we will obtain by con-
junctivity Q(0,s) — contradictiing negative activity. Therefore [p]t is false for
any p and t.

We now give without proof a lemma dual to Lemma 4. With the proper un-
derstanding of this duality the proof of it could be obtained from the proof of
Lemma 4.
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Lemma 5 A valuation is trivially true iff one of the following conditions
holds:

(i) It is conjunctive, disjunctive, and active
(ii) It is negatively persistent, conjunctive, and locally active

(iii) It is persistent, disjunctive, active, and local.

The following three lemmas involve the properties of consistency and com-
pleteness.

Lemma 6 A valuation cannot be simultaneously positive, consistent, and
complete.

Proof: Suppose that H is an open half-line bounded by some internal point of
an interval t. By consistency and completeness we have Q(H, t) •-> ~Q(P - H, t).
Suppose that Q(P - //, t) is true and let G be some open half-line, which is also
bounded by some internal point of t such that P - H ^ G. Then by positivity
<2(G, t). But it is obvious that we can send H to G through some reversion that
retains /, and hence by Quality Q(H,t)+*Q{Gj)-dL contradiction. On the other
hand, if Q(H,t) is true, then we will consider the closure of H, which we will
denote by F. By positivity Q(F,t), but we may map F on (P - H) through a
reversion, retaining t, and therefore Q(P - H91) also must be true, which is im-
possible.

The proofs of the following two lemmas are completely analogous to the
proof of Lemmas 4(i)-(ii) and 5(i)-(ii) and so will be omitted here.

Lemma 7
(i) A valuation cannot be simultaneously complete, conjunctive, and negatively

active
(ii) A valuation cannot be simultaneously complete, persistent, and locally

negatively active.

Lemma 8
(i) A valuation cannot be simultaneously consistent, disjunctive, and active

(ii) A valuation cannot be simultaneously consistent, negatively persistent, and
locally active.

Now we will turn to nontrivial valuations. The following two theorems pro-
vide a practically complete description of the logical relationships between our
conditions.

Theorem 4
(i) If a valuation is conjunctive, positive, and negatively cumulative it is per-

sistent, and if it is also nontrivial it is locally negatively active
(ii) If a valuation is conjunctive, positive, and locally active it is local

(iii) If a valuation is conjunctive, negatively active, and locally active it is locally
negatively active

(iv) If a valuation is negatively active and conjunctive it is consistent
(v) If a valuation is consistent and (locally) active it is (locally) negatively active

(vi) If a nontrivial valuation is positive it is active and negatively active.
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Proof: (i) If a valuation is not persistent, then for some t,s and proposition/?
we have s < t9 [p]t9 and ~ [p]s Now, using negative cumulativity we may find
an interval u, such that [p]u and s<u9w<t9 and (3v)(v + 5 & υ + w) (that is,
5 is an internally abutting part of w). Now consider a reversion/ of the point-
interval structure around some internal point of s such that/(w) = u. By con-
junctivity we have Q({p) Π/«/?», w). On the other hand, by positivity </?> Π
/«/7» is false in both s1 and in f(s), u is a union (fusion) of 5 and f(s), and hence
by negative cumulativity </?> Π/«/?» is false in w —a contradiction.

Suppose now that this valuation is not locally negatively active, i.e., for some
q and u, [q]u and (q) Π <w>° = 0 . We will show that in this case the valuation
is negatively persistent and hence intervally trivial. Suppose that it is not so, i.e.,
for some s and t such that s < t we have [p]s and ~ [p]t for some proposition
/>. Let t; be such an interval, where t is a nonabutting part of it (that is, t < v and
- (3w)(w + t & w + v)). Since we may map u on u, we have by Quality that
for some proposition r, [r]v and <r> Π {υ)° — 0 . Then by persistence [r]S9 and
hence by conjunctivity Q((r) Π (p),s). Now consider an automorphism/that
sends s to t while retaining t>. Since (r) Π </?> Π (v)° = 0, we have that/«r> Π
<^» = <,-> Π </?> and therefore by Quality Q((r) Π </?>,0 Hence, by positiv-
ity Q((p), t), which is impossible. Therefore the valuation is negatively persis-
tent and thereby intervally trivial.

(ii) If Q«p> Π <t)°,t) is false then by conjunctivity either Q«p),t) or
Q((t)\t) is false and hence by local activity Q((p)J) is false. On the other
hand, if Q((p) Π {t)\t), then by positivity Q({p),t). Therefore the valuation
is local.

(iii) Conjunctivity and local activity imply that if Q((p),t) then Q((p) Π
(t)°91). But if the valuation is not locally negatively active, then for some q and
t, Q«Q)J) and (q) Π <O° = 0 . Therefore we have Q(0,O which contradicts
negative activity.

(iv) If for somep and t we have both Q((p),t) and <2(P — </?>,t) then by
conjunctivity Q(0,t) — a contradiction with negative activity.

(v) If <2(P, t) then by consistency ~ Q ( 0 , t). If for somep and t, [p]t and
</?> Π <O° = 0 , then by consistency ~ β ( P - </?>,/) and (t) c p - </?>-a
contradiction with local activity.

(vi) This follows from the fact that if ζ?( 0, t) or ~ β ( P , ί) then positivity im-
plies propositional triviality.

The following theorem is dual to Theorem 4. We omit the proof.

Theorem 5
(i) If a valuation is disjunctive, positive, and cumulative it is negatively persis-

tent, and if it is also nontrivial it is locally active
(ii) If a valuation is disjunctive, positive, and locally negatively active it is local

(iii) If a valuation is disjunctive, active, and locally negatively active it is locally
active

(iv) If a valuation is active and disjunctive it is complete
(v) If a valuation is complete and (locally) negatively active it is (locally) active.

The following theorem, which we also give without proof here, holds under
some strong requirements on possible propositions and automorphisms:6
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Theorem 6
(i) If a valuation is conjunctive, positive, local, and cumulative it is persistent,

(ii) If a valuation is disjunctive, positive, local, and negatively cumulative it is
negatively persistent.

A number of examples could be produced in order to show, in effect, that
the above lemmas and theorems practically exhaust the possible dependencies be-
tween the introduced notions in the general case. Below we will consider a spe-
cial case of finite valuations.

5.1.1 Finite case Here we will consider the situation when the underlying
instant valuation is finite, in accordance with Definition 8. It is easy to show that
an interval valuation that is definable on the basis of a finite instant valuation
is also finite. In this most simple of the natural cases we have some additional
dependencies between our conditions and, moreover, an exact characterization
of some sets of valuations.

We say that an instant-definable valuation is locally dense if the formula
(p -> ~ S~Up) is universally valid, and locally negatively dense if the formula
(S~L°~p-+p) is universally valid. Then we have:

Lemma 9 If a valuation is local, cumulative, negatively cumulative, and
locally dense then it is either universally false or coincides with one of the
following three valuations: (1) [~L°~p]t (2) [~S~S~L°~p & U~p]t (3)
[~S~S~L ~p]t

Proof: Suppose that the valuation is nontrivial and such that for some p and
t, [~S~S~L°~p]t and/? is false at t. Consider the following two cases:

(a): For some q and s, [L°~q & - S - S - L 0 - ^ and q is false at s. Then by
locality and cumulativity q must be false at some interval that contains only one
point that does not belong to (q). But then by negative cumulativity and local
density any proposition p must be false in all intervals that contain some points
from P — </?>. In other words, the formula (p -> ~ L°~p) is valid for this valu-
ation. Since the valuation is not universally false, we have for some interval u
and some proposition r, [r]u and [~L°~r]u. Therefore by Quality and locality
we have that (p *-» ~ L°~p) is a valid formula and hence the valuation coincides
with [~L°~p].

(b): The formula (L°~q & ~S~S~L°~q -+ q) is valid in our valuation.
Then by cumulativity the interval t must contain a subinterval u such that [ ~ p
& ~L°~/?], and hence by Quality and locality the formula (~ΊJ~p-> ~p) is
valid. But this implies that the valuation coincides with (2), q.e.d.

The following lemma is dual to Lemma 9:

Lemma 10 If a valuation is local, cumulative, negatively cumulative, and
locally negatively dense then it is either universally true or coincides with one
of the following three valuations: (1') [Vp]t; (2') [S~U~p v ~Up]t; (3')
[S~V~p]t.
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The above lemmas have the following consequences:

(i) Valuations that are local, cumulative, negatively cumulative,
conjunctive, and negatively active are either trivially false or coincide
with the valuations (l)-(3) above.

(i') Local, cumulative, negatively cumulative, disjunctive, and active
valuations are either trivially true or coincide with the valuations (Γ)-
(3') above.

(ii) Local, homogeneous, and negatively active valuations are either trivially
false or coincide with (1) or (3) (and hence they are conjunctive and pos-
itive).

(ii') Local, negatively homogeneous, and active valuations are either trivially
true or coincide with (Γ) or (3') (and hence they are disjunctive and pos-
itive).

(iii) Local, cumulative, negatively cumulative, conjunctive, active, and
negatively active valuations coincide with (1) or (3) and hence are pos-
itive.

(iii') Local, cumulative, negatively cumulative, disjunctive, active, and
negatively active valuations coincide with (Γ) or (3') and hence are pos-
itive.

Lemma 11 If a valuation is local, cumulative, negatively cumulative, and pos-
itive then it is either propositionally trivial or coincides with (1), (1'), (3) or (3').

Proof: It is sufficient to prove that the above conditions imply that the valua-
tion is either locally dense or locally negatively dense. Suppose that this is not
so. Then for some p and t, [p & S~L°p]t and by negative cumulativity we may
find intervals u and s such that [~L°p]u, [p]s, and u is an internally abutting
part of s. Then by positivity we have that for some /?', [~Lp']w, [p']s, and
</?'> covers {s)°/{u)\ On the other hand, for some q and t', [S~L°~# &
~q]t' > and in the same way we may obtain intervals u' and s' such that u' is an
internally abutting part of s' and for some q\ \q'\s>, [~L°~q']U' and (qf) is
not intersected with (s'Y/(ufy. But this is impossible, since we may map {u,s]
on [u\sf] through some automorphism.

As a consequence of this lemma we have that any local, cumulative, nega-
tively cumulative, and positive valuation is either conjunctive and persistent, or
disjunctive and negatively persistent. Below we will give without proof some ad-
ditional properties of finite instant-definable valuations.

Lemma 12 If a valuation is local, persistent, and negatively active it is trivi-
ally false or coincides with one of the valuations:

{[t contains no more than n points, not belonging to </?>]}.

Note, that the above conditions imply that the valuation is locally dense. As a
consequence we have that any local, persistent, and negatively active valuation
is positive.

Lemma 13 Any local, negatively cumulative, conjunctive, and negatively
active valuation is either trivially false or coincides with one of (l)-(3) from
Lemma 9.
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A consequence of this lemma is that all such valuations are cumulative, and
if they are also active they are positive.

Lemma 14 A valuation is local, conjunctive, positive, and negatively active
if and only if it is locally dense or coincides with [I+(~L° -/?)].

A consequence of this fact is that any such valuation is cumulative. And fi-
nally as a most elegant result of this kind we have:

Corollary
(i) Any positive, conjunctive, and locally active valuation coincides with

[~U~p] or with [~S~S~L°~p].
(ii) Any positive, disjunctive, and locally negatively active valuation coincides

with [Up] or with [S~U~p].

6 Interval-definable instant valuations Just as interval valuations can be
defined in terms of some 'hidden' instant valuations, for many instant valuations
it is also possible to give definitions in terms of interval valuations. And it seems
that such definability should in fact be obligatory for those who consider instants
themselves as definable constructs. Indeed, if we consider instants as certain con-
structions out of intervals, then all their properties and all events occuring in it
must in fact correspond to some complex expressions about intervals, that are
involved in their definition.

In fact, from a technical point of view a theory of interval-definable instant
valuations could be developed along the same lines as a theory of instant-defin-
able interval valuations. That is why we will restrict ourselves here to only some
key points. We will show, first, that Theorems 1 and 2 from Section 5 can, in
fact, be reversed.

Theorem 7
(i) Any open instant valuation (p)a is definable as

O0(<*< t& [p]t)

for some interval valuation [p]t, and it may be required that [p]t be a
homogeneous valuation

(ii) Any open valuation is definable as <U°/?> for some persistent interval
valuation

(iii) Any regular open valuation is definable as (A°p) for some strongly
homogeneous interval valuation.

Proof: (i) Since an open valuation is characterized by the universal validity of
the formula (p <-> A°~L°~/?), we may define the required interval valuation sim-
ply as [ ~ L°~p] it is obvious that this valuation is homogeneous. On the other
hand, an instant valuation of the form (A°p) is open for any underlying inter-
val valuation.

(ii) For any open valuation the formula (p <-> U°~L°~p) is valid and hence
we may define the required valuation as [~U~p]t. On the other hand, any
valuation of the form <U°p> is open for some persistent interval valuation.

(iii) Since for open regular valuations (p <-> A°~S~L°/?) is a valid formula,
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we may define the required interval valuation as [~S~Up] which is obviously
a strongly homogeneous valuation.

The following theorem is dual to Theorem 7:

Theorem 8
(i) Any closed instant valuation is definable as < ~A°~/?> for some underlying

interval valuation and it may by required that this interval valuation be
negatively homogeneous

(ii) Any closed valuation is definable as < ~ U°~p) for some negatively persis-
tent interval valuation

(iii) Any regular closed valuation is definable as < ~A°~/?> for some strongly
negatively homogeneous valuation.

So far we have considered general representability results. But in this case
the generalized quantifiers' approach is also applicable. Suppose that for an in-
stant valuation {p)a and an interval valuation [p]t we have:

[p] = [q]-+<P> = <<ϊ>

Then there must exist a relation R between instants and sets of intervals such that

<P>a*+R(lp],<x).

Just as for instant-definable interval valuations we will adopt the Quality prin-
ciple:

(Quality) R([p],*)+*R(f{[p])9f{a)).

Now we may define for this generalized quantifier practically the same condi-
tions as for instant-definable interval valuations, namely, Locality, Positivity,
(Local) Activity, Consistency, Completeness, Conjunctivity, and Disjunctivity.
The corresponding definitions are completely analogous to their point counter-
parts, except for the cases of Locality and Local Activity. For instant-definable
valuations we have restricted ourselves to the condition of locality with respect
to internal points of an interval. But in the case of instant valuations there are
some equally plausible forms of locality, among which we will choose here the
following two:

(Locality!) A°~S~(p ++ q) -> (p <-• q)

(Locality2) - A - (p++ q) -• (p++ q).

We have also two pairs of Local Activity conditions, which correspond in fact
to the above kinds of locality:

(Loca^ Activity) A°~S~p-+p

(Local! Negative Activity) p -• ~ A°~Sp

(Local2 Activity) ~A~p-+p

(Local2 Negative Activity) p -» Ap.

Just as for interval valuations it can be shown that positivity, conjunctivity,
and local activity (as well as positivity, disjunctivity, and local negative activity)
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imply the corresponding locality. Among other dependencies between our con-
ditions we will mention only a few. First, it can be shown that the valuations
<~A°~/?>, < U » , and <A°~S~/?> exemplify all the possible maximal compat-
ible sets of conditions that include some form of locality. On the other hand, pos-
itive, conjunctive, and disjunctive valuations are trivial only in the nonfinite case
(see below). However, such valuations must be both Locali and Local2. Below
we will consider in some detail one class of finite valuations.

6.1 Finite case From our definition of finiteness for interval valuations it
follows that any instant valuation defined on a finite interval valuation is also
finite. Now, if this instant valuation is Local!, then it is determined by the dis-
tribution of truth values for the corresponding interval valuation in any neigh-
borhood of an instant. But in finite interval valuations for any proposition/? and
any instant a. there is an interval t, containing α, such that all intervals from t
belong to one of the five classes with the same truth value for p (see Section 4).
In fact, we have a situation in which the truth value of a proposition at an in-
stant is determined, in effect, by five truth-valued parameters, corresponding to
the above five classes. We have actually only twenty distributions of truth val-
ues for these parameters, which are different up to the mirror symmetry, and
hence any interval-definable instant valuation of this kind is completely deter-
mined by those truth values which it assigns to these twenty configurations.

If the above instant valuation is also Local2, then it depends only on three
truth-valued parameters, which correspond, in fact, to three different point-
filters, determining the same point. It is interesting to note that this situation
could be reinterpreted as saying that our instant valuation is determined by some
'hidden' valuation on generalized points (see the last Section in Bochman [5]).
It can be shown that all such valuations could be described as all the posible log-
ical combinations of U°/?, V+p, and U+~p. Note that among these valuations
there is one (namely, <U°/?>), that is simultaneously conjunctive, disjunctive,
and positive for finite propositions.

7 Internal logics of definable valuations Definable valuations (both instant
and interval ones) give rise to natural logical connectives, which correspond to
classical connectives in their defining counterparts. We first consider instant-de-
finable interval valuations.

For any instant valuation (p)a we may define 'classical' connectives in the
following natural way:

(p&q} = </?> Π (q) (that is, for any a, </? & q)a *+ (p)a & <q)a, etc.)

<pyq) = <p>U<q)

(-p)=P-(p)

<P=*q> = (P-</?»U<?>.

Now, if an interval valuation [p]t is instant-definable as Q((p)J), then we
have that the above complex propositions will obtain nonclassical definitions in
this interval valuation:
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[p&q]t^Q«p>Π<q),t)

[pvq]t++Q«P>V<q>,t)

[-p]t+*Q(P-<P>,t)

[ p = > « ] / « Q ( ( P - < P » U < ί > , 0 .

The logic corresponding to the above semantics is, however, too weak in the gen-
eral case. It lacks even tautologies (that is, universally valid formulas) and has,
in fact, only 'reversible' entailments, e.g. commutativity, associativity, and dis-
tributivity of conjunction and disjunction and all reduction equivalences of clas-
sical propositional logic. But all additional properties depend on the particular
quantifier ζλ We have, in fact, the following remarkable correspondences be-
tween conditions on Q and some natural logical conditions:

Activity: The formula (p v -p) is universally valid

Negative activity: The formula (p & —p) is universally false

Positivity: The entailments [p & q]t -> [p]t and [p]t -> [p v q]

Consistency: [p]t and [—p]t cannot simultaneously hold

Completeness: Either [p]t or [—p]tis true

Conjunctivity: The entailment [p]t & [q]t -•[/?& q]t

Disjunctivity: The entailment [p v q]t-+ [p]tv [q]t>

If a valuation is active, then all tautologies of classical logic are universally
valid formulas in such a semantics. A valuation is conjunctive and positive iff
its 'internal' conjunction is classical:

[p&q]t"[p]t& [q]t,

whereas it is positive and disjunctive iff its internal disjunction is classical:

[pvq]t++ [p]/V [q]t.

But as was shown in Section 5.1, nontrivial interval valuations cannot be simul-
taneously conjunctive, disjunctive, and positive and hence the corresponding
semantics cannot be classical for all the above connectives.

To any definable valuation [p]t«+ Q((p),t) a dual valuation naturally cor-
responds, which is defined as follows:

] p [ / - ~ β ( P -</>>,t).

This valuation has exactly those properties that are dual to the properties of the
source valuation. In addition to this, [—p]t<-> ~]p[t and ] —p[t++~[p]. Note
that a valuation [p]t is consistent iff [p]t ->]/?[* and complete iff ]p[t -> [/?],.

The case of interval-definable instant valuations is completely analogous.
Note, however, that in the finite case there is a valuation «U°/?» which is clas-
sical with respect to all its internal connectives.

7.1 One 'unified* logic of change We will begin with an internal logic of
homogeneous valuations. This choice can be justified by the fact that For-
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valuations, as mentioned above (cf. Section 2), are homogeneous, because they
are (definitionally) persistent and (empirically) cumulative for the main types of
temporal propositions. As has been shown, any homogeneous valuation is
representable as [~ΊJ~p]t for some instant valuation. Suppose now that a cer-
tain homogeneous valuation \\p\\t has a 'hidden' definition

(1) \\p\\t= (α)(α <• t->(p)a)

for some instant valuation (p)a. Then our interval valuation has the following
dual counterpart:

(2) \p\t=(3a)(a<' t&(p)a).

We also define the following dual pair of derived instant valuations:

(3) «/>»„ HE (A°~L°~/7)α

(4) <p>a= (~A°~L»α .

It is clear that the valuation «/?»α is open, while (p)a is closed. Moreover, we
have that these valuations also characterize our interval valuations:

(5) I I P I , " (α)(α< *->«/>»«)

(6) \p\t~(3a)(a<- t&(p)a).

Note also that the above definitions are in fact 'reversible', because the valua-
tions «/?»α and (p)a are in turn definable in terms of the corresponding inter-
val valuations:

(7) «/*»«•* O f ) ( α < t& \\p\\t)

(8) <P> α ~(0(<*< t-*\p\t).

Hence we have, in fact, two alternative ways of defining internal logical connec-
tives for our interval valuations, depending on whether we use our source instant
valuation (p)a or its derivatives «/?»α and </?>α.

We first consider 'derivative' internal connectives. There is, however, a prob-
lem here, because internal negation and implication do not preserve the prop-
erty of openness (respectively, closedness) of corresponding instant valuations.
Hence, the corresponding definitions for these connectives, given below, will be
modified in order to preserve these properties:

(9) «P&q» = « p » n « 0 »

«P v <7» = «P» U «ήr»

«-π/?»=Int(P-«/?»)

«/? => q)) = Int((P - «/?») U «<?»).

(10) <p & q) = </?> Π (q)

(pyq> = <p)U(q)

<̂ /7> =Cl(P-</7»

</?=>^>=Cl((P-</?»U<^».
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These definitions generate the following natural definitions in our interval valu-
ations:

(11) \\p &q\\t» (α)(α <• t-» ( «p» α & «<?»„))

\\p v q\\t ++ (α)(α <• f-* ( « p » β v ««»„))

IhPlI/^ (α)(α< *-«/>»«)

||/7 => βrΠr +* («)(α <' ' - «</>»« ~* ««»«))•

(12) |/7 & q\t+* (3α)(α <• ί & «p>α & <?>„))

|/> v q\t ++ (3α)(α <• f & «p>β v <tf>J)

| i/? | , ~ ( 3 α ) ( α < t&~<p)a)

\p*q\t+* (3α)(α <• ί & «P>« ^ <9>«)).

Now, using (7) and (8) we obtain the following equivalences:

(13) \\p&q\\t~\\p\\t&\\q\\t

\\p v q\\t ~ (α)(α <• ̂  (3j)(α <• 5 & (||/7||, v \\q\\s))

\^p\t+*(s)(s*t-+~\p\s)

\p*q\s*+(s)(s*t^(\p\s-*\q\s)).

(14) Ip&βflί ~ ( 3 α ) ( α < ^& (5)(α <• J-* | p | , & |ζr|5))

|/7v^|^ ^ | p U v Iςrlί

\p^q\t +* h p | / v I ^ I ^ .

In other words the above connectives are, in fact,'interval definable', that is, they
are definable inside our interval valuations.

It can be seen that the semantic structure obtained for the valuation \\p\\t is
in fact a modified version of Beth semantics for intuitionistic logic and hence the
logic corresponding to it is exactly intuitionistic logic. Note also that the instant
semantics (9) is a well-known topological representation of the same logic on a
real line (cf. Scott [9]). Moreover, using (7) and (8) we may obtain interval defi-
nitions for instant-definable connectives (9) and (10) (similar to (12) and (13)
above), and thereby will extend the mutual definability of corresponding instant
and interval valuations on their associated semantics.

Now consider the logic associated with the dual interval valuation \p\t. This
logic is known as dual intuitionistic logic and this duality is naturally expressed
in its axiomatics: while the intuitionistic logic is axiomatizable in a sequential cal-
culus with classical definitions of the connectives, but with single consequents
in sequents, the dual intuitionistic logic is axiomatizable with the same axioms,
but in the sequential calculus with single antecedents.

Now we will add to our semantics a new negation connective, namely, an in-
ternal negation with respect to our source instant valuation (p)a:
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(15) | - / > | / ~ ( α ) ( α < *--(/>)«)

\-p\t « ( 3 α ) ( α < /& -(/>)«)•

We then have the following equivalences:

(16) [ - P | / ~ ( α ) ( α < * - -</>>«) " - | p | ,

| - p | , <-> (3α)(α <• ί & ~ « p » α ) ~ - | |p | | , .

(17) «-/>»„ «+ ~</?>α

Thus, the above negation joins, in fact, our two interval valuations into a sin-
gle semantic system.7 We still have, however, two possible ways of defining
semantic entailment, with respect to the valuation \\p\\t or with respect to the
valuation \p\t. It can be shown that, with some minor (and, it seems, unjusti-
fied) changes, the logic corresponding to semantic entailment relative to the valu-
ation \\p\\t will coincide with intuitionistic logic with strong negation (cf.
Gurevich [7] and Thomason [II]). 8 On the other hand, the logic generated by
the semantic entailment relative to \p\t is a natural dual to the above logic. It
is intersting to note that while the former logic is consistent (though not com-
plete) with respect to 'strong' negation "—", its dual is complete but not consis-
tent. The situation with contradiction is naturally interpreted in the following
way: If some proposition p changes its truth value relative to the valuation ( )α

at some instant β, then in all intervals containing β we will have both \p\t and
I —p\t. Moreover, the same logic is determined also by the instant semantics
generated by definitions (9), (10), and (17) with respect to semantic entailment
relative to the valuation </?>„. In this semantics we will obtain contradictions
(with respect to strong negation) at any instant of change. That is why this logic
could be considered as a plausible candidate for the 'dialectical logic of
change'.9

NOTES

1. As it turns out we may distinguish (though not characterize!) elementary aspectual
types with the help of the above features in the following way:

(i) States are strongly homogeneous
(ii) Generics (iteratives) are strongly cumulative (though not in general persistent)

(iii) Activities are homogeneous
(iv) Accomplishments are neither persistent nor cumulative
(v) Achievements are false at intervals.

2. This topic deserves special consideration. We may mention here Aristotle's dictum
that any temporal interval may contain only a finite number of actual instants. We
want, in fact, to restore (with minor changes) M. Black's original analysis of Zeno's
paradoxes (cf. Black [4]), despite his later corrections (we particularly refer the reader
to his notion of well-bounded change). It also seems that the finiteness requirement
is one of the important conditions for distinguishing natural changes from the so-
called Cambridge changes'.
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3. Thus, the finiteness requirement precludes the existence of what was termed in von
Wright [13] 'dialectical contradictions'. Nevertheless, as will be shown below, the pos-
sibility of some such contradictions still remains.

4. Note that we may identify an interval t with the set of its points.

5. There may also be other, weaker locality conditions, which we will not consider in
this paper:
(i) ~L~(p++q)-* (p^q)
(ii) ~L~A°(~L°~ (/?<-><?)) - » ( p ^ q ) .

6. Namely, it requires the existence of at least weakly finite propositions and of some
automorphisms between (countably) infinite sets of points and intervals of the same
type.

7. In fact, we may dispense with one of these interval valuations altogether, if we con-
sider negations of elementary propositions as also elementary propositions. Then de
Morgan's laws and some other equivalences will yield corresponding definitions for
complex formulas.

8. The required changes involve the definitions of implication and intuitionistic nega-
tion in the dual valuation \p\t'

\P=>Q\t"\\p\\t^ \q\t

Note that in both cases we have that ->/? is strongly equivalent to (p => —p). The char-
acteristic additional axiom for intuitionistic negation in intuitionistic logic with strong
negation is p <=> — -•/?, while in our case it is — -»/? <*=> -> —p.

9. Priest [8] has proposed a 'dialectical logic of change' based on what was called the
'Leibniz principle'. As can be seen, this principle is just the condition of closedness
for the corresponding instant valuation and hence our logics have much in common.

REFERENCES

[1] van Benthem, J., "Foundations of conditional logic," Journal of Philosophical
Logic, vol. 13 (1984), pp. 303-349.

[2] van Benthem, J., "Questions about quantifiers," The Journal of Symbolic Logic,
vol. 49 (1984), pp. 443-466.

[3] van Benthem, J., "Tense logic and time," Notre Dame Journal of Formal Logic,
vol. 25 (1984), pp. 1-16.

[4] Black, M., Problems of Analysis, Routledge & Kegan Paul, London, 1954.

[5] Bochman, A., "Concerted instant-interval temporal semantics I: Temporal ontol-
ogies," Notre Dame Journal of Formal Logic, to appear.

[6] Burgess, J., "Axioms for tense logic II: Time periods," Notre Dame Journal of For-
mal Logic, vol. 23 (1984), pp. 235-258.

[7] Gurevich, Y., "Intuitionistic logic with strong negation," Studia Logica, vol. 36
(1977), pp. 49-59.

[8] Priest, G., "To be and not to be: Dialectical tense logic," Studia Logica, vol. 41
(1982), pp. 249-268.



TEMPORAL SEMANTICS: II 601

[9] Scott, D., "Semantic archeology: A parable," pp. 666-674 in Semantics of Natu-
ral Language, edited by D. Davidson and G. Harman, Reidel, Dordrecht, 1972.

[10] Taylor, B., "Tense and continuity," Linguistics and Philosophy', vol. 1 (1977), pp.
199-220.

[11] Thomason, R. H., "A semantical study of constructible falsity," Zeitschrift fur
Mathematische Logik und Grundlagen der Mathematik, Band 15 (1969), pp.
247-257.

[12] Vlach, F., "The semantics of the progressive," pp. 271-292 in Syntax and Seman-
tics vol.14 (Tense and Aspect), Academic Press, New York, 1981.

[13] von Wright, G. H., Time, Change and Contradiction, Cambridge University Press,
Cambridge, 1968.

Department of Philosophy
Tel-Aviv University
Tel-Aviv 69978
Israel




