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Toward a Theory of Second-Order
Consequence

AGUSTIN RAYO and GABRIEL UZQUIANO

Abstract Wedevelop an account of logical consequence for the second-order
language of set theory in the spirit of Boolos’s plural interpretation of monadic
second-order logic.

There is little doubt that a second-order axiomatization of Zermelo-Fraenkel set the-
ory plus the axiom of choice (ZFC) is desirable. One advantage of such an ax-
iomatization is that it permits us to express the principles underlying the first-order
schemata of separation and replacement. Another aritest-categoricity: M is
amodel of second-order ZFC if and only if it is isomorphic to a model of the form
(Ve, € N (Ve x V), for k astrongly inaccessible ordinal.

We obtain similar benefits when we allow for the existence of Urelemente. The
axioms of second-order ZFC with Urelemente (ZFCU) are not able to specify the
structure of the universe up to isomorphism, but McGee has recently shown that, pro-
vided one takes the range of its quantifiers to be unrestricted, the axioms of second-
order ZFCU plus the axiom that the Urelemente form a set will characterize the struc-
ture of the universe ofure sets up to isomorphism.In sum, there is much to be
gained from the ability to employ second-order quantification in the context of set
theory.

What is much more controversial is that we can, with a clear conscience, develop
set theory within a second-order language. The standard interpretation of second-
order quantification takes second-order variables to range over the sets of individuals
which first-order variables range over. This interpretation may be convenientin con-
texts in which the domain forms a set but it will not do for the purpose of developing
set theory in a second-order language. The reason is not difficult to state. When we
do set theory, we take our first-order variables to range over all sets. But if we take our
second-order variables to range over sets of sets in the range of the first-order vari-
ables, then second-order comprehension will fail. A simple instance of second-order
comprehension such axXvy (Xy <— y ¢ y) will be false on account of Russell’s
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paradox, according to which no set contains all and only those sets that are not mem-
bers of themselves.

A different approach would be to take the second-order variables of the language
to range not over sets but rather over classes. An instance of comprehension such as
AXVyY (Xy <— y ¢ y) would then be taken to amount to the existence of a class of
all and only those sets that are not members of themselves. One difficulty with this
approach is that it would be in tension with the attitude of most set theorists, who
seem to regard their subject as the most comprehensive theory of collections. There
are no collections other than sets, and even if it is, on occasion, convenient to speak
of proper classes, that is, collections that are “too big” to form sets, such talk is not
to be taken literally.

An interpretation of second-order quantification that avoids commitment to
proper classes, and still makes second-order logic available for the development of set
theory, is therefore preferable to one that takes second-order variables to range over
classes. I1], Boolos offered just such an interpretation. He proposed to understand
second-order quantification in terms of English plural quantificatiéwwcordingly,
he read an instance of comprehension sucihX&gy (Xy <— Yy ¢ y) as the truism
that there are some sets such that a set is one of them justin case it is not a member of
itself2 The advantage of Boolos’s plural interpretation is that, as he argued, it veri-
fies all instances of second-order comprehension and legitimizes the development of
second-order set theory.

In a later article[f], he made use of the apparatus of plurals to give an account
of the truth- and validity-conditions of second-order formulas of set theory. He pro-
vided definitions of truth and of a notion of validity he called ‘supervalidity’, which
were aimed to show that commitment to classes is not necessary to develop a rigor-
ous semantics for the language of second-order set theory. But there was animportant
drawback: Boolos’s definitions of truth and validity didn’t generalize to a definition
of logical consequence.

The purpose of this note is to present an account of the truth- and validity- condi-
tions of second-order formulas which can be generalized to an account of the condi-
tions under which a second-order formula is a logical consequence of a set of second-
order formulas.

There are two desiderata our semantics should satisfy. First, in the spirit of the
plural interpretation of second-order set theory, it should commit us to no entities
other than sets, which are the objects in the range of the first-order variables of the
language. The second desideratum concerns the connection between truth, satisfac-
tion, and validity and will require some explanatibn.

A standard model for the language of first-order set theory is an ordered pair
(D, I). Its domain,D, is anonempty set and its interpretation functidnassigns a
set of ordered pairs to the two-place predicate ‘A sentence is true ifD, I) just
in case it is satisfied by all assignments of first-order variables to membérsod
second-order variables to subsetdpfa sentence is satisfiable just in case it is true
in some standard model; finally, a sentence is valid justin case it is true in all standard
models.

The stipulation thaD and| be sets is not without consequence. An immediate
effect of this stipulation is that no standard model provides the language of set theory
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with its intended interpretation. In other words, there is no standard ni@dé) in

which D consists of all sets antassigns the standard element-set relatioreto *

For it is a theorem of ZFC that there is no set of all sets and that there is no set of
ordered-pairgx, y) for x an element of.

Therefore, on the standard definition of model, it is not at all obvious that the
validity of a sentence is a guarantee of its truth; similarly, it is far from evident that
the truth of a sentence is a guarantee of its satisfiability in some standard model. If
there is a connection between satisfiability, truth, and validity, it is not one that can
be “read off” standard model theory.

This is not a problem in the first-order case since set theory provides us with
two reassuring results for the language of first-order set theory. One result is the first-
order completeness theorem according to which first-order sentences are provable, if
true in all models. Granted the truth of the axioms of the first-order predicate calculus
and the truth preserving character of its rules of inference, we know that a sentence
of the first-order language of set theory is true, if it is provable. Thus, since valid
sentences are provable and provable sentences are true, we know that valid sentences
are true. The connection between truth and satisfiability immediately followssif
unsatisfiable, them, its negation, is true in all models and hence valid. Therefore,
—g is true andp is false®

The other comforting result is a principle of reflection, provable within first-
order ZFC. According to this principle, for each sentepad first-order set theory,
there is a standard model of the fokM., € N (V, x V,)), for some ordinak, such
thatg is true if and onlyy is true in that model. Thus, suppose a sentenogfirst-
order set theory is false. Thefy will be true, and, by the reflection principle, true
in some standard model of the forfv,, € N (V, x V,)), for some ordinak. ¢ will
be false in that model and hence not valid.

The situation changes drastically when we venture into a second-order language.
There is no completeness theorem for second-order logic. Nor do the axioms of
second-order ZFC imply a reflection principle which ensures that if a sentence of
second-order set theory is true, then it is true in some standard model. Thus there
may be sentences of the language of second-order set theory that are true but unsat-
isfiable, or sentences that are valid, but false. To make this possibility vivid, let
be the conjunction of all the axioms of second-order ZEGs surely true. But the
existence of a model faZ requires the existence of strongly inaccessible cardinals.
The axioms of second-order ZFC don't entail the existence of strongly inaccessible
cardinals, and hence the satisfiabilitybis independent of second-order ZFC. Thus,

Z is true but its unsatisfiability is consistent with second-order FC.

One could be tempted to opt for the advantages of theft over honest toil and pos-
tulate a second-order reflection principle. But it would be somewhat disappointing if
we had to rely on a hypothesis which—no matter how plausible—is not susceptible
of a proof from currently accepted axioms in order to establish what ought to be ob-
vious: that a sentence is true if it is valid and that it is satisfiable, if it is true.

The second desideratum of our theory is therefore this: it should make plain the
connection between validity, satisfiability, and truth. Boolos’s semantics satisfies this
desideratum. On his definition of supervalidity, a sentence of second-order set theory
is supervalid if it is true no matter what sets we take its quantifiers to range over and
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no matter what ordered pairs of sets we taketb denote. The definition, however,

is schematic: to each sentence of set theohg associated a second-order sentence
¢* such thatp is supervalid just in casg* is true. It takes very little—universal in-
stantiation and substitution—to show that a sentenedrue if¢* is true. This yields

an immediate connection between validity and truth. Unfortunately, as Boolos put it,
“it would seem that there is no obvious way to generalize the notion of supervalidity
to a notion of superconsequence or supersatisfiabili&]; fjp. 86-87).

Weshall now present our alternative account of second-order validity, which
be extended to an account of logical consequence while satisfying the two desiderata
we just laid down. Like Boolos, we shall understand second-order quantification in
terms of plural quantification. Moreover, we will make use of a primitive satisfaction
predicate which takes predicates in some of its argument places. In this respect, our
definitions will not be unlike Boolos'’s definition of truth for the language of second-
order ZFC, as he himself made use of a satisfaction predicate which took predicates
in some of its argument places in his definition.

To a large extent, the success of our proposal depends on whether it is possible
to give an adequate account of the new sort of predicate it requires. Boolos made
a convincing case for the view that plural quantification can be used to understand
second-order quantification, but it is not obvious that English provides us with the re-
sources to make sense of predicates which take first-order predicates in their argument
places. We propose to understand them in terms of collective English predicates. In
‘The rocks rained down’, for example, ‘rained down’ is not predicated of a particular
object such as this rock or that rock. Nor is it predicated of some peculiar complex ob-
ject made up by these rocks or those. Rather, it is predicated of these rocks dr those.
Similarly, with ‘“The ordinals do not outnumber the cardinals’ or ‘The sets possessing
a rank exhaust the univers®’.

An adequate justification of such predicates would take us far beyond the scope
of this paper but has been taken up elsewhere by one b#usimilar position has
been developed by Yii[3.

Shapiro has developed a semantics for the language of ZFC in a language aug-
mented with the primitive satisfaction predicasat(P, g, R, m)’, which takes class-
variables in some of its argument plad8s.Our proposal will be equivalent to
Shapiro’s when his quantification over classes is interpreted as plural quantification
over sets and his predicawat (P, g, R, m)’ i sinterpreted as a collective plural pred-
icate.

It is now time to explain the thought underlying our proposal. Even from the
standpoint of the standard model-theoretic semantics, this much is uncontroversial:
A standard model for the language of set-theory is determined by the individuals that
constitute its domain and by the ordered pairs of individuals that its interpretation
function assigns toe’. To require, in addition, that the individuals over which our
variables range (or that the ordered pairs assigned’Jdorm a set strikes us as a
somewhat artificial feature of the standard definition of a model. The core of our pro-
posal is that we conceive of a model, not as a single set-theoretic object, but rather as
given by the valugof a second-order variabl®t’. Accordingly, we take satisfaction
to be a relation that a formulabears, not to a certain structured set, but to the values
of *M’. These objects will encode a specification of the individuals over which our
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first-order quantifiers are to range and a specification of the ordered pairs that are to
be assigned toe’. !

There are several ways in which the proposal can be implemented. The option
we favor takes a model to be given by ordered pairs of two different types: (1) ordered
pairs of the form({*V’, x), which are taken to encode the fact tlxas to be within
the range of our quantifiers, and (2) ordered pairs of the foeh (x, y)), which are
taken to encode the fact th@d, y) is part of the interpretation of£’. We impose the
requirement that if a model is given by some ordered pairs which in¢ladg(x, y)),
then('Vv’, x) and('V’, y) must also be among these ordered pairs. Formally, we take
‘M is a model’, whereM’ i s amonadic second-order variable, to abbreviate the fol-
lowing formula of second-order set theory:

XMV, XA
VX (MX— Qyx=(V,y)vIwdzx= (€, (w, 2))) A
Ywvz(M (‘€' , (w,2)) — M{V,w)A ('Y ,2)).

Recall that, for us, a second-order variable suchMsi’s aplural variable. Thus,

when we speak ad model M, we are not to be taken to speak of an object of some
sort or another. Rather, we should be taken to speak of some sets (the values of the
variable ‘M’), which happen to satisfy the above formula. In a similar vein, we will
sometimes say thahe domain of a model M consists of the Fs; this should be read:

‘for every x, (‘'V’, X) is one of the values ofM’ if and only if x is one of the Fs'.
Finally, when we say model M assignsinterpretation Rto ‘€', this locution should

be read: ‘For everxandy, (‘€’, (X, y)) is one of the values ofVl" if and only if x
bearsRtoy'.

According to our definition, there is a model whose domain consists of all sets
and which assigns the standard element-set relatioa’tdt' is given by a second-
order variable whose values are the ordered pairs Withas their first-component, a
set as their second component, and the ordered pairsaviis their first component
and an ordered paiK, y) for x an element o¥ as their second component.

Although itis in the second-order case that the proposal deserves the most inter-
est, itis best for expository purposes to begin by giving definitions of first-order truth,
validity, and logical consequence, and later extend the proposal to the second-order
case.

A first-order variable assignment is a map from the first-order variables of the
language into the domain of a model. Since there are denumerably many first-order
variables in the language, the axioms of infinity and replacement guarantee that such
maps are sets. Accordingly, we may use a first-order variable to range over variable
assignments. Let us take ‘s is a variable assignment with respect to Mottehb-
breviate the formula:

Vvj (vj is a variable—> 3! (vj, X} € 5) A
VX (X € s—> w3y (vj is a variablean x = (vi, Y) A M ('Y, y))).

Since variable assignments are functions, we shall saysha) ‘= x' holds when-
ever itis the case that;, x) € s. A vj-variant of a variable assignmesiis a variable
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assignment that agrees witls except perhaps in the value it assigngitoThus, we
will take ‘t is avj-variant ofs' to abbreviate the first-order formula:

sis a variable assignmentt is a variable assignment
Yvj ((vj is afirst-order variable vj # vi) — t(vj) = s(vj)).

We are now in a position to introduce the predicatesatisfiesy with respect tav’.

Note that this predicate takes first-order variables in two of its argument places and a
second-order variable in its third. Our satisfaction predicate is implicitly defined by
the following axioms:

sis a variable assignment with respectvi

if ¢ is vi = vj, thens satisfiesy with respect toM iff: s(vj) = s(vj),

if ¢ isv; € vj, thens satisfiesp with respect taM iff: M ('€, (s(vi), s(v)))),

if ¢ is =, thens satisfiesp with respect toM iff: s does not satisfyr with

respect toM,

4. if pis (¥ A x), thenssatisfiesp with respect taM iff: ssatisfies) with respect
to M ands satisfiesy with respect tav,

5. if ¢ is vy, thens satisfiesy with respect taM iff; 3t (tis avj-variant ofsAt

satisfies)s with respect taM).

With our implicit definition of satisfaction in place, we can provide an explicit defi-
nition for the predicateg is true inM’:

whNPEF o

@ is true inM iff:
Vs (s is avariable assignment with respectib —
s satisfiesp with respect taM).

Truth is a special case afuth in a model: asentence is true just in case it is true in

the model whose domain consists of all sets and whose interpretation function assigns
the standard element-set relation &.* Finally, we provide explicit definitions of
validity and logical consequence:

@ is valid iff:
VM (M is a model— ¢ is true inM);

¢ is a logical consequence Dfiff:
VM[M is a model— V¢ € T (yis true inM — ¢ is true inM)].

We now extend the proposal to encompass second-order languages. Since the val-
ues assigned to second-order variables may encompass too many sets to form a set,
second-order variable assignments cannot be sets. Instead, we will use a second-order
variableS. The values ofSwill be ordered pairs with a variable in their first compo-

nent and a member of the domain in their second componeni; i$f a first-order
variable, we stipulate th&is to be true of exactly one pair of the forin, x); if Vi

is a second-order variab®may be true of several pait¥, X) (or none). We shall

say thatx is the assignment afy with respect toSif (v, X) is among the values of
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S, and thatx is an assignment of with respect toSif (V, X) is among the values
of S. Formally, we let Sis a variable assignment with respectND abbreviate a
second-order formula:

Vui (v is a first-order variable— 3y S{viy)) A
VX (SX —> [Jvj (vj is a first-order variable 3y (M {'V', y) A
x={(vi, ¥))) Vv IV (V; is a second-order variable
Ay (MY, y) Ax= (M, )]

Thus, when we saySis a variable assignment with respectMow e are not speak-

ing of an object of some sort, as grammatical form would suggest. What we mean
is that the values of the second-order varial8esatisfy the above formula. We let
‘S(vj) = X' abbreviate S{vj, X)'. Moreover, we let X is the value ofv; with re-
spect toS abbreviate S{vj, x)’, and ‘x is a value ofV; with respect toS abbrevi-

ate ‘'S(V;, x)’. A vj-variant of a variable assignme8tis a variable assignment that
agrees withS except perhaps in the value it assignetoThus, we takeT is av;-
variant of S to abbreviate the second-order formula:

Sis a variable assignment T is a variable assignment
Yv; ((vj is afirst-order variable vj # vi) — T(vj) = S(vj)) A
VYV (V; is a second-order variable— VX (T (Vi, X) «<— S(Vi, X))).

In a similar fashion, &/-variant of a variable assignme8is a variable assignment
that agrees witts except perhaps in the values it assign¥itorhus, we takeT is a
Vi-variant of S to abbreviate the second-order formula:

Sis a variable assignment T is a variable assignment
Vi (vj is a first-order variable— T (vj) = S(vi)) A
VV; ((Vj is a second-order variableVj # V) —
VX (T (Vj, X) <— S(Vj, x))).

We are now in a position to define satisfaction for the language of second-order set
theory. The new satisfaction predicat8satisfiesy with respect taV’, differs from

its first-order counterpart in that it takes two second-order variables as arguments in-
stead of one. It is implicitly defined by axioms analogous to (0)—(5):

0’. Sis avariable assignment with respecivio

1. if g isv; = vj, thenSsatisfiesp with respect taM iff: S(vi) = S(vj),

2. if pisvi € vj, thenSsatisfiesp with respect taM iff: M(*€’, (S(vi), S(vj))),

3. if ¢ is =, then S satisfiesp with respect toM iff: S does not satisfy with
respect tav,

4. if pis (¥ A x), thenSsatisfiesy with respect taM iff: Ssatisfies) with respect
to M and S satisfiesy with respect tav,

5. if ¢ is Jvjy, then S satisfiesy with respect taM iff: 3T (T is avj-variant of
SA T satisfies) with respect tavl).

Two further axioms have no first-order analogues:
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6. if ¢ is Vivj, thenSsatisfiesy with respect taM iff: S(Vi, S(vj)),

7. if ¢is3V, ¢, thenSsatisfiesp with respect taM iff: 3T (T is aVj-variant ofS
A T satisfiesyr with respect taM).

With our implicit definition of satisfaction in place, we may explicitly defineth in

a model andtruth as before. And our definitions of consequence and validity carry
over to the second-order case without incident. Since the result of extending second-
order ZFC with axiomg0') —(7’) allows us to define a truth predicate for second-
order ZFC, it follows from Tarski's Theorem on the undefinability of truth that axioms
(0" —(7") yield a genuine extension of second-order ZFC.

We have managed to give a formal semantics for the second-order language of
set theory without expanding our ontology to include classes that are not sets. The
obvious alternative is to invoke the existence of proper classes. One can then tinker
with the definition of a standard model so as to allow for a model with the (proper)
class of all sets as its domain and the class of all ordered-paiys (for x an ele-
ment ofy) asits interpretation functio? The existence of such a model is in fact all
it takes to render the truth of a sentence of the language of set theory an immediate
consequence of its validity.

One difficulty with this move is that it requires us to countenance the existence
of proper classe®® Another concerns thigstability of the semantics that results. For
once one takes the existence of proper classes at face value, class theory takes center
stage, and one must acknowledge that there is as much reason to provide a semantics
for the language of class theory as there is for the language of second-order set theory.
One may be tempted to postulate the existence of collections more encompassing than
classes. One could then use ‘superclasses’ to give a model theory for the first-order
theory of classes. But this is only to postpone the problem. It will arise again as soon
as one tries to give a model theory for the language of superclass theory.

What is worse, this sort of move is of no help at all if one tries to give a semantics
for a language whose variables range aléthe classlike entities there are, not just
those lying below some level or other of a hierarchy of more and more encompassing
collections.

The semantics we have developed faces an analogous instability. The cost of
avoiding ontological expansion is ‘ideological’ expansion. In order to obtain a se-
mantics for the language of second-order ZFC we had to move into the realm of third-
order logic, by introducing a satisfaction predicate that takes first-order predicates as
arguments. In a similar way, we would be forced to resort to an even higher-order
satisfaction predicate in order to give a semantics for a language augmented with a
predicate that takes first-order predicates as arguments. The situation is quite gen-
eral. When ontological expansion is avoided and reflection principles are absent, the
logical resourcesthat are needed to produce a model theory for a given language are
strictly greater than the logical resources of that language. This is problematic be-
cause there is no guarantee that the use of such logical resources can be made legit-
imate. In particular, it is doubtful that they can be interpreted in terms of English
locutions we antecedently understand.

Itis a fact of life that higher-order languages are unstable in the above sense. The
present proposal does not tell us how to address this situation. But it does show how
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much can be done with the logical resources that the apparatus of plural quantification
and plural predication makes availabfe.

We have stressed the implicit character of our definition of satisfaction. But it
should be mentioned that our implicit definition of satisfaction can be transformed
into an explicit one if we help ourselves to quantification over predicates that take
first-order predicates as arguments, that is, if we help ourselves to third-order quan-
tifiers. LetX(R) be the result of conjoining axiom®') — (7’) and replacing the sat-
isfaction predicate by a suitable third-order variati® 1> We may then say tha$
satisfiesp with respect toM if and only if VR[Z(R) —> R(S, ¢, M)] holds. Un-
fortunately, the apparatus of plurals does not seem to provide us with the resources
necessary to understand third-order quantification. An interpretation of third-order
quantification in terms of English nonnominal quantification is set fort@Jndut it
is sure to be somewhat controversial.

We should like to conclude by reporting three comforting results concerning our
implicit definition of satisfaction. The first result shows that the axioms thatimplicitly
define satisfaction uniquely pin down its extension. Suppose that suitable versions
of axioms(0') —(7) hold of the predicatesS satisfies ¢ with respect toM’ and ‘'S
satisfieg ¢ with respect taM’. Then, for every formula, every modelM, and every
variable assignmer®, Ssatisfies ¢ with respect taM just in caseS satisfies ¢ with
respect tdM. The proof of this result is a straightforward induction on the complexity
of formulas.

The second result is the derivability of all instances of Tarski's schema T. A little
symbol manipulation should convince the reader thatsfa sentence of the language
of second-order set theory ang i s a tanslation ofp into the metalanguage, then

plistrue<— p

is a derivable consequence of our definitions.

The third and last result is just that our semantics sanctions common deductive
systems for second-order languages. More precisely, given a standard axiomatic sys-
tem for second-order logic (e.g., the system indicated in Fre®ggjsiffsschrift), it
can be shown that if is a sentence of the language of second-order set theory and
is a set of such sentences, theis a consequence ofif it is a deductive consequence
of I'. The proof proceeds by verifying the validity of the deductive axioms and the
fact that the rules of inference preserve validity.

Itis a consequence ofddlel’'s Incompleteness Theorem that we cannot hope for
a onverse of this proposition. Given any recursively axiomatizable axiom system for
second-order logic, we know how to construct second-order sentences that are valid
but not provable. The proof of this result is analogous to the incompleteness proof
for full second-order logié®
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NOTES

This categoricity result is stated and proved in Mc@&eA little inspection of the proof
reveals that what is required for the result to be provable is that one can prove that there
is a 1-1 correspondence between the univergeiefsets and the universe of discourse.

[1] and ] make use of English plural quantification to interpret monadic second-order
quantification but rely on the availability of ordered pairs to interpatyadic second-
order guantification. A more direct interpretation of polyadic quantification is given in
Rayo and Yabldg].

. More precisely, Boolos’s reading is “Either there are no sets that are not self-identical,

or there are some sets such that a set is one of them just in case it is not a member of
itself.”

The classical discussion of the connection between truth and second-order validity is
Kreisel [g]. Shapiro[[1] (Sections 6.1 and 6.3) and Etchemerfigl Chapter 11) discuss
some of the issues raised by Kreisel.

Seelf] (pp. 89-93),[E] (p. 84), and Cartwrighfq]. The argument is discussed ]
and Shaprid]{ (Section 6.3).

For those who view the existence of strongly inaccessible cardinals as a very plausible
hypothesis and are thus not persuaded by the example, McGee describariather
candidate to be a second-order sentence which is true, yet unsatisfiable. Very roughly,
McGee's sentence is the result of conjoiniBgvith an axiom to the effect that the set-
theoretic universe can't be embedded into a strictly larger universe.

This is Boolos's example. 18] he Hnted at the possibility of plural predication.
Another Boolosian example.

Agusitn Rayo, “Word and Objects,” forthcoming MoQs.

He develops this semantics in Section 6.1 of[hid |

This is an extremely natural move to make. In fact, similar ideas have been set forth
independently by two other philosophers concerned with English plurals and their re-
lation to standard logic: Josep Madtabrega and Byeong-UK Yi. Their unpublished
manuscripts are “Plural quantification and second-order quantification,” and “The lan-
guage and logic of plurals,” respectively.

This sort of account is developedlirij, Section 6.1. See alda(. Shapiro leaves open
the question of whether talk of classes is to be taken literally.

This is provided that one takes talk of proper classes literally; that is, one takes it to in-
volve singular reference to setlike entities other than sets. An alternative to this would
be, for example, to understand talk of classes in terms of plural reference to sets in which
case the move just described would collapse into a version of our own proposal. The
view that talk of classes is best understood in terms of plural reference to sets is defended
in Uzquiano, “A no-class theory of classes.”

For an interesting discussion of issues relating to instability, see {&jiJection 5.

Since R’ i s to take the place of the satisfaction predicate, it must be a three-place third-
order variable taking second-order variables in its first and third argument places and a
first-order variable in its second argument place.

For a proof of the incompleteness of full second-order logic see Section AL Z.of |
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