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PIECEWISE WEIGHTED
MEAN FUNCTIONS AND HISTOGRAMS

VITTORIA DEMICHELIS

ABSTRACT. Piecewise weighted mean functions are used
to approximate histograms. For any histogram with uniform
class intervals we determine piecewise interpolating weighted
mean functions at least continuously differentiable in the ap-
proximation interval, preserving monotonicity and positivity
of the given histogram, interpolating the frequencies at the
middle point of each class interval, and satisfying a global
area matching condition.

1. Introduction. Let F = {F1, . . . , Fn} be a histogram where Fi is
the frequency for the class interval [Xi, Xi+1], with Xi+1−Xi = hi > 0,
i = 1, . . . , n. In order to smooth the histogram F , one can be
interested in the construction of a function s(x), at least continuously
differentiable in (X1, Xn+1), which satisfies the global area matching
condition

(1.1)
∫ Xn+1

X1

s(x) dx =
n∑

i=1

hiFi,

or the conditions

(1.2)
∫ Xi+1

Xi

s(x) dx = hiFi, i = 1, . . . , n.

In addition, it is desirable that s(x) reflects the shape of the his-
togram, which means that properties like monotonicity and/or positiv-
ity of F should be preserved. In some recent papers histograms are
approximated by using splines satisfying the area matching conditions
(1.2). An algorithm which leads to a sufficient condition for the exis-
tence of positive and piecewise monotone quadratic splines as well as to
their construction is derived in [5]. Necessary and sufficient conditions,
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under which rational quadratic splines preserve monotonicity and/or
positivity of the data F , are given in [6].

In the present paper we show that piecewise weighted mean functions
[3] can be used for smoothing histograms by preserving monotonicity
and positivity of the data F . Although the proposed approximant satis-
fies only the global area matching condition (1.1), it is computationally
advantageous, because it doesn’t require the solution of linear systems
of equations, as required in [5], or systems of inequalities, as in [6].
Moreover, no condition on the data is necessary for the existence of the
approximant.

In Section 2 we generalize a result, already proved in [3], on the conti-
nuity class of piecewise weighted mean functions in the approximation
interval.

In Section 3 we show that the proposed approximant satisfies (1.1),
preserves monotonicity and positivity of the data F and interpolates
Fi, i = 1, . . . , n, at the middle point of each class interval.

2. Piecewise interpolating mean functions. A wide class of
weighted mean functions, with interpolation property, is defined in
[1]. For a given set of real values fi = f(xi), i = 1, . . . , m, and
distinct nodes xi, i = 1, . . . , m, arbitrarily distributed in I ⊂ R, the
interpolating mean is given by

(2.1) um(x) =
m∑

i=1

fipi(x; m)

where the weight functions pi(x; m), i = 1, . . . , m, satisfy the condi-
tions

(2.2)

⎧⎨
⎩

pi(x; m) ≥ 0∑m
i=1 pi(x; m) = 1

pi(xj ; m) = δij , i, j = 1, . . . , m,

and δij denotes the Kronecker delta. We consider in particular the
weight functions pi(x; m) which can be represented by the general
formula

(2.3) pi(x; m) =

∣∣∣∏m
k=1,k �=i[ϕ(x) − ϕ(xk)]

∣∣∣α∑m
j=1

∣∣∣∏m
k=1,k �=j [ϕ(x) − ϕ(xk)]

∣∣∣α , i = 1, . . . , m,
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where α > 0 and ϕ(x) is a function strictly monotone in I which belongs
to C�α�(I), where for any λ ∈ R, �λ� = max{integers i : i < λ}. If
ϕ(x) = x then (2.1) becomes the Shepard interpolation formula [2].

Piecewise mean functions are introduced in [3] for interpolating a set
of real values fi = f(xi), i = 0, 1, . . . , n+1, with x0 < x1 < · · · < xn+1,
and are defined by applying formulas of type (2.1) and (2.3) to the pairs
of nodes xi, xi+1, i = 0, 1, . . . , n. The resulting interpolation scheme is

(2.4) u2(x) =
i+1∑
j=i

fjpij(x), x ∈ [xi, xi+1],

where, for j = i, i + 1,

(2.5) pij(x) =

∣∣∣∏i+1
k=i,k �=j ϕ(x) − ϕ(xk)

∣∣∣αi

∑i+1
k=1 |ϕ(x) − ϕ(xk)|αi

,

with αi > 0. For the weight functions defined by (2.5), the conditions
(2.2) become

(2.6)

⎧⎨
⎩

pij(x) ≥ 0 j = i, i + 1,∑i+1
j=i pij(x) = 1,

pij(xk) = δjk j, k = i, i + 1,

so that u2(x) interpolates the values f0, f1, . . . , fn+1 and is a weighted
mean of fi and fi+1 in each interval [xi, xi+1].

The continuity class of u2(x)in (x0, xn+1) can be derived from the
following proposition, which generalizes a result already proved in [3]
for the first derivative of u2(x).

Proposition 2.1. For 0 ≤ ν < αi, it holds

(2.7) p
(ν)
ik (x+

i ) =
{

δki ν = 0,
0 0 < ν < αi,

and

(2.8) p
(ν)
ik (x−

i+1) =
{

δk,i+1 ν = 0,
0 0 < ν < αi,
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with k = i, i + 1 and i = 0, 1, . . . , n.

Proof. We set

pij(x) =
{

Ai(x)Bi+1(x) j = i,
Ai(x)Bi(x) j = i + 1,

where
Bj(x) = |ϕ(x) − ϕ(xj)|αi , with j = i, i + 1

and
Ai(x) = (Bi(x) + Bi+1(x))−1.

By repeated differentiations of Ai and Bj because of monotonicity and
regularity of ϕ(x), for ν = 0, 1, . . . , �αi� and j = i, i + 1,

(2.9)

{
B

(ν)
j (xj) = 0,

A
(ν)
i (xj) is bounded.

Setting, say, k = i and by using the Leibniz formula,

(2.10)
p
(ν)
ii = A

(ν)
i Bi+1 +

(
ν
1

)
A

(ν−1)
i B′

i+1 + · · ·

+
(

ν
ν − 1

)
A′

iB
(ν−1)
i+1 + AiB

(ν)
i+1.

From (2.9), with j = i + 1, and (2.10), we have

p
(ν)
ii (x−

i+1) = 0.

By using the Leibniz formula for p
(ν)
i,i+1(x), we obtain p

(ν)
i,i+1(x

+
i ) = 0

and

p
(ν)
ii (x+

i ) =
{

1 ν = 0,
0 ν = 1, . . . , �αi�

since, by the second part of (2.2), for r, s = i, i + 1 with r �= s,

(2.11) pir(x) = 1 − pis(x).

A similar proof holds for k = i + 1.
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Corollary 2.1. It holds

u2(x) ∈ C�α�(x0, xn+1)

where
α = min{α0, α1, . . . , αn}.

Proof. From (2.7) and (2.8) u2(x) has null derivatives up to order
�α� at the points x1, x2, . . . , xn.

We assume throughout the paper that α > 1, so that u2(x) is at least
C1(x0, xn+1). Moreover, u2(x) satisfies the following properties

min{fi, fi+1} ≤ u2(x) ≤ max{fifi+1}, x ∈ [xi, xi+1],(2.12)
if fi = fi+1 = c, then u2(x) = c, x ∈ [xi, xi+1],(2.13)
if f0, f1, . . . , fn+1 are monotonic, then u2(x) is(2.14)

monotonic in [x0, xn+1].

Properties (2.12) and (2.13) follow immediately from (2.6) and ensure
that u2(x) preserves the positivity of f0, f1, . . . , fn+1 and reproduces
exactly the constant function. Property (2.14) is proved in [3].

3. Smoothing of histograms. In order to determine piecewise
interpolating means satisfying the area matching condition (1.1), we
state the following

Lemma 3.1. If, for any δ ∈ [0, hi/2] and x̄i = (xi + xi+1)/2,

(3.1) ϕ(x̄i − δ) − ϕ(xi) = −[ϕ(x̄i + δ) − ϕ(xi+1)],

then

(3.2)
∫ xi+1

xi

u2(x) dx = hiu2(x̄i),

where
u2(x̄i) = (fi + fi+1)/2.
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Proof. From (3.1) for r, s = i, i + 1, with r �= s,

pir(x̄i − δ) = pis(x̄i + δ)

and, by using (2.11),

(3.3) u2(x̄i − δ) − fi = −[u2(x̄i + δ) − fi+1],

which proves our assertion.

For any histogram F , with uniform class intervals, we define the
following sequence of interpolation points

(3.4)
(x0 = X1, f0 = F1), (x1 = X1, f1 = F1),

(x2 = X2, f2 = F2), · · · , (xn = Xn, fn = Fn),
(xn+1 = Xn+1, fn+1 = Fn),

where, for i = 1, . . . , n, Xi denotes the middle point of the class interval
[Xi, Xi+1]. We state the following

Theorem 3.1. Let F be any histogram with hi = h, i = 1, . . . , n.
Assume that u2(x) is the piecewise weighted mean function defined
by (2.4) and (2.5), with ϕ(x) satisfying (3.1), for the sequence of
interpolation points (3.4). Then u2(x) is such that

(a) u2 carries over positivity and monotonicity of the sequence
F1, . . . , Fn,

(b) u2(x) ∈ C�α�(X1, Xn+1), with α = min{α0, α1, . . . , αn},
(c) u2(Xi) = Fi, i = 1, . . . , n,

(d) the area matching condition (1.1) holds with s(x) = u2(x).

Proof. Property (a) follows immediately from (2.12), (2.13) and
(2.14). Property (b) holds in virtue of Corollary 2.1 and (c) holds
since u2(xi) = fi, i = 0, 1, . . . , n + 1.

In [x0, x1] and in [xn, xn+1], u2(x) coincides with the histogram in
virtue of (2.13); moreover, from Lemma 3.1, in each interval [xi, xi+1],
i = 1, . . . , (n − 1), we have∫ xi+1

xi

u2(x) dx = h(fi + fi+1)/2.
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Property (d) follows from additivity of integrals.

The graphical application of the proposed method is presented in [4],
where some examples are given for u2(x) obtained by setting ϕ(x) = x
and αi = α in (2.5).
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