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ON KERVAIRE AND MURTHY’S CONJECTURE

OLA HELENIUS AND ALEXANDER STOLIN

ABSTRACT. Let p be a semi-regular prime, let Cpn be a
cyclic group of order pn and let ζn be a primitive pn+1th root
of unity. There is a short exact sequence

0 → V +
n ⊕ V −

n → PicZCpn+1 → ClQ(ζn) + PicZCpn → 0.

In 1977 Kervaire and Murthy established an exact structure
for V −

n , proved that Char (V +
n )⊆Char (V+

n )⊆Cl(p)(Q(ζn−1)),
where Vn is a canonical quotient of Vn and conjectured that
Char (V +

n ) ∼= (Z/pnZ)r where r is the index of irregularity
of p.

We prove that, under a certain extra condition on p, Vn
∼=

Cl(p)(Q(ζn−1)) ∼= (Z/pnZ)r and Vn
∼=

⊕r

i=1
(Z/pn−δiZ),

where δi is 0 or 1.

1. Introduction. Let p be an odd semi-regular prime, let Cpn be
the cyclic group of order pn and let ζn be a primitive pn+1th root of
unity. For k ≥ 0 and i ≥ 1, let Ak,i := Z[x]/((xpk+i −1)/(xpk −1)) and
Dk,i := Ak,i mod p. Note that An,1

∼= Z[ζn]. By a generalization of
Rim’s theorem (see for example [1]), PicZCpn ∼= PicA0,n for all n ≥ 1.
It is well known that there exists a pull-back diagram (Cartesian square)

A0,n+1

u

w Z[ζn]

u

A0,n w D0,n :=
A0,n

pA0,n

and an associated Mayer-Vietoris exact sequence

Z[ζn]∗⊕A∗
0,n → D∗

0,n → PicA0,n+1 → PicZ[ζn]⊕PicA0,n → PicD0,n.
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Since D0,n is local, PicD0,n = 0 and, since Z[ζn] is a Dedekind ring,
PicZ[ζn] ∼= ClZ[ζn]. By letting Vn be the cokernel

D∗
0,n

Im {Z[ζn]∗ ×A∗
0,n → D∗

0,n}

we get an exact sequence

0 → Vn → PicA0,n+1 → ClZ[ζn]⊕ PicA0,n → 0.

It is easy to see that D0,n
∼= Fp[x]/(x − 1)pn−1. In this group let x̄

denote the class of x, and let c : D∗
0,n → D∗

0,n be the automorphism
defined by c(x̄) = x̄−1. By abuse of notation we also denote the
induced map on Vn by c. Define V +

n := {v ∈ Vn : c(v) = v} and
V −

n := {v ∈ Vn : c(v) = v−1}.
In [2], Kervaire and Murthy prove that Vn = V +

n × V −
n and that

V −
n

∼= D∗
0,n / (〈x̄〉D∗+

0,n). They also calculate the exact structure of V −
n

to be

V −
n

∼= C
p−3
2

pn ×
n−1∏
j=1

C
(p−1)2pn−1−j

2
pj .

These results can be proved using fairly elementary techniques. How-
ever, Kervaire and Murthy also prove that, when p is semi-regular,
there is a canonical injection

CharV +
n → Cl(p)Q(ζn−1),

where Cl(p)Q(ζn−1) is the p-component of the ideal class group of
Q(ζn−1). In [2] this is proved using Iwasawa theory. In fact Kervaire
and Murthy use a slightly different approach than the one we indicated
above since they start with the pull-back diagram

ZCpn+1 w

u

Z[ζn]

u

ZCpn w

Fp[x]
(xpn−1)

.



ON KERVAIRE AND MURTHY’S CONJECTURE 1469

Their equivalent to Vn is

V ′
n :=

(
Fp[x]

(xpn−1)

)∗

Im
{
Z[ζn]∗ × (ZCpn)∗ →

(
Fp[x]

(xpn−1)

)∗}

but it is easy to show that Vn
∼= V ′

n so we will denote both groups Vn.
What Kervaire and Murthy really prove is that the statement holds
with V ′

n replaced by the group

V ′
n :=

(
Fp[x]

(xpn−1)

)∗

Im
{
Z[ζn]∗ →

(
Fp[x]

(xpn−1)

)∗} .

This is enough since V ′
n is a canonical quotient of V ′

n. Hence we have
a canonical surjection V ′

n → V ′
n and the dual map CharV ′

n → CharV ′
n

is a canonical injection.

In this paper we will show that, with an extra condition on the
semi-regular prime p, CharVn

∼= Cl(p)Q(ζn−1). Our definition of Vn

differs from the one in [2] since we start out with a different pull-
back diagram. Proposition 3.4 shows that the two definitions produce
isomorphic groups.

Remark . In [3] Ullom proves that, under a certain extra condition
on the semi-regular prime p, V +

n
∼= (Z/pnZ)r ⊕ (Z/pn−1Z)λ−r where λ

is one of the Iwasawa invariants of p.

2. Construction of norm maps. In this section we construct
certain multiplicative maps. In some sense these maps are the key to
the result on Picard groups in the following section.

Before we start we need to make some observations. First, for each
k ≥ 0 and i ≥ 1, we have a pull-back diagram

Ak,k+1

u

jk,i+1

w

ik,i+1 Z[ζk+i]

u

fk,i

Ak,i wgk,i
Dk,i
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An element a ∈ Ak,i+1 can be uniquely represented as a pair (ai, bi) ∈
Z[ζk+i]×Ak,i. Using a similar argument on bi and then repeating this,
we find that a can also be uniquely represented as an (i + 1)-tuple
(ai, . . . , am, . . . , a0) where am ∈ Z[ζk+m]. In the rest of this paper we
will identify an element of Ak,i+1 with both of its representations as a
pair or an (i+ 1)-tuple.

For k ≥ 0 and l ≥ 1, let Ñk+l,l : Z[ζk+l] → Z[ζk] denote the usual
norm.

We want to prove the following result.

Proposition 2.1. For each k ≥ 0 and i ≥ 1, a multiplicative map
Nk,i such that the diagram

Z[ζk+i]
�

�
�
��

Nk,i

u

fk,i

Ak,i wgk,i
Dk,i

is commutative. Moreover, if a ∈ Z[ζk+i], then

Nk,i(a) =
(
Ñk+i,1(a), Nk,i−1(Ñk+i,1(a))

)
=

(
Ñk+i,1(a), Ñk+i,2(a), . . . , Ñk+i,i(a)

)
.

The maps Nk,i will be constructed inductively. If i = 1 and k is
arbitrary, we have Ak,1

∼= Z[ζk] and we define Nk,1 as the usual norm
map Ñk+1,1. Since Ñk+1,1(ζk+1) = ζk, we only need to prove that our
map is additive modulo p, which follows from the lemma below.

Lemma 2.2. For k ≥ 0 and i ≥ 1, we have

(i) Ak+1,i is a free Ak,i-module under xk,i → xp
k+1,i.

(ii) The norm map N : Ak+1,i → Ak,i, defined by taking the
determinant of the multiplication operator, is additive modulo p.

This is Lemma 2.1 and Lemma 2.2 in [4] and proofs can be found
there.
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Now suppose Nk,j is constructed for all k and all j ≤ i − 1. Let
ϕ = ϕk+1,i : Z[ζk+i] → Ak+1,i be defined by ϕ(a) = (a,Nk+1,i−1(a)).
It is clear that ϕ is multiplicative. From the lemma above, we have
a norm map N : Ak+1,i → Ak,i. Define Nk,i := N ◦ ϕ. It is clear
that Nk,i is multiplicative. Moreover, Nk,i(ζk+i) = N(ζk+i, xk+,i−1) =
N(xk+1,i) = xk,i, where the latter equality follows by a direct compu-
tation. To prove that our map makes the diagram in the proposition
above commute, we now only need to prove it is additive modulo p.
This also follows by a direct calculation once the following is observed

ϕ(a+ b) − ϕ(a)− ϕ(b) =
xpk+i+1

k+1,i − 1

xpk+i

k+1,i − 1
· r,

for some r ∈ Ak+1,i.

Regarding the other two equalities in Proposition 2.1, it is clear that
the second one follows from the first. The first statement will follow
from the lemma below.

Lemma 2.3. The diagram

Z[ζk+i]

u

Nk,i

w
N Z[ζk+i−1]

u

Nk−1,i

Ak,i w
N

Ak−1,i

is commutative.

Proof. Recall that the maps denoted N (without subscript) are the
usual norms defined by the determinant of the multiplication map.
An element in Ak,i can be represented as a pair (a, b) ∈ Z[ζk+i−1] ×
Ak,i−1 and an element in Ak−1,i can be represented as a pair (c, d) ∈
Z[ζk+i−2] × Ak−1,i−1. If (a, b) represents an element in Ak,i, one can
directly show from the definition that N(a, b) = (N(a), N(b)) ∈ Ak−1,i.

We now use induction on i. If i = 1 the statement is well known.
Suppose the diagram corresponding to the one above, but with i
replaced by i− 1, is commutative for all k. If a ∈ Z[ζk+i], we have

N(Nk,i(a)) = N
(
N((a,Nk+1,i−1(a))

)
=

(
N(N(a)), N(N(Nk+1,i−1(a)))

)
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and

Nk−1,i(N(a)) =
(
N(N(a)), N(Nk,i−1(N(a)))

)
.

By the induction hypothesis Nk,i−1◦N = N ◦Nk+1,i−1, and this proves
the lemma.

3. Mayer-Vietoris exact sequence for PicZCpn for 2-regular
primes. We start with a theorem about the structures of the groups
D∗

k,i. First let c : D∗
k,i → D∗

k,i be the group homomorphism de-
fined by c(x̄) = x̄−1 where x̄ denotes the class of x in D∗

k,i
∼=

Fp[x]/(x−1)pk+i−pk

. Clearly F∗
p ⊂ D∗

k,i and, by the structure theo-
rem for abelian groups, D∗

k,i = F∗
p ⊕ D̃∗

k,i where D̃∗
k,i is a p-group. Now

define

D̃∗+
k,i := {u ∈ D̃∗

k,i : c(u) = u}
and

D̃∗−
k,i := {u ∈ D̃∗

k,i : c(u) = u−1}.

Since D̃∗
k,i is a finite abelian group of odd order and since c has order 2,

we get
D∗

k,i
∼= F∗

p ⊕ D̃∗+
k,i ⊕ D̃∗−

k,i .

Proposition 3.1. |D̃∗+
0,n−1| = p

pn−1−3
2 and |D̃∗−

0,n−1| = p
pn−1−1

2 .

Proof. D̃∗
0,n−1 can be represented as {1+a1(x−x−1)+· · ·+apn−1−2(x−

x−1)pn−1−2}. Since c((x−x−1)j) = (−1)j(x−x−1)j it is not hard to
see that D̃∗−

0,n−1 can be represented as {1+a1(x−x−1)+a3(x−x−1)3 +
· · ·+apn−1−2(x−x−1)pn−1−2}. Hence |D̃∗−

0,n−1| = p(pn−1−1)/2 and, since
|D̃∗

0,n−1| = ppn−1−2, we get |D̃∗+
0,n−1| = p(pn−1−3)/2.

We will now use our norm maps from Section 2 to get an inclusion of
Z[ζk+i−1]∗ into A∗

k,i. Define ϕk,i : Z[ζk+i−1]∗ → A∗
k,i be the injective

group homomorphism defined by ε → (ε,Nk,i(ε)). By Proposition 2.1
ϕk,i is well defined. For future use we record this in a lemma.
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Lemma 3.2. Let Bk,i be the subgroup of A∗
k,i consisting of elements

(1, b), b ∈ A∗
k,i−1. Then A∗

k,i
∼= Z[ζk+i−1]∗ ×Bk,i.

In what follows we identify Z[ζk+i−1]∗ with its image in A∗
k,i.

We now need a technical lemma which is Theorem I.2.7 in [5]. Let
λn be the ideal (ζn − 1) in Z[ζn].

Lemma 3.3. ker (gk,i|Z[ζk+i−1]∗ ) = {ε ∈ Z[ζk+i−1]∗ : ε ≡ 1 mod

λpk+i−pk

k+i−1 }.

We will not repeat the proof here but, since the technique used is
interesting, we will indicate the main idea. If a ∈ Z[ze∗k+i−1 and
gk,i(a) = 1, we get that a ≡ 1 mod p in Z[ζk+i−1], Nk,i−1(a) ≡ 1 mod p
in Ak,i−1 and that fk,i−1((a− 1)/p) = gk,i−1((Nk,i−1(a)− 1)/p). Since
the norm map commutes with fk,i−1 and gk,i−1, this means that
Nk,i−1((a − 1)/p) ≡ (Nk,i−1(a) − 1)/p. The latter is a congruence
in Ak,i−1 and, by the same method as above, we deduce a congruence
in Z[ζk+i−2] and a congruence in Ak,i−2. This can be repeated i − 1
times until we get a congruence in Ak,1

∼= Z[ζk]. The last congruence
in general looks pretty complex but can be analyzed and gives us the
necessary information.

If for example i = 2, we get after just one step a ≡ 1 mod p in
Z[ζk+1], N(a) ≡ 1 mod p and N((a − 1)/p) ≡ (N(a) − 1)/p mod p
in Ak,1

∼= Z[ζk] where N is the usual norm. By viewing N as a
product of automorphisms, recalling that N is additive modulo p and
that the usual trace of any element of Z[ζk=1] is divisible by p, one
gets that N(a) ≡ 1 mod p2 and hence that N((a − 1)/p) ≡ 0 mod p.
By analyzing how the norm acts, one can show that this means that
a ≡ 1 mod λpk+2−pk

k .

We now go back to the calculation of the Picard groups. What
we would really like is to get an expression for the group Vn, de-
fined in the introduction. As described in the introduction, Kervaire
and Murthy have shown that Vn = V −

n × V +
n , given an explicit for-

mula for V −
n and shown that when p is semi-regular there exists a

canonical injection CharV +
n → Cl(p)Z[ζn−1]. As also mentioned in

the introduction, Kervaire and Murthy construct a canonical injection
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CharV+
n → Cl(p)Z[ζn−1], where Vn is a group such that Vn is a canon-

ical quotient of Vn (giving a canonical injection CharV +
n → CharV+

n .

In this section we will show that, under a certain condition on the
semi-regular prime p, the injection CharV+

n → Cl(p)Z[ζn−1] is an
isomorphism. This will follow as a corollary to Theorems 3.5 and 3.6,
which is the main theorem of this section. We define the group Vn as

Vn :=
D̃∗

0,n

Im {Z̃[ζn−1]∗ → D̃∗
0,n}

,

where Z̃[ζn−1]∗ are the group of all units ε such that ε ≡ 1 mod λn−1.

Proposition 3.4. Let p be a semi-regular prime. Then V+
n = V ′+

n .

Proof. Lemma 3.9, in a slightly different notation, reads that the
Norm Ñn,1 : Z̃[ζn]∗+ → Z̃[ζn−1]∗+ (the “+” superscript denotes the
real units) is surjective, so

D̃∗+

Im {Z̃[ζn−1]∗+ → D̃∗+
0,n}

=
D̃∗+

0,n

Im {Z̃[ζn]∗+ → D̃∗+
0,n}

.

Let
α :

( Fp[x]
(x− 1)pn

)∗+
→

( Fp[x]
(x− 1)pn−1

)∗+
= D∗+

0,n.

Obviously, kerα is generated by units congruent to 1 mod (x̄− 1)pn−1.
Consider the unit

ε :=
ηpn−1+1 − η−(pn−1+1)

η − η−1
,

where η := ζ
(pn+1)/2
n−1 . One can by a direct calculation show that ε ≡

1 mod λpn−1−1
n−1 but ε �≡ 1 mod λpn−1

n−1 . Hence kerα ⊂ Im {Z̃[ζn−1]∗+ →
D̃∗+

0,n} and α induces an isomorphism V ′+
n → V+

n .

We now need to define the condition on the prime mentioned in the
introduction. For more information on this, see [6]. Let Bi be the
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ith Bernoulli number and Bi,χ the generalized ith Bernoulli number
associated to a character χ. Let ω be the Teichmüller character. If p
is a semi-regular prime, let i1, . . . , ir be the even r indices such that
2 ≤ i ≤ p− 3 and p divides the numerator of Bi (in reduced form). If

B1,ωi−1 �≡ 0 mod p2

and
Bi

i
�≡ Bi+p−1

i+ p− 1
mod p2

for all i ∈ {i1, . . . , ir}, then we will call p 2-regular. The number
r = r(p) is called the index of irregularity. In [6, p. 202], the following
result is proved.

Theorem 3.5. If p is a semi-regular 2-regular prime and r the index
of irregularity, then Cl(p)Q(ζn−1) ∼= (Z/pnZ)r.

The following theorem can be considered the main result of this paper.

Theorem 3.6. Let p be an odd semi-regular, 2-regular prime, and
let r = r(p) be the index of irregularity. Then |V+

n | = prn.

It is worth noting that calculations have shown that every prime
p < 4000000 is 2-regular.

For n ≥ 0 and k ≥ 0, define

Un,k := {ε ∈ Z[ζn]∗ : ε ≡ 1 mod λk
n}.

Before the proof of the theorem we need some lemmas about these unit
groups. We let Up denote the group of pth powers of elements in U .

Proposition 3.7. Let p be an odd semi-regular, 2-regular prime, and
let r=r(p) be the index of irregularity of p. Then

∣∣∣ U
+
n,pn+1−1

(U+
n,pn+1)p

∣∣∣ = pr for all n ≥ 0.
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We let (Z[ζn])λn
denote the λn-adic completion of (Z[ζn]).

Lemma 3.8. Let ε be a unit in (Z[ζn])λn
with ε ≡ 1 mod λpn+1+1

n ;
then there exists a unit γ in (Z[ζn])λn

such that ε = γp. Moreover,
γ ≡ 1 mod λpn+1

n .

Proof. We will use the λn-adic exponential and logarithmic functions,
defined by power series in the usual way. It is well known that log(1+x)
converges if vλn

(x) ≥ 1 and that exp(x) converges if vλn
(x) ≥ pn + 1

where vλn
denotes the valuation with respect to λn. Let ε = 1+x. Then

vλn
(x) ≥ pn+1 + 1 and hence vλn

(xk) ≥ k(pn+1 + 1). If 1 ≤ k ≤ p− 1,
we get

vλn

(
xk

k

)
≥ k(pn+1 + 1).

Now suppose k ≥ p. Let ln be the usual natural logarithm. If k = lpr

where l ∈ Z and (l, p) = 1, then pr ≤ k and

vλn
(k) = (pn+1 − pn)r ≥ (pn+1 − pn)

(
ln(k)
ln(p)

)
.

With this in mind,

vλn

(
xk

k

)
− (pn1+1) ≥ (k − 1)(pn+1 + 1)− (pn+1− pn)

(
ln(k)
ln(p)

)

= (pn+1− pn)
k − 1
ln(p)

(
(pn+1 + 1) ln(p)
pn+1 − pn

− ln(k)
k−1

)

> (pn+1− pn)
k − 1
ln(p)

(
ln(p)
p−1

− ln(k)
k−1

)
≥ 0,

where the last inequality follows from the fact that (ln(t)/(t − 1))
is strictly decreasing for t ≥ 2. The calculation above shows that
vλn

(log(1 + x)) ≥ pn+1 + 1. Hence, vλn
((1/p) log(1 + x)) ≥ pn + 1

and we can define γ := exp((1/p) log(1 + x)). Trivially, γp = ε and,
since pvλn

(γ) = vλn
(γp) = vλn

(ε) ≥ 0, γ ∈ (Z[ζn])λn
. In the same way

γ−1 ∈ (Z[ζn])λn
, so γ is a unit. To show that γ ≡ 1 mod λpn+1

n we
need to examine the sum

exp(y) =
∞∑

k=0

yk

k!
,
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where y = (1/p) log(1 + x) ≡ 0 mod λpn+1
n . If i is a natural number,

the number of p-factors in i! is given by [i/p] + [i/p2] + · · · , where [a]
stands for the integer part of a. Hence

vλn
(i!) < (pn−1 − pn)

( i

(p− 1)

)
and vλn

(yk

k!

)
> k.

This shows that

exp(y) ≡
pn−1∑
k=0

yk

k!
mod λpn+1

n .

To examine this sum it is enough to consider the worst case which is
when k = pn−1. By counting p-factors as above, we see that

vλn
(pn−1!) = (pn+1 − pn)(pn−2 + pn−3 + · · ·+ p+ 1) = p2n−1 − pn.

This finishes the proof since now

vλn

(
ypn−1

pn−1!

)
≥ pn−1(pn +1)−(p2n−1−pn) = pn +pn−1 ≥ pn +1.

Proof of Proposition 3.7. First, by Lemma 2 in [1], U+
n,pn+1−1 =

U+
n,pn+1 and since the λn-adic valuation of ε− 1 where ε is real is even,

U+
n,pn+1 = U+

n,pn+1+1. We hence need to evaluate |U+
n,pn+1+1/(U

+
n,pn+1)

p|.
Denote the field Q(ζn) by Kn and let Ln be the maximal elemen-
tary unramified extension of Kn. It is well known that Gn :=
Gal (Ln/Kn) = Cl(p)(Kn)/pCl(p)(Kn), where Cl(p)(Kn) is the p-Sylow
subgroup of the class group of Kn. If ε ∈ Un,pn+1+1, then it fol-
lows from Lemma 3.8 that the extension Kn ⊆ Kn( p

√
ε) is unram-

ified and Kn( p
√
ε) ⊂ Ln. Using Kummer’s pairing we get a bilin-

ear map Gn × Un,pn+1+1 → 〈ζ0〉, (σ, ε) → σ(ε)ε−1. The kernel on
the right is obviously the group of all pth powers in Un,pn+1+1 which
is (Un,pn+1)p. Suppose that the kernel on the left is trivial. Then,
by a well-known result, Un,pn+1+1/(Un,pn+1)p ∼= Char (Gn) and hence
U+

n,pn+1+1/(U
+
n,pn+1)

p ∼= Char (G−
n ). But, by 3.5, |G−

n | = pr and this
proves the theorem. So we only need to prove that the kernel on the left
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is trivial (we can restrict ourselves to the + part). Suppose 〈σ, ε〉 = 1
for all ε. If we can show that every unramified extension Kn ⊂ L
of degree p is given by L = K0(γ), where γ is a pth root of some
ε ∈ Un,pn+1+1, we are done. Again, |G−

n | = pr, so there are r distinct
(elementary) extensions. We now use induction. Let n = 0 and suppose
K0 ⊂ L is an unramified extension of degree p. Since the extension is
of degree p, we have L = K0(a) where ap = d, d ∈ K0. Since the ex-
tension is unramified, we must have (d) = Ip for some ideal I ⊂ Z[ζ0]
and d ≡ 1 mod λp−1

0 . By, for example, Lemma 2 [1] and since d can
be taken real, we get d ≡ 1 mod λp+1

0 . By Theorem 3.8 [5], we get
I = (b) for some b ∈ Z[ζ0] so d = εbp for some unit ε. As before,
ε ≡ 1 mod λp+1

0 and γ can be chosen as any pth root of ε. Now sup-
pose all unramified extension of Kn−1 are given by units. Then we have
r units ε1, . . . , εr ∈ U+

n−1,pn+1 such that every distinct extension Ei,
i = 1, 2, . . . r is generated by a pth root of εi. Consider εi as elements of
Kn. A straightforward calculation shows that εi ∈ U+

n,pn+1+1. Hence a
pth root of εi either generates an unramified extension of Kn of degree
p or p

√
εi ∈ Kn. The latter case cannot hold since then we would get

Ei = Kn which is impossible since Ei is unramified over Kn−1 while
Kn is not. Hence we have found r distinct extensions of Kn, and this
concludes the proof.

Note. The condition 2-regularity is a bit more than we need. If we
examine the proof we see that we only use that the p-rank of Cl(p)Q(ζn)
is r, the index of regularity. 2-regularity provides us, via Theorem 3.5,
with the stronger fact Cl(p)Q(ζn−1) ∼= (Z/pnZ)r.

Before the proof of Theorem 3.6 we will state a lemma, which is well
known.

Lemma 3.9. If p is semi-regular Nn−1 : Z[ζn−1] → An−1 maps
U+

n−1,1 surjectively onto U+
n−2,1.

Basically, this follows from the fact that when p is semi-regular,
the positive real units of Z[ζn−2] modulo the cyclotomic units, has
order prime to p, say s. A straightforward calculation shows that
Nn−1(U+

n−1,1) contains the p − 1st powers of the cyclotomic units of
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Z[ζn−2]. This means that an element ε ∈ U+
n−2,1 to the power 2s(p−1)

is contained in Nn−1(U+
n−1,1). Since 2s(p − 1) and p are co-prime,

there exist u and v such that ε = ε2s(p−1)u+pv = (ε2s(p−1))u(εp)v ∈
Nn−1(U+

n−1,1).

Proof of Theorem 3.6. We need to prove that |D̃∗+
0,n| / |g0,n(Un−1,1)|

= pnr. We will prove this by induction on n. First, by Lemma 3.3, we
have for any n ≥ 1

g0,n(U+
n−1,1) ∼=

U+
n−1,1

U+
n−1,pn−1

.

Since g0,n(U+
n−1,1) ⊆ g0,n(Z[ζn−1]∗+) ⊆ D̃∗+

0,n the group
U+

n−1,1/U
+
n−1,pn−1 is finite. Similarly, Z[ζn−1]∗+/U+

pn−1−1 is finite. This
shows that |Z[ζn−1]∗+/U+

n−1,1| is finite since

∣∣∣Z[ζn−1]∗+

U+
n−1,1

∣∣∣ ∣∣∣ U+
n−1,1

U+
n−1,pn−1

∣∣∣ =
∣∣∣Z[ζn−1]∗+

U+
n−1,pn−1

∣∣∣.

If n = 1, this and Dirichlet’s theorem on units tell us that U+
0,1 is

isomorphic to Z(p−3)/2. By Proposition 3.7,

∣∣∣ U+
0,1

U+
0,p−1

∣∣∣ =

∣∣∣ U+
0,1

(U+
0,1)

p

∣∣∣
∣∣∣ U+

0,p−1

(U+
0,1)

p

∣∣∣
=

p
p−3
2

pr
.

This shows that

|D∗+
0,1|

|g0,1(U+
0,1)|

= pr

so we have proved our statement for n = 1.

Now fix n > 1 and assume the statement of the theorem holds with
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n replaced by n− 1. We have
∣∣∣ U+

n−1,1

U+
n−1,pn−1

∣∣∣

=
∣∣∣ U+

n−1,1

U+
n−1,pn−1−1

∣∣∣ ∣∣∣U
+
n−1,pn−1−1

U+
n−1,pn−1+1

∣∣∣ ∣∣∣U
+
n−1,pn−1+1

U+
n−1,pn−1

∣∣∣

=
∣∣∣ U+

n−1,1

U+
n−1,pn−1−1

∣∣∣ ∣∣∣U
+
n−1,pn−1−1

U+
n−1,pn−1+1

∣∣∣
∣∣∣ U+

n−1,pn−1+1

(U+
n−1,pn−1+1

/)p

∣∣∣
∣∣∣ U+

n−1,pn−1

(U+
n−1,pn−1+1

/)p

∣∣∣

=
∣∣∣ U+

n−1,1

U+
n−1,pn−1−1

∣∣∣ ∣∣∣U
+
n−1,pn−1−1

U+
n−1,pn−1+1

∣∣∣ ∣∣∣ U+
n−1,pn−1+1

(U+
n−1,pn−1+1)

p

∣∣∣ ∣∣∣ U+
n−1,pn−1

(U+
n−1,pn−1+1)

∣∣∣−1

.

By Dirichlet’s theorem on units we have (Z[ζn−1]∗) ∼= Z((pn−pn−1)/2)−1.
Since all quotient groups involved are finite, we get that U+

n−1,1,
U+

n−1,pn−1, U+
n−1,pn−1−1 and U+

n−1,pn−1+1 are all isomorphic to

Z((pn−pn−1)/2)−1. The rest of the proof is devoted to the analysis of
the four righthand factors of 3.1.

Obviously,

U+
n−1,pn−1+1

(U+
n−1,pn−1+1)

p
∼= Z

pn−pn−1

2 −1

(pZ)
pn−pn−1

2 −1

∼= C
pn−pn−1

2 −1
p .

This shows that
∣∣∣ U+

n−1,pn−1+1

(U+
n−1,pn−1+1)

p

∣∣∣ = p
pn−pn−1

2 −1.

Moreover, by Proposition 3.7,
∣∣∣ U+

n−1,pn−1

(U+
n−1,pn−1+1)

p

∣∣∣ = pr.

We now turn to the second factor of the righthand side of 3.1. We will
show that this number is p by finding a unit ε /∈ U+

pn−1+1 such that

〈ε〉 =
U+

n−1,pn−1−1

U+
n−1,pn−1+1

.
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Since we know that the pth power of any unit in U+
n−1,pn−1−1 belongs

to U+
n−1,pn−1+1, this is enough. Let ζ = ζn−1 and η := ζ(pn+1)/2. Then

η2 = ζ and c(η) = η−1. Let ε := (ηpn−1+1 − η−(pn−1+1))/(η − η−1).
Then c(ε) = ε and one can show by direct calculations that ε is the
unit we are looking for.

We now want to calculate∣∣∣∣ U+
n−1,1

U+
n−1,pn−1−1

∣∣∣∣.
Consider the commutative diagram

Z[ζn−1]∗
�
�
�
��

N0,n−1

u

f0,n−1

A∗
0,n−1 wg0,n−1

D∗
0,n−1

It is clear that f0,n−1(U+
n−1,1) ⊆ D̃∗+

0,n−1 and that g0,n−2(U+
n−2,1) ⊆

D̃∗+
0,n−1. Recall that A∗

0,n−1
∼= Z[ζn−2]∗ ⊕ B0,n−1 and that the norm

map N0,n−1 acts like the usual norm map N = Ñn−1,1 : Z[ζn−1]∗ →
Z[ζn−2]∗. It is well known that N(ζn−1) = ζn−2. By finding the
constant term of the minimal polynomial (x−1)p−ζn−2 of λn−1 we see
that N(λn−1) = λn−2 and, by a similar argument, that N(ζk

n−1 − 1) =
ζk
n−2 − 1 when (k, p) = 1. Since N is additive modulo p, we get that
N0,n−1(U+

n−1,1) ⊆ U+
n−2,1. Hence we have a commutative diagram

U+
n−1,1

�
�
�
��

N

u

f

U+
n−2,1 wg D̃∗+

0,n−1

By Lemma 3.9, N is surjective.

We will now use our inductive hypothesis. This means that
|D̃∗+

0,n−1/g(U
+
n−2,1)| = p(n−1)r. It is easy to see that ker (f) =

U+
n−1,pn−1−1 so

U+
n−1,1

U+
n−1,pn−1−1

∼= g(U+
n−1,1)
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and
∣∣∣ U+

n−1,1

U+
n−1,pn−1−1

∣∣∣ = |g(U+
n−2,1)|

= |D̃∗+
0,n−1|p−(n−1)r = p

pn−1−3
2 −(n−1)r

by Proposition 3.1. This finally gives

|V+
n | = |D̃∗+

0,n| |g(U+
n−1,1)|−1

= p
pn−3

2 · p− pn−1−3
2 +(n−1)r · p−1 · p− pn−pn−1

2 +1 · pr = pnr

which is what we wanted to show.

Recall that Kervaire and Murthy have proved that there exists a
canonical injection CharV+

n → Cl(p)Q(ζn−1). By Theorem 3.6 and
Theorem 3.5, the two groups have the same number of elements, so we
get the following corollary

Corollary 3.10. Let p be a semi-regular 2-regular prime. Then
CharV+

n
∼= Cl(p)Q(ζn−1) ∼= (Z/pnZ)r.

Finally it is not hard to show that Vn and Vn do not differ by
too much. Recall from Lemma 3.2 that A∗

0,n
∼= Z[ζn−1]∗ × B0,n. If

(1, ε) ∈ B0,n, then ε ≡ 1 mod (p) and εp ≡ 1 mod (p2) in A∗
0,n−2. This

also means that (εp − 1)/p ≡ 0 mod (p) in A∗
0,n−2 which is enough for

(1, e)p ≡ (1, 1) mod (p) in A∗
0,n−1 to hold. By abuse of notation,

V +
n

∼= V+
n

Im {Bn → D̃∗
0,n}+

so the discussion above, together with the preceding corollary, yields
the corollary below.

Corollary 3.11.

Vn
∼=

r⊕
i=1

Z
pn−δiZ

, where δi ∈ {0, 1} for all i.
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