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ABSTRACT. The Volterra nonlinear convolution integral equation

\[ \varphi^m(x) = a(x) \int_0^x k(x-t)\varphi(t) \, dt + f(x) \]

\[ 0 < x < d \leq \infty \]

with \( m > 0, m \neq 1 \), and real functions \( a(x) \), \( k(u) \) and \( f(x) \) is studied. Local estimates and asymptotic properties near zero for its solution \( \varphi(x) \) are given, provided that \( a(x) \), \( k(u) \) and \( f(x) \) have power asymptotic behaviors near zero. The integral equation with a power kernel being solvable in closed form is considered.

1. Introduction. The Volterra nonlinear convolution integral equation

\[ \varphi^m(x) = a(x) \int_0^x k(x-t)\varphi(t) \, dt + f(x), \quad 0 < x < d \leq \infty \]

with \( m \in \mathbb{R} \) arises in nonlinear theory of wave propagation [11] and water percolation [8, 18]. Such an equation with \( m > 0, m \neq 1 \), was studied in [1, 4, 6, 9, 16, 17, 18] for \( a(x) = 1 \) and in [2, 3, 5, 7] for the general case. It is proved that the solvability of equation (1) is different in the cases \( m > 1 \) and \( 0 < m < 1 \). In the former case the corresponding homogeneous equation, \( f(x) \equiv 0 \), can have a nontrivial solution, which was first proved in [21], and the papers above were devoted to investigate problems concerning the existence and uniqueness for the solution \( \varphi(x) \) of the nonhomogeneous equation (1), the stability of such a solution and the method of successive approximation to construct this solution. Some results about the uniqueness of the solution of equation...
(1) with \( a(x) = 1 \) and \( m > 1 \) and continuous kernel \( k(u) \) in the spaces of continuous and summable functions were given in [1, 4, 9]. Such a problem for the homogeneous equation (1) with \( a(x) = 1, m < 0 \) and nonincreasing kernel \( k(u) \) in the class of almost decreasing functions was studied in [10].

The existence of the solution for the equation

\[
\varphi^m(x) = a(x) \int_0^x \frac{\varphi(t)}{(x-t)^{1-\alpha}} \, dt + f(x), \quad 0 < x < d \leq \infty,
\]

with \( \alpha > 0 \) and the weak singular kernel \( k(u) = u^{\alpha-1} \) for \( 0 < \alpha < 1 \) was investigated in spaces of locally bounded and continuous functions in [12]. Asymptotic properties at zero of the solution \( \varphi(x) \) of equation (2) with \( m \in \mathbb{R}, m \neq 0, -1, -2, \ldots \), in the case when \( a(x) \) and \( f(x) \) have special asymptotics at zero were studied in [13, 14, 15, 19].

Our paper is devoted to the study of the local estimates and asymptotic properties for the solution \( \varphi(x) \) of equation (1) with \( m > 0, \varphi^m(x) = e^{\pi mi e^{m \log |\varphi(x)|}} \) for \( \varphi(x) < 0 \), and real functions \( a(x), k(u) \) and \( f(x) \). Section 2 deals with local behavior of the convolution

\[
(k * \varphi)(x) = \int_0^x k(x-t) \varphi(t) \, dt.
\]

In Section 3 we obtain the lower estimate for the solution \( \varphi(x) \) of equation (1). Section 4 is devoted to a study of the asymptotic behavior at zero for the solution \( \varphi(x) \) of equation (1), provided that the functions \( a(x), k(u) \) and \( f(x) \) have the asymptotic estimates

\[
\begin{align*}
(4) \quad & a(x) = ax^\alpha + o(x^\alpha), \quad x \to +0, \\
(5) \quad & k(u) = ku^{\alpha-1} + o(u^{\alpha-1}), \quad u \to +0, \\
(6) \quad & f(x) = bx^\nu + o(x^\nu), \quad x \to +0
\end{align*}
\]

for \( a, k, b, \mu, \nu \in \mathbb{R}, a \neq 0, k \neq 0, b \neq 0 \) and \( \alpha > 0 \). An application to solve equation (1) in closed form is given in Sections 5 and 6.

2. Local behavior of convolution. Let \( C(0, \infty) \) be the space of real valued continuous functions on \( (0, \infty) \), and let \( L^1_{\text{loc}}(0, \infty) \) be the space of all Lebesgue measurable functions belonging to \( L_1(c,d) \) for all
and $d$ such that $0 \leq c < d < \infty$. We denote by $CL_{\text{loc}}(0, \infty)$ the intersection of the spaces $C(0, \infty)$ and $L^1_{\text{loc}}(0, \infty)$:

$$CL_{\text{loc}}(0, \infty) \equiv C(0, \infty) \bigcap L^1_{\text{loc}}(0, \infty),$$

and by $CL^+_{\text{loc}}(0, \infty)$ its subspace which consists of nonnegative functions in $CL_{\text{loc}}(0, \infty)$. We note that a function in $CL_{\text{loc}}(0, \infty)$ can have “singular” points only at zero and at infinity. The local behavior of the convolution (3) is given by the following statement.

**Theorem 1.** If $k(x), \varphi(x) \in CL_{\text{loc}}(0, \infty)$, then $(k * \varphi)(x) \in CL_{\text{loc}}(0, \infty)$.

**Proof.** By (7), $k(x), \varphi(x) \in L^1(c, d)$ for any $c, d$, $0 < c < d < \infty$. Then, in accordance with Young’s theorem (see, for example, [20, Theorem 1.4]), we find $(k * \varphi)(x) \in L^1(c, d)$ and

$$\|(k * \varphi)(x)\|_{L^1(c, d)} \leq \|k\|_{L^1(0, d)} \|\varphi\|_{L^1(c, d)}$$

and hence

$$(k * \varphi)(x) \in L^1_{\text{loc}}(0, \infty).$$

Now we prove that

$$(k * \varphi)(x) \in C(0, \infty).$$

Let $x \in (0, \infty)$ and $\delta > 0$. We have

$$(k * \varphi)(x + \delta) - (k * \varphi)(x) = \int_0^{x+\delta} k(x + \delta - t) \varphi(t) \, dt - \int_0^{x} k(x - t) \varphi(t) \, dt = \int_0^{x+\delta} k(x + \delta - t) \varphi(t) \, dt + \int_0^{x} [k(y + \delta) - k(y)] \varphi(x - y) \, dy + \int_{x/2}^{x} [k(y + \delta) - k(y)] \varphi(x - y) \, dy \equiv I_1(\delta) + I_2(\delta) + I_3(\delta).$$
Since \( k(x) \in L^1_{\infty}(0, \infty) \) and \( \varphi(x) \in C(0, \infty) \), for \( I_1(\delta) \) and \( I_2(\delta) \) we have the estimates:

\[
(12) \quad |I_1(\delta)| \leq \max_{x+\delta \leq t \leq x} |\varphi(t)| \int_0^\delta |k(y)| dy \rightarrow 0, \quad \delta \rightarrow +0
\]

and

\[
(13) \quad |I_2(\delta)| \leq \max_{x/2 \leq y \leq x} |\varphi(y)| \int_0^{x/2} |k(y+\delta) - k(y)| dy \rightarrow 0, \quad \delta \rightarrow +0.
\]

Since \( k(x) \in C(0, \infty) \), the function \( k(y) \) is uniformly continuous on \([x/2, x]\) for any \( x \in (0, \infty) \), and hence:

\[
\max_{x/2 \leq y \leq x} |k(y+\delta) - k(y)| \rightarrow 0, \quad \delta \rightarrow +0.
\]

This implies from \( \varphi(x) \in L^1_{\infty}(0, \infty) \) that the estimate for \( I_3(\delta) \):

\[
(14) \quad |I_3(\delta)| \leq \left( \max_{x/2 \leq y \leq x} |k(y+\delta) - k(y)| \right) \int_0^{x/2} |\varphi(y)| dy \rightarrow 0, \quad \delta \rightarrow +0.
\]

It follows from (11)–(14) that, for all \( x \in (0, \infty) \),

\[
\lim_{\delta \rightarrow +0} (k \ast \varphi)(x+\delta) = (k \ast \varphi)(x),
\]

and (10) is proved. Thus we obtain \((k \ast \varphi)(x) \in CL_{\text{loc}}(0, \infty)\), and the theorem is proved. \( \square \)

3. Lower estimate for solution. Let us now investigate the lower estimate for the nonnegative solution \( \varphi(x) \) of the nonlinear integral equation (1) with \( m > 1 \).

**Theorem 2.** Let \( m, \alpha, \mu \in \mathbb{R} \) such that

\[
(15) \quad m > 1, \quad 0 < \alpha \leq 1, \quad m + \alpha + \mu > 1,
\]
and let the functions $a(x), k(x), f(x) \in CL_{\mu, \alpha}^+ (0, \infty)$ satisfy the conditions

$$a(x) \geq ax^\mu, \quad k(x) \geq kx^{\alpha-1}, \quad x \in (0, \infty),$$

with $a > 0$, $k > 0$ and $\varepsilon > 0$. If equation (1) is solvable in the space $CL_{\mu, \alpha}^+ (0, \infty)$, then its solution $\varphi(x)$ satisfies the estimate

$$\varphi(x) \geq \left( \frac{ak(m-1)}{\mu + \alpha + m - 1} \right)^{1/(m-1)} x^{\mu/(\mu + \alpha)/(m-1)}.$$

Proof. In view of (16) and (1), we have

$$\varphi^m(x) \geq a k x^\mu \int_0^x \varphi(t) \frac{\varphi(t)}{(x-t)^{1-\alpha}} dt,$$

and, since $0 < \alpha \leq 1$, we obtain

$$\varphi^m(x) \geq a k x^{\mu + \alpha - 1} \int_0^x \varphi(t) dt.$$

We set

$$y(x) = \int_0^x \varphi(t) dt.$$

Then $\varphi(x) = y'(x)$, and we rewrite (18) in the form

$$[y'(x)]^m \geq a k x^{\mu + \alpha - 1} y(x)$$

or

$$y'(x)y^{-1/m}(x) \geq (ak)^{1/m} x^{(\mu + \alpha - 1)/m}.$$

Integrating the latter relation on $(0, x)$, and using the conditions $m + \alpha + \mu > 1$, $m > 1$ and (19), we arrive at the estimate

$$y(x) \geq (ak)^{1/(m-1)} \left( \frac{m-1}{\mu + \alpha + m - 1} \right)^{m/(m-1)} x^{[\mu + \alpha/(m-1)]+1}.$$
Substituting (21) into (18), we have
\[
\varphi(x) \geq \left( \frac{a(k(m-1))}{\mu + \alpha + m - 1} \right)^{m/(m-1)} x^{(\mu + \alpha)/(m-1)}.
\]
From here we obtain relation (17). This completes the proof of the theorem.

**Corollary 2.1.** Let \( m > 1, 0 < \alpha \leq 1 \) and \( \mu \in \mathbb{R} \) such that \( m + \alpha + \mu > 1 \), and let the functions \( a(x), f(x) \in CL_{kx}(0, \infty) \) satisfy the conditions

\[
a(x) \geq ax^\mu, \quad x \in (0, \infty), \quad f(x) \neq 0, \quad x \in (0, \varepsilon)
\]

with \( a > 0 \) and \( \varepsilon > 0 \). If equation (2) with \( 0 < \alpha \leq 1 \) is solvable in the space \( CL_{kx}(0, \infty) \), then its solution \( \varphi(x) \) has the estimate (17).

**Corollary 2.2.** Let \( m > 1 \) and \( \mu \in \mathbb{R} \) such that \( m + \mu > 0 \), and let the functions \( a(x), k(x), f(x) \in CL_{kx}(0, \infty) \) satisfy the conditions

\[
a(x) \geq ax^\mu > 0, \quad k(x) \geq k > 0, \quad x \in (0, \infty),
\]

\[
f(x) \neq 0, \quad x \in (0, \varepsilon)
\]

with \( \varepsilon > 0 \). If equation (1) is solvable in the space \( CL_{kx}(0, \infty) \), then its solution \( \varphi(x) \) satisfies the estimate

\[
\varphi(x) \geq \left( \frac{a(k(m-1))}{\mu + m} \right)^{1/(m-1)} x^{(\mu + 1)/(m-1)}.
\]

**Corollary 2.3.** Let \( m > 1 \), and let the functions \( a(x), k(x), f(x) \in CL_{kx}(0, \infty) \) satisfy the conditions

\[
a(x) \geq a > 0, \quad k(x) \geq k > 0, \quad x \in (0, \infty),
\]

\[
f(x) \neq 0, \quad x \in (0, \varepsilon)
\]

with \( \varepsilon > 0 \). If equation (1) is solvable in the space \( CL_{kx}(0, \infty) \), then its solution \( \varphi(x) \) satisfies the estimate

\[
\varphi(x) \geq \left( \frac{a(k(m-1))}{m} \right)^{1/(m-1)} x^{1/(m-1)}.
\]
Remark 1. It follows from estimate (17) that if the conditions of Theorem 2 are satisfied and the solution of equation (1) has the asymptotic behavior, as \( x \to 0 \), of the form

\[
\varphi(x) = cx^\gamma + o(x^\gamma), \quad c \neq 0,
\]

then the upper estimate for \( \gamma \),

\[
\gamma \leq \frac{\mu + \alpha}{m - 1}
\]

necessarily must be valid. The exact value of \( \gamma \) and a constant \( c \) in (27) will be found in the next section.

4. Asymptotic behavior of solution at zero. Now we turn to treat the nonlinear convolution equation (1), provided that \( m > 0 \), \( m \neq 1 \), and the functions \( a(x), k(x), f(x) \in CL_{\nu_{\infty}}(0, \infty) \) satisfy the conditions (4)-(6). We suppose that equation (1) has a solution \( \varphi(x) \in CL_{\nu_{\infty}}(0, \infty) \) and shall seek the asymptotic of this solution, as \( x \to +0 \), in the form (27) with unknown \( c \) and \( \gamma \). By using (4) and (5), it is directly verified that

\[
a(x) \int_0^x k(x - t)\varphi(t)dt = \frac{a k c \Gamma(\alpha) \Gamma(\gamma + 1)}{\Gamma(\alpha + \gamma + 1)} x^{\mu + \alpha + \gamma} + o(x^{\mu + \alpha + \gamma}), \quad x \to +0.
\]

Therefore, on the basis of (6) and (27), we come from (1) to the asymptotic relation

\[
e^m x^{m\gamma} \sim \frac{a k c \Gamma(\alpha) \Gamma(\gamma + 1)}{\Gamma(\alpha + \gamma + 1)} x^{\mu + \alpha + \gamma} + b x^\nu, \quad x \to +0.
\]

We consider three cases:

(i) \( m\gamma < \mu + \alpha + \gamma \);

(ii) \( m\gamma > \mu + \alpha + \gamma \);

(iii) \( m\gamma = \mu + \alpha + \gamma = \nu \).

From (30) we obtain the following asymptotic relations, as \( x \to +0 \),

\[
e^m x^{m\gamma} \sim b x^\nu \quad \text{for (i)},
\]
\[ a_k c \frac{\Gamma(\alpha \gamma + 1)}{\Gamma(\alpha + \gamma + 1)} x^{\mu + \alpha + \gamma} \sim -kx^\nu \ \text{for (ii)} \]

and (30) for (iii). Then

\[ \gamma = \nu/m, \quad c = b^{1/m} \ \text{for (i)}, \]

\[ \gamma = \nu - \mu - \alpha, \quad c = -\frac{b \Gamma(\alpha + \gamma + 1)}{a k \Gamma(\alpha) \Gamma(\gamma + 1)} \ \text{for (ii)}. \]

In case (iii),

\[ \gamma = \nu/m = \nu - \mu - \alpha \]

and the number \( c \) has to be a solution of the equation

\[ \xi^m - \frac{a k \Gamma(\alpha) \Gamma(\nu - \mu - \alpha + 1)}{\Gamma(\nu - \mu + 1)} \xi - b = 0. \]

It follows from (33)-(35) that the three cases (i), (ii) and (iii) can be reclassified as

\[ m(\nu - \mu - \alpha) < \nu \ \text{for (i)}; \quad m(\nu - \mu - \alpha) > \nu \ \text{for (ii)}; \quad m(\nu - \mu - \alpha) = \nu \ \text{for (iii)}. \]

Then we obtain:

**Theorem 3.** Suppose \( m > 0, m \neq 1, \alpha > 0 \) and \( \mu, \nu \in \mathbb{R} \) such that

\[ \max[\nu/m, \nu - \mu - \alpha] > -1. \]

Let the functions \( a(x), k(x), f(x) \in \mathcal{C}L_{a\nu}((0, \infty)) \) satisfy conditions (4)-(6), and let equation (1) have a solution \( \varphi(x) \in \mathcal{C}L_{b\nu}((0, \infty)). \)

If \( m(\nu - \mu - \alpha) \neq \nu \), then the solution \( \varphi(x) \) of equation (1) has the asymptotic behavior

\[ \varphi(x) = b^{1/m} x^{\nu/m} + o(x^{\nu/m}), \quad x \to +0, \]
when \( m(\nu - \mu - \alpha) < \nu \), and

\[
\varphi(x) = \frac{b\nu(\nu - \mu + 1)}{a\Gamma(\nu - \mu - \alpha + 1)} x^{\nu - \mu - \alpha} + o(x^{\nu - \mu - \alpha}), \quad x \to +0,
\]

when \( m(\nu - \mu - \alpha) > \nu \).

If \( m(\nu - \mu - \alpha) = \nu \), and if the algebraic equation (36) is solvable with \( \xi = c \) being its solution, then the asymptotic of solution \( \varphi(x) \) of the equation (1) is given by

\[
\varphi(x) = ax^{\nu/m} + o(x^{\nu/m}) = ax^{\nu - \mu - \alpha} + o(x^{\nu - \mu - \alpha}), \quad x \to +0.
\]

**Corollary 3.1.** Suppose \( m > 0, \ m \neq 1, \ \alpha > 0 \) and \( \mu, \nu \in \mathbb{R} \). Let the functions \( a(x), k(x), f(x) \in CL_{\text{loc}}(0, \infty) \) satisfy the conditions (4)-(6), and let equation (1) have a solution \( \varphi(x) \in CL_{\text{loc}}(0, \infty) \).

(i) If \( \nu > \max[-m, m(\nu - \mu - \alpha)] \), then the asymptotic behavior of the solution \( \varphi(x) \) of equation (1) is given by (39).

(ii) If \( \mu + \alpha - 1 < \nu < m(\nu - \mu - \alpha) \), then the asymptotic behavior of the solution \( \varphi(x) \) of equation (1) is given by (40).

(iii) If \( m(\nu - \mu - \alpha) = \nu > -m \), then the asymptotic behavior of the solution \( \varphi(x) \) of equation (1) is given by (41) with \( c \) being given by a solution of (36).

**Corollary 3.2.** Suppose \( m > 0, \ m \neq 1, \ \alpha > 0 \) and \( \mu, \nu \in \mathbb{R} \). Let the functions \( a(x), k(x), f(x) \in CL_{\text{loc}}(0, \infty) \) satisfy the conditions (4)-(6), and let equation (1) have a solution \( \varphi(x) \in CL_{\text{loc}}(0, \infty) \). If one of the following conditions holds:

\[
m > 1, \quad -m < \nu < \frac{(\mu + \alpha)m}{m - 1},
\]

\[
0 < m < 1, \quad \nu > \max \left[-m, -\frac{(\mu + \alpha)m}{1 - m}\right].
\]
then the asymptotic behavior of the solution $\varphi(x)$, as $x \to +0$, of equation (1) is given by (39).

**Corollary 3.3.** Suppose $m > 0$, $m \neq 1$, $\alpha > 0$ and $\mu, \nu \in \mathbb{R}$. Let the functions $a(x), k(x), f(x) \in CL_{loc} (0, \infty)$ satisfy the conditions (4)–(6), and let equation (1) have a solution $\varphi(x) \in CL_{loc} (0, \infty)$. If one of the following conditions holds:

\begin{equation}
0 < m < 1, \quad \mu + \alpha - 1 < \nu < \frac{(\mu + \alpha)m}{1 - m},
\end{equation}

\begin{equation}
m > 1, \quad \nu > \max \left[ \mu + \alpha - 1, \frac{(\mu + \alpha)m}{m - 1} \right],
\end{equation}

then the asymptotic behavior of the solution $\varphi(x)$, as $x \to +0$, of equation (1) is given by (40).

**Remark 2.** Let the conditions of Theorem 3 be valid, and equation (1) has the positive solution $\varphi(x) \in CL_{loc}^+ (0, \infty)$. Then such a solution has the following asymptotics at zero: (i) (39) if $m(\nu - \mu - \alpha) < \nu$ and $b > 0$, (ii) (40) if $m(\nu - \mu - \alpha) > \nu$ and $akb < 0$, (iii) (41) if $m(\nu - \mu - \alpha) = \nu$ and equation (36) has a positive solution $\xi = c > 0$. In particular, if $a(x), k(x), b(x) \in CL_{loc}^+ (0, \infty)$ with $a > 0$, $k > 0$, $b > 0$ and $m > 1$, the cases (i) and (iii) of Theorem 3 correspond to Remark 1.

5. **Solution in closed form.** The asymptotic (41) of the solution $\varphi(x)$ of equation (1) is led to the explicit solution of equation (2) with $\alpha > 0$, when $a(x) = ax^\mu$ and $b(x) = bx^\nu$ with $m > 0$, $m \neq 0, 1$, and $a, b, \mu, \nu \in \mathbb{R}$, $a \neq 0$, $b \neq 0$:

\begin{equation}
\varphi^m(x) = \frac{ax^\mu}{\Gamma(\alpha)} \int_0^x \frac{\varphi(t)}{(x-t)^{1-\alpha}} dt + bx^\nu, \quad 0 < x < \infty.
\end{equation}

It is directly verified that the function

\begin{equation}
\varphi(x) = cx^{\nu/m}
\end{equation}
gives the solution \( \varphi(x) \) of equation (46) provided that \( \tau(m - \mu - \alpha) = \nu \),
if equation (36) is solvable and \( \xi = c \) is its solution. Thus we obtain
the following result:

**Theorem 4.** Suppose \( \alpha > 0, \ m > 0, \ m \neq 0, 1 \) and \( \nu > -m \). Let the
equation

\[
\xi^m - \frac{a \Gamma(m + 1)}{\Gamma(m + \alpha + 1)} \xi - b = 0
\]

for \( a, b \in \mathbb{R}, \ a \neq 0, \ b \neq 0 \), be solvable and \( \xi = c \) be its solution. Then
the nonlinear integral equation

\[
\varphi^m(x) = \frac{a \Gamma(m + 1)}{\Gamma(m + \alpha + 1)} \int_0^x \frac{\varphi(t)}{(x-t)^{1-\alpha}} dt + b x^\nu, \quad 0 < x < \infty
\]

is solvable and its solution \( \varphi(x) \) has the form (47).

**Corollary 4.1.** Suppose \( \alpha > 0 \) and \( m > 0, \ m \neq 0, 1 \). Let the
equation

\[
\xi^m - \frac{a}{\Gamma(\alpha + 1)} \xi - b = 0
\]

for \( a, b \in \mathbb{R}, \ a \neq 0, \ b \neq 0 \), be solvable and \( \xi = c \) be its solution. Then
the nonlinear integral equation

\[
\varphi^m(x) = \frac{a \Gamma(m + 1)}{\Gamma(m + \alpha + 1)} \int_0^x \frac{\varphi(t)}{(x-t)^{1-\alpha}} dt + b, \quad 0 < x < \infty
\]

is solvable, and its solution \( \varphi(x) \) is the constant

\[
\varphi(x) = c.
\]

In conclusion, we discuss the uniqueness of solution (47) of equation
(49). If \( 0 < m < 1 \) and the algebraic equation (48) has a unique
solution \( \xi = c \), then it follows from the results in [12] that the
solution (47) of equation (49) is unique in the space \( C(0, \infty) \). Since
\[
\varphi(x) = cx^{\nu/m} \in L_{\text{loc}}(0, \infty) \text{ for } \nu > -m, \quad \varphi(x) \text{ belongs to the space } \mathcal{CL}_{\text{loc}}(0, \infty). \]

If, additionally, \( c > 0 \), then this solution is unique in \( C^\infty(0, \infty) \) and belongs to \( \mathcal{CL}_{\text{loc}}^+(0, \infty) \).

In the case \( m > 1 \) the uniqueness of solution (47) of equation (49) is not clear. For example, we consider equation (49) with \( m = 2 \):

\[
\varphi^2(x) = \frac{ax^{-\alpha + \nu/2}}{\Gamma(\alpha)} \int_0^x \frac{\varphi(t)}{(x-t)^{1-\alpha}} dt + bx^\nu, \quad 0 < x < \infty
\]

for \( \alpha > 0, \nu > -2 \) and \( a, b \in \mathbb{R}, \ a \neq 0, \ b \neq 0 \). Equation (48) takes the form

\[
\Gamma(\nu/2 + \alpha + 1)\xi^2 - a\Gamma(\nu/2 + 1)\xi - b\Gamma(\nu/2 + \alpha + 1) = 0.
\]

If the discriminant

\[
D = a^2\Gamma^2(\nu/2 + 1) + 4b\Gamma^2(\nu/2 + \alpha + 1) > 0,
\]

then equation (54) has two solutions

\[
\xi = c_1 = \frac{a\Gamma(\nu/2 + 1) + \sqrt{D}}{2\Gamma(\nu/2 + \alpha + 1)}, \quad \xi = c_2 = \frac{a\Gamma(\nu/2 + 1) - \sqrt{D}}{2\Gamma(\nu/2 + \alpha + 1)},
\]

and the one for \( D = 0 \)

\[
\xi = c_3 = \frac{a\Gamma(\nu/2 + 1)}{2\Gamma(\nu/2 + \alpha + 1)}.
\]

It follows from Theorem 4 that equation (54) has two solutions in the space \( \mathcal{CL}_{\text{loc}}(0, \infty) \)

\[
\varphi(x) = c_1x^{\nu/2}, \quad \varphi(x) = c_2x^{\nu/2}
\]

when \( D > 0 \) and the one

\[
\varphi(x) = c_3x^{\nu/2}
\]

when \( D = 0 \).

If \( a > 0 \) and \( b > 0 \), then \( \sqrt{D} > a\Gamma(\nu/2+1) \), and hence \( c_1 > 0, \ c_2 < 0 \). Therefore, equation (53) has a positive solution

\[
\varphi(x) = c_1x^{\nu/2},
\]
which belongs to the space $CL^+_\nu (0, \infty)$. If $a > 0$ and $D = 0$, equation (53) has the positive solution (59). In the case $a > 0$, $b < 0$ and $D > 0$ equation (53) has two positive solutions given in (58).

So we obtain the result.

**Theorem 5.** Let $\nu > -2$, and let $D$ be given by (55). If $D \geq 0$, then the nonlinear integral equation (53) is solvable in the space $CL^+_{\nu \text{loc}} (0, \infty)$ and has two solutions (58) when $D > 0$ and the one (59) when $D = 0$. If $D \geq 0$ and $a > 0$, then equation (53) is solvable in the space $CL^+_{\nu \text{loc}} (0, \infty)$ and has two positive solutions (58) when $D > 0$ and $b < 0$, and the one (59) or (60) when $D = 0$ or $D > 0$ and $b > 0$, respectively.

**Remark 3.** By Theorem 4, the nonlinear integral equation (49) is solvable together with the algebraic equation (48). In applications it is important to know positive solutions of equation (49). According to Theorem 5, equation (53), being equation (49) with $m = 2$, can have one or two positive solutions together with the corresponding square equation (54). In the next section we shall prove that such a result is also valid for the integral and algebraic equations (49) and (48).

6. Positive solutions of algebraic and integral equations. We first consider the algebraic equation of the form (48):

\begin{equation}
\xi^n - d\xi - b = 0
\end{equation}

with $m > 0$, $m \neq 1$ and $d, b \in \mathbb{R}$, $d \neq 0$, $b \neq 0$ and investigate positive solvability of such an equation by using the properties of the function

\begin{equation}
f(\xi) = \xi^n - d\xi - b.
\end{equation}

If $d < 0$ and $b < 0$, then $f(\xi) > 0$ for $\xi \geq 0$, and the equation (61) does not have positive solutions.

If $d < 0$ and $b > 0$, then $f(0) = -b < 0$, $f'(\xi) = m\xi^{m-1} - d > 0$ for $\xi > 0$, and hence equation (61) has a unique positive solution $\xi = c_1 > 0$.

When $d > 0$, the circumstances become complex. In fact, $f(\xi)$ has the positive extremal point

\begin{equation}
\xi = c_0 = \left(\frac{d}{m}\right)^{1/(m-1)}.
\end{equation}
for which

\begin{equation}
(64) \quad f'(c_0) = 0, \quad E \equiv f(c_0) = (1 - m) \left( \frac{d}{m} \right)^{m/(m-1)} - b,
\end{equation}

\begin{equation}
(65) \quad f''(c_0) = m(m - 1)c_0^{m-2}
\end{equation}

and

\begin{align*}
&f''(c_0) > 0, \quad m > 1, \\
&f''(c_0) < 0, \quad 0 < m < 1.
\end{align*}

When \( d > 0 \) and \( b < 0 \), then \( f(0) = -b > 0 \). When \( 0 < m < 1 \), then \( E > 0 \), and in accordance with (65), \( f'(\xi) > 0 \) for \( 0 < \xi < c_0 \) and \( f'(\xi) < 0 \) for \( \xi > c_0 \). Hence, equation (61) has a unique positive solution \( \xi = c_1 > c_0 \). When \( m > 1 \), \( f'(\xi) < 0 \) for \( 0 < \xi < c_0 \) and \( f'(\xi) > 0 \) for \( \xi > c_0 \), and therefore equation (61) does not have positive solutions if \( E > 0 \), has a unique positive solution \( \xi = c_0 \) if \( E = 0 \), and two positive solutions \( \xi = c_2 \) and \( \xi = c_3 \), \( 0 < c_2 < c_0 < c_3 \), if \( E < 0 \).

When \( d > 0 \) and \( b > 0 \), then \( f(0) = -b < 0 \), and, similarly to the above, we prove that equation (61) has a unique positive solution \( \xi = c_1 > c_0 \) if \( m > 1 \). When \( 0 < m < 1 \), equation (61) does not have positive solutions if \( E < 0 \), has a unique positive solution \( \xi = c_0 \) if \( E = 0 \) and two positive solutions \( \xi = c_2 \) and \( \xi = c_3 \), \( 0 < c_2 < c_0 < c_3 \), if \( E > 0 \).

Thus we obtain the result:

**Theorem 6.** Let \( m > 0, m \neq 1, d, b \in \mathbb{R}, d \neq 0, b \neq 0 \), and let \( E \) and \( c_0 \) be given by (64) and (63). Equation (61)

(i) does not have positive solutions if either (a) \( d < 0, b < 0 \) or (b) \( d > 0, b < 0, m > 1, E > 0 \) or (c) \( d > 0, b > 0, 0 < m < 1, E < 0 \);

(ii) has a unique positive solution \( \xi = c_1 > c_0 \) if (d) \( d < 0, b > 0 \); \( \xi = c_1 > c_0 > 0 \) if either (e) \( d > 0, b < 0, 0 < m < 1 \) or (f) \( d > 0, b > 0, m > 1 \); \( \xi = c_0 > 0 \) if \( E = 0 \) and either (g) \( d > 0, b < 0, m > 1 \) or (h) \( d > 0, b > 0, 0 < m < 1 \);

(iii) has two positive solutions \( \xi = c_2 \) and \( \xi = c_3 \), \( 0 < c_2 < c_0 < c_3 \), if either (i) \( d > 0, b < 0, m > 1, E < 0 \) or (j) \( d > 0, b > 0, 0 < m < 1, E > 0 \).
Let us consider the function of $\xi$: $g(\xi) = \xi^m - dq^q - b$ for $q > 0$ and $m > 0$, $m \neq q$. Let

$$c_0 = \left( \frac{qd}{m} \right)^{1/(m-q)}$$
and

$$F = \frac{q - m}{q} \left( \frac{qd}{m} \right)^{m/(m-q)} - b. \quad (66)$$

**Corollary 6.1.** Let $q > 0$, $m > 0$, $m \neq q$, $d, b \in \mathbb{R}$, $d \neq 0$, $b \neq 0$, and let $F$ and $c_0$ be given by (66). Then the equation $g(\xi) = 0$

(i) does not have positive solutions if either (a) $d < 0$, $b < 0$ or (b) $d > 0$, $b < 0$, $m > q$, $F > 0$ or (c) $d > 0$, $b > 0$, $0 < m < q$, $F < 0$;

(ii) has a unique positive solution $\xi = \tilde{c}_1 > 0$ if (d) $d < 0$, $b > 0$; $\xi = \tilde{c}_1 > \tilde{c}_0 > 0$ if either (e) $d > 0$, $b < 0$, $0 < m < q$ or (f) $d > 0$, $b > 0$, $m > q$; $\xi = \tilde{c}_0 > 0$ if $F = 0$ and either (g) $d > 0$, $b < 0$, $m > q$ or (h) $d > 0$, $b > 0$, $0 < m < q$;

(iii) has two positive solutions $\xi = \tilde{c}_2$ and $\xi = \tilde{c}_3$, $0 < \tilde{c}_2 < \tilde{c}_0 < \tilde{c}_3$, if either (i) $d > 0$, $b < 0$, $m > q$, $F < 0$ or (j) $d > 0$, $b > 0$, $0 < m < q$, $F > 0$.

Corollary 6.1 follows from Theorem 6 since after replacing $\xi$ by $\xi^{1/q}$ the equation $g(\xi) = 0$ is reduced to equation (61) with $m$ being replaced by $m/q$.

From Theorems 4 and 6 we obtain the statement similar to Theorem 5.

**Theorem 7.** Let $\alpha > 0$, $m > 0$, $m \neq 1$, $\nu > -m$, $a, b \in \mathbb{R}$, $a \neq 0$, $b \neq 0$, and let

$$c_0 = \left( \frac{a\Gamma(\nu/m + 1)}{m\Gamma(\nu/m + \alpha + 1)} \right)^{1/(m-1)}.$$  
\[E = (1 - m)c_0^m - b. \quad (67)\]

If either of the conditions (a) $a < 0$, $b < 0$ or (b) $a > 0$, $b < 0$, $m > 1$, $E > 0$ or (c) $a > 0$, $b > 0$, $0 < m < 1$, $E < 0$ is valid, then

the nonlinear integral equation (49) is not solvable in the space \(CL_{\nu,\alpha}(0, \infty)\).

(i) If either (d) $a < 0$, $b > 0$ or (e) $a > 0$, $b < 0$, $0 < m < 1$ or (f) $a > 0$, $b > 0$, $m > 1$, then equation (49) has the positive solution

$$\varphi(x) = c_1 x^{\nu/m}, \quad (68)$$
where $\xi = c_1$ is a unique positive root of the algebraic equation (48):
$c_1 > 0$ for the case (d) and $c_1 > c_0 > 0$ for the case (e) or (f).

(ii) If $E = 0$ and either (g) $a > 0$, $b < 0$, $m > 1$ or (h) $a > 0$, $b > 0$,
$0 < m < 1$, then the equation (49) has the positive solution

$$\phi(x) = c_0x^{\nu/m},$$

where $\xi = c_0$ is a unique positive root of equation (48).

(iii) If either (i) $a > 0$, $b < 0$, $m > 1$, $E < 0$ or (j) $a > 0$, $b > 0$,
$0 < m < 1$, $E > 0$, then equation (49) has two positive solutions

$$\phi(x) = c_2x^{\nu/m}, \quad \phi(x) = c_3x^{\nu/m},$$

where $\xi = c_2$ and $\xi = c_3$, $0 < c_2 < c_0 < c_3$ are two positive roots of
equation (48).
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