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Dedicated to the memory of Professor A.H. Nasr

ABSTRACT. There are many papers dealing with Kramer’s
sampling theorem associated with self-adjoint boundary-value
problems with simple eigenvalues. To the best of our knowl-
edge, Zayed was the first to introduce a theorem that deals
with Kramer’s theorem associated with Green’s function of
not necessarily self-adjoint problems which may have multi-
ple eigenvalues, but no examples of sampling series associated
with either non-self-adjoint problems or problems with mul-
tiple eigenvalues were given. We define two classes of not
necessarily self-adjoint problems for which sampling theorems
can be derived and give a sampling theorem associated with
Green’s function of self-adjoint problems. Finally, we give
some examples that illustrate our technique.

1. Introduction. Consider the boundary-value problem

l(y) =
n∑

k=0

pk(x)y(n−k)(x) = λy,(1.1)

a ≤ x ≤ b, λ ∈ C,

Uν(y) =
n∑

j=1

αjνy
(j−1)(a) + βjνy

(j−1)(b) = 0,(1.2)

ν = 1, 2, . . . , n,

where pk(x) are sufficiently smooth functions [12, p. 6] on [a, b],
p0(x) �= 0 for all x ∈ [a, b], and Uν are n linearly independent forms of
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y(j−1)(a), y(j−1)(b), αjν , βjν ∈ C, 1 ≤ k, j, ν ≤ n. Problem (1.1) (1.2)
is self-adjoint if it is equivalent to its adjoint problem

l∗(y) = λy,(1.3)
Vν(y) = 0, ν = 1, 2, . . . , n,(1.4)

where l∗(y) =
∑n

k=0(−1)n−k(pk(x)y(x))(n−k) and Vν are n linearly
independent forms obtained from the equation

(1.5) 〈l(y), z〉 =
2n∑
i=1

Ui(y)V2n−i(z) + 〈y, l∗(z)〉.

Here Un+1, . . . , U2n are n forms of y(j−1)(a), y(j−1)(b), 1 ≤ j ≤ n, that
make U1, . . . , U2n linearly independent [12, pp. 6 12].

Let {y1(x, λ), . . . , yn(x, λ)} be a fundamental set of solutions of (1.1)
determined by the initial conditions

y
(k−1)
i (a, λ) = δik, 1 ≤ i, k ≤ n, ∀λ ∈ C.

In the following we give some definitions and relations which are needed
in the sequel.

Definitions A. The number λ∗ is said to be an eigenvalue of problem
(1.1) (1.2) if the boundary-value problem (1.1) (1.2) has a nontrivial
solution, y∗(x), corresponding to λ∗. In this case we say that y∗(x) is
an eigenfunction corresponding (belonging) to the eigenvalue λ∗. The
number of linearly independent eigenfunctions corresponding to the
same eigenvalue λ∗ is called the multiplicity of λ∗. An eigenvalue is
simple if it has multiplicity one.

The eigenvalues of the problem (1.1) (1.2) are [12, pp. 13 14], the
zeros of the characteristic determinant

(1.6) Δ(λ) :=

∣∣∣∣∣∣∣
U1(y1) U1(y2) · · · U1(yn)
U2(y1) U2(y2) · · · U2(yn)
· · · · · · · · · · · ·

Un(y1) Un(y2) · · · Un(yn)

∣∣∣∣∣∣∣ .

The following lemma determines the relationship between the multi-
plicity of the zeros of Δ(λ) and their multiplicity as eigenvalues.
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Lemma B [12, p. 15]. If λ∗ is a zero of Δ(λ) with multiplicity ν,
then the multiplicity of the eigenvalue λ∗ cannot be greater than ν. In
particular, if λ∗ is a simple zero of Δ(λ), then λ∗ is a simple eigenvalue.

Let us consider the problem [15, p. 53]

l(y) = −y′′ = λy, 0 ≤ x ≤ π, λ ∈ C,(1.7)
U1(y) = y′(π) − y′(0) = 0,(1.8)
U2(y) = y(π) + 2y(0) = 0.(1.9)

If we calculate Δ(λ) with respect to the fundamental set

(1.10)
{
y1(x, λ) = cos

√
λx, y2(x, λ) =

sin
√
λx√
λ

}
,

we find

(1.11) Δ(λ) = 1 − cos
√
λπ, λ �= 0.

Hence the eigenvalues of problem (1.7) (1.9) determined from the
equation Δ(λ) = 0, {λk = (2k)2}∞k=1, are double zeros of Δ(λ),
while they are simple eigenvalues of the problem with corresponding
sequence of eigenfunction {φk(x) = sin 2kx}∞k=1. Also λ = 0 is a simple
eigenvalue of this problem with eigenfunction φ0(x) = 3x−π. Lemma B
indicates that a converse situation, i.e., to find a problem which has
an eigenvalue with multiplicity higher than its multiplicity as a zero,
is impossible. Lemma C below determines the relationship between
the eigenvalues and the eigenfunctions of problem (1.1) (1.2) and its
adjoint (1.3) (1.4).

Lemma C [12, pp. 20 21]. If λ∗ is an eigenvalue of (1.1) (1.2)
with multiplicity ν, then λ∗ is an eigenvalue of the adjoint prob-
lem (1.3) (1.4) with multiplicity ν. Eigenfunctions of (1.1) (1.2) and
(1.3) (1.4) corresponding to the eigenvalues λ∗, μ∗, respectively, are or-
thogonal if λ∗ �= μ∗. In particular, if the problem is self-adjoint, then
all eigenvalues are real and eigenfunctions corresponding to different
eigenvalues are orthogonal.
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Now we give some important relations that are needed to calculate the
Green’s function. Let W (x) be the Wronskian of y1(x, λ), . . . , yn(x, λ)
and

(1.12) g(x, ξ) =
±1

2W (ξ)

∣∣∣∣∣∣∣∣
y1(x) y2(x) · · · yn(x)

y
(n−2)
1 (ξ) y

(n−2)
2 (ξ) · · · y

(n−2)
n (ξ)

· · · · · · · · · · · ·
y1(ξ) y2(ξ) · · · yn(ξ)

∣∣∣∣∣∣∣∣
,

where the positive and negative signs are taken when x > ξ and
x < ξ, respectively, x, ξ ∈ [a, b]. Hence, Green’s function of problem
(1.1) (1.2) is

(1.13) G(x, ξ, λ) =
(−1)n

Δ(λ)
H(x, ξ, λ),

where

(1.14) H(x, ξ, λ) =

∣∣∣∣∣∣∣
y1(x) y2(x) · · · yn(x) g(x, ξ)
U1(y1) U1(y2) · · · U1(yn) U1(g)
· · · · · · · · · · · · · · ·

Un(y1) Un(y2) · · · Un(yn) Un(g)

∣∣∣∣∣∣∣ ,

cf., [12, pp. 35 37]. Formula (1.13) indicates that Green’s function is
a meromorphic function of λ and its poles are exactly the eigenvalues
of the problem. This fact does not imply that the multiplicities of the
poles of Green’s function are the same as the multiplicities of the zeros
of Δ(λ). For example, according to the system (1.10), Δ(λ) of the
problem

l(y) = −y′′ = λy, 0 ≤ x ≤ π, λ ∈ C,(1.15)
U1(y) = y′(π) + y′(0) = 0,(1.16)
U2(y) = y(π) + y(0) = 0(1.17)

is

(1.18) Δ(λ) = −2(1 + cos
√
λπ).

Thus, the zeros of Δ(λ) are all double, while the poles of the Green’s
function of this problem are all simple. See Example 3 in Section 4
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below. Also the simplicity of the eigenvalues does not necessitate the
simplicity of the poles of the Green’s function. See the example in [7,
p. 312].

Assume that the poles of the Green’s function are all simple. Define
the function

(1.19) Φ(x, λ) := p(λ)G(x, ξ0, λ),

where p(λ) is the canonical product given in [15, p. 229] in terms of
the eigenvalues, {λk}∞k=1, of problem (1.1) (1.2), and ξ0 is a point in
[a, b] such that G(x, ξ0, λ) �≡ 0, x ∈ [a, b]. Zayed’s theorem [17] reads

Theorem D. Let f ∈ L2(a, b) and

(1.20) F (λ) =
∫ b

a

f̄(x)Φ(x, λ) dx.

Then F (λ) is an entire function of λ of order not exceeding 1/n which
admits the sampling representation

(1.21) F (λ) =
∞∑

k=1

F (λk)
p(λ)

(λ− λk)p′(λk)
.

Moreover, if problem (1.1) (1.2) is self-adjoint or if f(x) satisfies the
adjoint boundary conditions (1.4), then the series (1.21) converges
uniformly on compact subsets of the complex plane.

Theorem D above is obtained under the conditions that the poles of
the Green’s function of problem (1.1) (1.2) are all simple and that the
eigenvalues have the asymptotic behavior

(1.22) λk = O(kn), |k| → ∞,

where n is the order of the differential equation (1.1). For reasons
indicated in the next section these conditions should be replaced by
more restrictive ones. Under these new conditions we can obtain a
sampling theorem associated with not necessarily self-adjoint problems,
but the class of self-adjoint problems for which the theorem is applicable
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becomes smaller. So it is more practical to treat the self-adjoint
problems and non-self-adjoint ones separately. Also, due to the nature
of non-self-adjoint problems, no examples of sampling associated with
this kind of problem are known, except for the example given by Higgins
[9, pp. 175 176], but this example is derived using the fact that the
eigenfunctions form Riesz bases.

In the next section we define two classes of not necessarily self-
adjoint problems for which sampling theorems can be obtained. The
relationship between these two classes is also discussed. Section 3 is
devoted to the self-adjoint case. In the last section we give some
illustrative examples to show how the Green’s function of the presented
classes can be used in sampling.

2. Problems that are not necessarily self-adjoint. Under the
conditions that the poles of Green’s function are all simple and that the
eigenvalues have the asymptotic behavior (1.22), the sampling theorem
in [17, pp. 230 233] is obtained. The sampling series (1.21) is obtained
by applying Parseval’s identity on the eigenfunction expansions of
both f(x) and the kernel, Φ(x, λ), of the integral transform (1.20),
cf. [17]. But the class of functions that have such expansions [7, p.
311] seems to be more restrictive than L2(a, b). This fact has been
brought to our attention by Professor J.R. Higgins, to whom we are
very grateful. In [7, pp. 300 308] the eigenfunction expansion of
a summable function is shown to be uniformly equiconvergent with
the Fourier expansion of this function, provided that the boundary
conditions are regular. This result is due to Stone [14], see also [2,
3]. Then [7, p. 311] an eigenfunction expansion theorem is given under
the condition that the poles of Green’s function are all simple. The
class of functions that have such expansions is described in [7, p. 299]
to be more restrictive than L2(a, b). To illustrate the nature of classes
of functions that have eigenfunction expansions associated with not
necessarily self-adjoint problems, we refer the reader, in addition to the
above-mentioned references, to Birkhoff [4] for problems with regular
boundary conditions; Hopkins-Ward [10, 16]; and a more general
theorem for the problem with separate type boundary conditions in
[12, pp. 91 103].

To remove this difficulty we should add further conditions to problem
(1.1) (1.2). First we assume that the boundary conditions (1.2) are
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normal [12, p. 56], the adjoint problem (1.3) (1.4) always exists, and
that the differential expression (1.1) is of the type described in [12,
p. 43]. In the following we define two classes of not necessarily self-
adjoint problems for which L2-eigenfunction expansion theorems, and
hence sampling theorems, hold.

Definition 1.2. The boundary-value problem (1.1) (1.2) is said to
be of class 1 if:

(I) the boundary conditions (1.2) are regular;

(II) the zeros of the characteristic determinant Δ(λ) are all simple.

The definition of regular boundary conditions is very technical, so it
is omitted here, but interested readers are referred to [4, pp. 382 383].
Also, in [12, pp. 56 60], regular boundary conditions are defined in
detail in terms of numbers θ0, θ±1. Moreover, in [12], many examples
of regular boundary conditions are given. These examples include
conditions of Sturm type when n, the order of l(.), is even [12, pp.
60 61] provided that the orders of the derivatives which appear in
the boundary conditions satisfy some conditions; conditions of periodic
type [12, pp. 61 62], and all regular boundary conditions when n = 2
are listed in three classes in [12, pp. 62 63].

Condition (II) necessitates the simplicity of the poles of G(x, ξ, λ)
and the simplicity of the eigenvalues, but the converse is not necessarily
true as we have seen in Section 1 above. Also [12, p. 64] condition (I)
implies (1.22), but the converse is not always true. For example [12,
p. 94], problems associated with the differential equation l(y) = y(n) =
λy and separate type boundary conditions have eigenvalues with the
asymptotic behavior (1.22), but separate-type boundary conditions are
not necessarily regular, cf. [10, 16].

Under these two conditions we can extend the eigenfunction expan-
sion theorem in [12, p. 89] to be a global L2-expansion theorem since the
class of functions that have uniform convergence eigenfunction expan-
sions is dense in L2(a, b) [12, p. 90]. The convergence of the resulting
theorem is in L2-norm. From now on, {λk}∞k=1 and {λ̄k}∞k=1 will de-
note the eigenvalues of problem (1.1) (1.2) and its adjoint (1.3) (1.4)
respectively with λk �= 0 for all k; {φk(x)}∞k=1 and {ψk(x)}∞k=1 are re-
spectively the corresponding sequences of eigenfunctions which satisfy
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the biorthonormality relation

(2.1) 〈φk, ψm〉 =
∫ b

a

φk(x)ψ̄m(x) dx = δkm.

In the following we state and prove two important lemmas.

Lemma 2.2. Let problem (1.1) (1.2) be of class 1. Then, for
λ �= λk, k = 1, 2, . . . , the Green’s function of problem (1.1) (1.2) has
the uniformly convergent expansion

(2.2) G(x, ξ, λ) =
∞∑

k=1

φk(x)ψ̄k(ξ)
λk − λ

, x, ξ ∈ [a, b].

Proof. Under the conditions of the lemma, the Green’s function of the
problem l(y) = 0, Uν(y) = 0, ν = 1, . . . , n, G(x, ξ), has the uniformly
convergent expansion [12, p. 89]

(2.3) G(x, ξ) =
∞∑

k=1

φk(x)ψ̄k(ξ)
λk

.

Let λ ∈ C, λ �= λk for all k. Obviously, {λk−λ}∞k=1 are the eigenvalues
of the problem (l − λ)y = 0, Uν(y) = 0, ν = 1, . . . , n, with the
eigenfunctions {φk(x)}∞k=1. Also {λk − λ}∞k=1 are the eigenvalues of
the adjoint problem with the eigenfunctions {ψk(x)}∞k=1. Substituting
λk − λ for λk in (2.3), we obtain (2.2).

Lemma 2.3. Green’s function of the boundary-value problem
(1.1) (1.2), which is assumed to be of class 1, equals the resolvent kernel
of the Fredhholm integral equation

(2.4) y(x) = λ

∫ b

a

G(x, ξ)y(ξ) dξ,

where G(x, ξ) is given by (2.3).

Proof. We prove the lemma by showing that the resolvent kernel of
(2.4) has the expansion (2.2). To achieve this aim we use the Neumann
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series expansion for the resolvent kernel. The integral equation (2.4)
is equivalent to the boundary-value problem (1.1) (1.2) [12, p. 35].
Thus the eigenvalues and the eigenfunctions of problem (1.1) (1.2) and
the integral operator (2.4) are exactly the same. Now following [6,
pp. 24 25], when λ is not an eigenvalue, the resolvent kernel has the
expansion

(2.5) RG(x, ξ, λ) =
∞∑

ν=1

λν−1Gν(x, ξ),

where the sequence Gν(x, ξ) is given by

G1(x, ξ) = G(x, ξ);

G2(x, ξ) = GG =
∫ b

a

G(x, t)G(t, ξ) dt;

Gν(x, ξ) = GGν−1 =
∫ b

a

G(x, t)G(ν−1)(t, ξ) dt, ν = 3, . . . .

Using mathematical induction and the uniform convergence expansion
of G(x, ξ), we get

Gν(x, ξ) =
∞∑

k=1

φk(x)ψ̄k(ξ)
λν

k

.

Hence

RG(x, ξ, λ) =
∞∑

k=1

∞∑
ν=1

φk(x)ψ̄k(ξ)
1
λk

(
λ

λk

)ν−1

.

Since |λk| → ∞ as |k| → ∞ [12, p. 14], we can find ν0 such that
|λ/λν | < 1 for ν > ν0. Hence, dividing the above summation into
two summations according to ν0, one for ν ≤ ν0 and the other for
ν > ν0, and using the formulae of the partial and infinite sums of the
geometrical series, we get expansion (2.2), which implies the equality
of the Green’s function and the resolvent kernel.

Now we define a second class of problems for which an eigenfunction
expansion theorem is guaranteed.



126 M.H. ANNABY AND A.I. ZAYED

Definition 2.4. The boundary-value problem (1.1) (1.2) is said to
be of class 2 if:

(i) the boundary conditions (1.2) are strongly regular, i.e., [11,
p. 852], the numbers θ0, θ±1 mentioned above satisfy the regularity
conditions and in the case when n is even they satisfy θ2

0 �= 4θ−1θ1;

(ii) the poles of Green’s function are all simple.

Condition (i) is sufficient to guarantee an L2-eigenfunction expansion
theorem associated with class 2, [11, p. 853], see also [3, 12, pp. 90, 15].
But we added condition (ii) for technical reasons related to sampling
theory. There are many examples of problems with strongly regular
boundary conditions. For instance, regular boundary conditions of
Sturm type, when the order of the differential equation is even, are
strongly regular [12, pp. 60 61]; periodic boundary conditions [12,
pp. 61 62] are strongly regular when and only when the order of the
differential equation is odd; two classes of problems of the second order
listed in [12, pp. 62 63] are strongly regular while the third one must
satisfy another condition to be strongly regular.

Obviously, condition (i) in Definition 2.4 is more restrictive than
condition (I) in Definition 2.1, and condition (II) in Definition 2.1 is
more restrictive than condition (ii) in Definition 2.4. Thus, it may be
reasonable to discuss the relationship between the two classes. Let A,B
denote the set of all problems of class 1 and class 2, respectively. Then
we have the following lemma.

Lemma 2.5. (a) A ∩B �= φ,

(b) A−B �= φ.

Proof. (a) See Examples 1 and 2 in Section 4 below.

(b) We show that A − B �= φ. We give a boundary-value problem
which belongs to A and does not belong to B. It is the problem

l(y) = −y′′ = λy, 0 ≤ x ≤ π, λ ∈ C,(2.6)
U1(y) = y′(0) + y′(π) + y(π) = 0,(2.7)
U2(y) = y(0) = 0.(2.8)



GREEN’S FUNCTION IN SAMPLING THEORY 127

In this case, see [12, p. 63],

θ1 = θ−1 = ω1, θ0 = 2ω1,

where ω1 is one of the two complex roots of −1, chosen as indicated
in [12, pp 43 45]. Hence, the problem is regular since θ±1 �= 0 but
not strongly regular since θ2

0 = 4θ1θ−1 = −4. According to the
fundamental set (1.10), we have

Δ(λ) = −
(

1 + cos
√
λπ +

sin
√
λπ√
λ

)
, λ �= 0.

If we set Δ(λ) = 0, then we obtain

cos
(√

λπ

2

){√
λ cos

(√
λπ

2

)
+ sin

(√
λπ

2

)}
= 0.

Thus the zeros of Δ(λ) are either the solutions of cos
√
λ(π/2) = 0

which are all real and simple, or the solutions of tan
√
λ(π/2)+

√
λ = 0,

cos
√
λ(π/2) �= 0 which are also real and simple. The reason is that the

eigenvalues of the self-adjoint problem

l(y) = −y′′ = λy, y(0) = 0, y′(π) + y(π) = 0

are also the zeros of the same equation, tan
√
λπ = −√

λ, which are
known to be real and simple. Also it is easy to see that zero is not an
eigenvalue. Hence, problem (2.6) (2.8) is of class 1, but not of class 2.

We have no answer to the question of whether B−A �= φ, or B ⊂ A.
From a theoretical point of view, it is expected that B − A �= φ
since the eigenvalues of any problem of class 1 are all simple, while
the eigenvalues of problems of class 2 are not necessarily simple, but
asymptotically simple, i.e., the number of multiple eigenvalues is finite
[3, 11, 12, p. 65]. An example of a boundary-value problem which is
neither of class 1 nor of class 2 is the example in [7, p. 312]. In this
example the boundary conditions are regular but not strongly regular.
Moreover, the zeros of the characteristic determinant as well as the
poles of Green’s function are double while all eigenvalues are simple. It
is also known [15, p. 31] that the Green’s function of a problem of class
2 has a uniformly convergent expansion (2.2), and this Green’s function
equals the resolvent kernel of the corresponding integral equation.
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In the following we state and prove the first sampling theorem of
this paper. We assume that all eigenvalues of problem (1.1) (1.2) are
simple. Let ξ0 ∈ [a, b] such that G(x, ξ0, λ) �≡ 0 on [a, b]. Define the
entire function

(2.9) Φ(x, λ) := p(λ)G(x, ξ0, λ),

where G(x, ξ, λ) is the Green’s function of problem (1.1) (1.2) which is
assumed to be of class 1 or class 2. Here p(λ) is the canonical product
mentioned above, which has the form

p(λ) =
{ ∏∞

k=1(1 − λ/λk) if n > 1,∏∞
k=1(1 − λ/λk)e(λ/λk) if n = 1,

where n is the order of the differential equation (1.1); see also Equation
(1.22). This infinite product converges since the eigenvalues satisfy
(1.22). Let γ be the positive number

γ :=
1
2
‖G(x, ξ)‖2,

where G(x, ξ) is given in (2.3) and the norm is the norm of L2([a, b] ×
[a, b]).

Lemma 2.6. There is a positive constant C such that, for each
λ ∈ C,

(2.10) |Φ(x, λ)| ≤ Ceγ|λ|2{1 +
√
λ}

uniformly on [a, b]. Thus Φ(x, λ) is an entire function of λ of order not
exceeding 2 and type not exceeding γ.

Proof. Since G(x, ξ, λ) is the resolvent kernel of the integral operator
(2.4), which is a continuous function of x, ξ ∈ [a, b], then [6, p. 50], for
λ ∈ C,

(2.11) |p(λ)G(x, ξ, λ)| ≤ eλ|γ|2{|G(x, ξ)| + |λ|√e[G1(x)G2(ξ)]1/2},
for all x, ξ ∈ [a, b], where

G1(x) =
∫ b

a

|G(x, z)|2 dz, G2(ξ) =
∫ b

a

|G(z, ξ)|2 dz.
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Obviously, using the continuity of G(x, ξ, λ), G(x, ξ), for any ξ0 we can
find C > 0 such that (2.10) holds.

Notice that Lemma 2.6 holds if problem (2.1) (2.2) is either of class
1 or of class 2.

Theorem 2.7. Let f(x) ∈ L2(a, b) and Φ(x, λ) be the function
defined in (2.9). Let F (λ) be the integral transform

(2.12) F (λ) =
∫ b

a

f̄(x)Φ(x, λ) dx.

Then F (λ) is an entire function of order not exceeding 2 and type not
exceeding γ which has the sampling expansion

(2.13) F (λ) =
∞∑

k=1

F (λk)
p(λ)

(λ− λk)p′(λk)
,

where p(λ), λk and γ are given in the paragraph preceding Lemma 2.6.
The series (2.13) converges uniformly on compact subsets of C.

Proof. Since series (2.2) converges uniformly, then

(2.14)

F (λ) =
∫ b

a

∞∑
k=1

p(λ)
λk − λ

ψ̄k(ξ0)f̄(x)φk(x) dx

=
∞∑

k=1

p(λ)
λk − λ

ψ̄k(ξ0)
∫ b

a

f̄(x)φk(x) dx.

A simple calculation yields

(2.15) F (λk) = −p′(λk)ψ̄k(ξ0)
∫ b

a

f̄(x)φk(x) dx.

Combining (2.14) and (2.15), one gets (2.13). For the proof of the
uniform convergence of (2.13), let M ⊂ C be compact. For λ ∈ M ,
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N > 0, we have

(2.16)
∣∣∣∣F (λ) −

N−1∑
k=1

F (λk)
p(λ)

(λ− λk)p′(λk)

∣∣∣∣
=

∣∣∣∣F (λ) −
N−1∑
k=1

〈f, φk〉〈Φ, ψk〉
∣∣∣∣

≤
( ∞∑

k=N

|〈f, φk〉|2
)1/2( ∞∑

k=N

|〈Φ, ψk〉|2
)1/2

.

From Bessel’s inequality and following Lemma 2.6, we can find a
positive constant CM such that

(2.17)
( ∞∑

k=N

|〈Φ, ψk〉|2
)1/2

≤ ‖Φ(., λ)‖ ≤ CM , ∀λ ∈M

since the righthand side of (2.10) is bounded on compact sets. From the
relation

∑∞
k=1 |〈f, φk〉|2 ≤ c‖f‖2 < ∞ for some constant c and (2.17)

we obtain the uniform convergence of series (2.13), since the righthand
side of (2.16) approaches zero when N approaches ∞ independent of λ.
From the uniform convergence of the sampling expansion of F (λ), we
get the analyticity of F (λ) on compact subsets of C. Thus F is entire.
To prove the growth properties of F (λ), we use Lemma 2.6. Indeed,
there is a positive constant C such that, for λ ∈ C,

|F (λ)| ≤ Ceγ|λ|2{1 +
√
λ}

∫ b

a

|f(x)| dx.

Hence,
|F (λ)| ≤ C

√
b− a‖f‖eλ|γ|2{1 +

√
λ}.

Then the order of F (λ) does not exceed 2 and its type does not exceed
γ.

Remark 1. In the above theorem the definition of the sampled integral
transform depends on the choice of ξ0. Such a ξ0 can be chosen
arbitrarily in [a, b]. If we choose ξ0 ∈ [a, b] such that G(x, ξ0, λ) ≡ 0



GREEN’S FUNCTION IN SAMPLING THEORY 131

on [a, b], then we will get the trivial case F (λ) ≡ 0. Thus we have a
sampling theorem for a family of integral transforms.

3. The self-adjoint case. Although Theorem 2.7 holds for self-
/non-self-adjoint problems, provided that the problems are assumed to
be of class 1 or class 2, the class of self-adjoint problems for which
the theorem is applicable is very restrictive. For instance, problems
(1.15) (1.17) is not included since the zeros of Δ(λ) are not simple, and
the boundary conditions are not strongly regular. Also if (1.1) (1.2)
is self-adjoint, then, without adding any conditions on the problem,
the set of eigenfunctions is a complete orthonormal set in L2(a, b),
[7, p. 199, 12, p. 82]. During the rest of this section, we assume
that problem (1.1) (1.2) is self-adjoint and {λk}∞k=1, λk �= 0 for all
k, {φk(x)}∞k=1 are the eigenvalues and eigenfunctions of the problem.
Since the eigenvalues are not necessarily simple, an eigenvalue in this
sequence is repeated as many times as its multiplicity. Following [6, p.
194] and [7, p. 202], we can get the following lemma.

Lemma E. Let problem (1.1) (1.2) be self adjoint. Then the Green’s
function of the problem, which has only simple poles at the eigenvalues,
has the L2-convergent expansion

(3.1) G(x, ξ, λ) =
∞∑

k=1

φk(x)φ̄k(ξ)
λk − λ

.

Moreover, Green’s function G(x, ξ, λ) equals the resolvent kernel of the
integral equation corresponding to problem (1.1) (1.2).

Now we give a sampling theorem associated with problems (1.1) (1.2).
We assume (1.22) and that p(λ), ξ0, γ, Φ(x, λ) are defined in a similar
way to that in the above section.

Theorem 3.1. Let f ∈ L2(a, b), and

(3.2) F (λ) =
∫ b

a

f̄(x)Φ(x, λ) dx.
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Then F (λ) is an entire function of order ≤ 2 and type ≤ γ which has
the sampling expansion

(3.3) F (λ) =
∞∑

k=1

F (λk)
p(λ)

(λ− λk)p′(λk)
.

The series (3.3) converges uniformly on compact subsets of C.

Proof. Let νk be the multiplicity of the eigenvalue λk. Then

(3.4) Φ(x, λ) =
∞∑

k=1

νk∑
ν=1

(
p(λ)

(λk − λ)
φ̄ν,k(ξ0)

)
φν,k(x),

where {φν,k(x)}νk
ν=1 are eigenfunctions corresponding to λk. Expansion

(3.4) is the Fourier expansion of Φ(x, λ) with respect to the complete
orthornomal system of eigenfunctions. Applying Parseval’s equality on
(3.2), one gets

(3.5) F (λ) =
∞∑

k=1

p(λ)
(λk − λ)

νk∑
ν=1

φ̄ν,k(ξ0)〈f, φν,k〉.

Taking the limit when λ→ λk in (3.2) and using (3.4) we get

(3.6) F (λk) = −p′(λk)
νk∑

ν=1

φ̄ν,k(ξ0)〈f, φν,k〉.

Combining (3.5) and (3.6), we obtain (3.3).

The proof of the uniform convergence as well as the analytic and
growth properties of F (λ) can be established as in Theorem 2.7 above
since Lemma 2.6 holds in this case because of the continuity of Green’s
function.

Remark 2. In [8, 5, 18], sampling expansions are derived when
the kernels of the sampled integral transforms are solutions of second
order or nth order self-adjoint boundary value problems provided that
the eigenvalues are all simple. Sampling expansions associated with
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general self-adjoint Fredholm integral operators of the second kind are
treated in [1].

4. Examples. In this section we give three detailed examples
illustrating the obtained results. Examples 1 and 2 are devoted to the
non-self-adjoint case. In Example 1 the boundary conditions are taken
to be self-adjoint while l(.) is not self-adjoint. The converse situation is
discussed in the second example. Moreover, in Example 2, we compare
the sampling series obtained and that established in [9, p. 176]. In the
third example we give a sampling expansion associated with a problem
whose eigenvalues are all double.

Example 1. Consider the boundary-value problem

l(y) = y′′+2y′+(λ+1)y = 0, x ∈ [0, π], λ ∈ C,(4.1)

U1(y) = y(0) = 0, U2(y) = y(π) = 0.
(4.2)

The adjoint problem is

l∗(y) = y′′− 2y′+(λ+1)y = 0,
(4.3)

V1(y) = U1(y)=y(0)=0, V2(y)=U2(y)=y(π)=0.
(4.4)

Hence the problem is not self-adjoint since l �= l∗. The fundamental set
of solutions defined by y(j−1)

i (0, λ) = δij , 1 ≤ i, j ≤ 2, is

(4.5){
y1(x, λ) = e−x

(
cos

√
λx+

sin
√
λx√
λ

)
, y2(x, λ) = e−x sin

√
λx√
λ

}
.

According to system (4.5), we have Δ(λ) = (sin
√
λπ)/

√
λ, λ �= 0. Ob-

serving that zero is not an eigenvalue, the eigenvalues of this problem
are {λk = k2}∞k=1. These eigenvalues are all simple, and the correspond-
ing sequence of eigenfunctions is {φk(x) =

√
(2/π)e−x sin kx}∞k=1.

Also the adjoint problem has the same set of simple eigenvalues with
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{ψk(x) =
√

(2/π)ex sin kx}∞k=1 the corresponding sequence of eigen-
functions. The appearance of the constant

√
2/π is necessary for the

biorthonormality relation 〈φk, ψm〉 = δkm. Since the zeros of Δ(λ) are
all simple and the boundary conditions are strongly regular [12, p. 63],
then problem (4.1) (4.2) is of class 1 and of class 2. Hence Theo-
rem 2.7 above is applicable. Using Equations (1.6) and (1.12) (1.14),
the Green’s function of this problem for λ �= k2, k = 1, 2, . . . , is

(4.6)

G(x, ξ, λ) =
2eξ−x

π

∞∑
k=1

sin kx sin kξ
k2 − λ

=
eξ−x−π

√
λ sin

√
λπ

{
sin

√
λξ sin

√
λ(π − x) x ≥ ξ,

sin
√
λx sin

√
λ(π − ξ) x ≤ ξ.

Also, we have

p(λ) =
∞∏

k=1

(
1 − λ

k2

)
=

sin
√
λπ

π
√
λ

;

p′(k2) =
(−1)k

2k2
.

Let ξ0 ∈ [0, π] be as described above and Φ(x, λ) = p(λ)G(x, ξ0, λ).
Then, for f(x) ∈ L2(0, π), the integral transform

F (λ) =
∫ π

0

f̄(x)Φ(x, λ) dx

is an entire function of order 1/2 which can be recovered in the sampling
form

(4.7) F (λ) =
∞∑

k=1

(−1)kF (k2)
2k2 sin

√
λπ

π
√
λ(λ− k2)

.

Example 2. Consider the boundary-value problem

l(y) = −y′′ = λy, 0 ≤ x ≤ π, λ ∈ C,(4.8)

U1(y) = y′(0) = 0; U2(y) = y(0) + y′(π) = 0.(4.9)
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Its adjoint problem [9, p. 175], is

l∗(y) = l(y) = −y′′ = λy,
(4.10)

V1(y) = y′(π) = 0; V2(y) = y′(0) − y(π) = 0.
(4.11)

Conditions (4.9) and (4.11) are strongly regular. According to system
(1.10), we have Δ(λ) = 1−√

λ sin
√
λπ. The eigenvalues of the problem,

{λk}∞k=1, are the positive zeros of Δ(λ), [9, p. 175]. Moreover, we have
the following lemma which proves that problem (4.8) (4.9) is of class
1 and of class 2.

Lemma 4.1. The zeros of the function f(t) = 1/t− sin tπ, 0 < t <
∞, are simple.

Proof. We prove the simplicity of the zeros of f(t) by discussing the
distribution of the zeros of f(t) and its derivative f ′(t) = −1/t2 −
π cos tπ in the intervals [2n, 2n + 2], n > 1. We divide the interval
[2n, 2n + 2] into eight equal subintervals with the length 1/4. Noting
the sign of the continuous functions f, f ′ on the boundary and along
each subinterval, we find that the zeros of f lie in ]2n, 2n+ 1/4[ ∪
]2n+ 3/4, 2n+ 1[, while the zeros of f ′ lie in ]2n+ 1/2, 2n+ 3/4[ ∪
]2n+ 5/4, 2n+ 6/4[. A similar situation holds for the interval ]0, 4].
Hence, f, f ′ cannot have common zeros.

Since the boundary conditions are regular, then λk = O(k2) as
k → ∞. One can see easily that zero is not an eigenvalue. The
sequence of corresponding eigenfunctions is {φk(x) = cos

√
λkx}∞k=1.

Also {λk}∞k=1 is the sequence of eigenvalues of the adjoint problem with
the corresponding sequence of eigenfunctions {ψk(x) = ck cos

√
λk(x−

π)}∞k=1. The sequence of constants ck is taken to guarantee the
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biorthonormality relation. Green’s function of this problem, λ �= λk, is

(4.12)

G(x, ξ, λ) =
∞∑

k=1

ck
cos

√
λkx cos

√
λk(ξ − π)

λk − λ

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

− cos
√
λξ cos

√
λ(x+π) + (1/

√
λ) sin

√
λ(ξ−x)

1−√
λ sin

√
λπ

x ≥ ξ,

− cos
√
λx cos

√
λ(ξ+π)

1 −√
λ sin

√
λπ

x ≤ ξ.

Letting p(λ) =
∏∞

k=1(1−λ/λk), ξ0, Φ(x, λ), be as defined above, every
integral transform

F (λ) =
∫ π

0

f̄(x)Φ(x, λ) dx, f ∈ L2(0, π)

is an entire function of λ of order 1/2 which has the interpolation
expansion

(4.13) F (λ) =
∞∑

k=1

F (λk)
p(λ)

(λ− λk)p′(λk)
.

This series converges uniformly on compact subsets of C.

Remark 4. In the above example, if the function p(λ) is replaced by
Δ(λ), then the interpolating functions Δ(λ)/((λ− λk)Δ′(λk)) become
the same as those in [9, p. 176] with the constants ck instead of νk used
there.

Example 3. Consider the boundary-value problem (1.15) (1.17).
This problem is a self-adjoint problem with anti-periodic boundary
conditions (1.16) (1.17). This problem is not of class 1 or class 2.
In this problem [12, p. 63], the boundary conditions are not strongly
regular. Also, according to system (1.10), Δ(λ) = −2(1+cos

√
λπ), i.e.,

the zeros of Δ(λ), which are exactly the eigenvalues, are all double. The
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eigenvalues are {λk = (2k−1)2}∞k=1 and the corresponding sequence of
eigenfunctions is the sequence

{
φ1

k(x) =

√
2
π

sin(2k − 1)x, φ2
k(x) =

√
2
π

cos(2k − 1)x
}
.

That is, the eigenvalues of the problem are all double. Green’s function
of this problem, when λ is not an eigenvalue, has the form

(4.14)

G(x, ξ, λ) =
2
π

∞∑
k=1

cos(2k − 1)(ξ − x)
(2k − 1)2 − λ

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Δ(λ) sin
√
λ(ξ−x) − 2 sin

√
λπ cos

√
λ(ξ−x)

2
√
λΔ(λ)

x ≥ ξ,

−Δ(λ) sin
√
λ(ξ−x) − 2 sin

√
λ cos

√
λ(ξ−x)

2
√
λΔ(x)

x ≤ ξ.

Observe that the poles of Green’s function are simple. We also have

p(λ) = cos
√
λ
π

2
, p′((2k − 1)2) = (−1)k π

4(2k − 1)
.

Hence the integral transforms described in Theorem 3.1 above associ-
ated with problem (1.15) (1.17) has the sampling representation

(4.15) F (λ) =
∞∑

k=1

(−1)kF ((2k − 1)2)
4(2k − 1) cos

√
λ(π/2)

π(λ− (2k − 1)2)
.

Remark 5. A similar situation to the above example holds when
the anti-periodic boundary conditions (1.16) (1.17) replaced by the
periodic boundary conditions

(4.16) U1(y) = y(0) − y(π) = 0, U2(y) = y′(0) − y′(π) = 0.

In this problem all eigenvalues, except the eigenvalue λ0 = 0, are
double. The poles of Green’s function are simple [13, pp. 427 429].
But in this case zero is an eigenvalue, so we may need to replace the
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eigenvalue parameter λ by λ − c, where c is a constant to avoid this
difficulty. This is always possible since the sequence of eigenvalues has
no finite limit point.
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