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#### Abstract

This paper concerns the solutions of operator equations $G(z, \lambda)=0$ having solutions $\left(z_{0}, \lambda_{0}\right)$ for which $G^{\prime}\left(z_{0}, \lambda_{0}\right)$ is not a surjection. More precisely, suppose $\lambda \in R^{q}, q \geq 0$ and $\operatorname{dim} N\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)=m+q>0$, where $N(\cdot)$ denotes the kernel. Several different kinds of singular problems can be treated in a unified way. Examples are parameter dependent problems with $q>0$ and $m>1$ and operator equations with $m>0, q=0$. In the latter case the corresponding discrete analogues also have some corresponding singularities which usually lead to the breakdown of numerical solution techniques. The former case includes multiple bifurcations for multi-parameter problems. The main results involve the construction of an inflated map $H(z, \lambda, \ldots)$ (where $\ldots$ denotes additional augmented variables). The map $H$ has an invertible derivative at $\left(z_{0}, \lambda_{0}, \ldots\right)$ and a component $F(z, \lambda, c)$ such that $F(z, \lambda, 0)=G(z, \lambda)$. This $H$ may be used to define quadratically convergent Newton methods. Several examples of finite dimensional equations and operator equations are studied. In practical applications $m$ is often not known a priori. Some ways of determining $m+q$ are described.


1. Introduction. In this paper we consider operators
(1.1) $\quad G: \mathbf{E}:=\mathbf{E}_{0} \times \mathbf{R}^{q} \rightarrow \hat{\mathbf{E}}, \quad\left(\mathbf{E}_{0}, \hat{\mathbf{E}}\right.$ are Banach spaces, $\left.q \geq 0\right)$,
in the neighborhood of a zero point $\left(z_{0}, \lambda_{0}\right)$ of $G$ having a nontrivial null space of the Frechet derivative $G^{\prime}=\left(G_{z}, G_{\lambda}\right)$. Here $G_{z}, G_{\lambda}$ denote the partial derivatives with respect to $z$ and $\lambda$, respectively. Letting $\mathbf{N}(L)$ denote the kernel of a linear operator $L$, we have

$$
\begin{equation*}
G\left(z_{0}, \lambda_{0}\right)=0, \quad \operatorname{dim} \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)=m+q>0 \tag{1.2}
\end{equation*}
$$

In case $q>0$ we may have the usual bifurcation problem in continuation methods, which is discussed in the literature primarily for $m=1$. For $q=0$ and $m>0$, the usual discretization methods for the computation of an isolated solution usually fail. Hence, modifications are necessary.

[^0]Finally, the Newton methods for the computation of $z_{0}$ generally break down if (1.2) holds.
The aim of this paper is to suggest a uniform procedure to solve the three problems indicated above. We define an inflated operator $H$ closely related to $G$ such that, at the singular point $\left(z_{0}, \lambda_{0}\right)$, the Frechet derivative $H^{\prime}$ of $H$ is boundedly invertible. For $H$ the usual discretization and Newton methods may be applied to obtain $z_{0}$, $\mathbf{N}\left(G^{\prime}\left(z_{0}\right)\right)$ for $q=0$, and $\left(z_{0}, \lambda_{0}\right), \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$ for $q>0$. The discrete approximations converge with the order of the given method and the Newton iterates converge quadratically. For the bifurcation problem we obtain $\left(z_{0}, \lambda_{0}\right)$ and $\mathrm{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$ and hence we are able to really obtain a "multiple bifurcation point" directly.

We assume that $m$ in (1.2) is either known theoretically or empirically. One of the contexts in which such information is frequently available concerns problems involving bifurcation. In this case the determination of $\left(z_{0}, \lambda_{0}\right)$ and $\mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$ might be used to simplify the task of solving the corresponding bifurcation equation arising in the method of Liapunov-Schmidt (see, e.g., [42, 45]). For the case $m=1$ our inflated maps coincide with those of several authors (see [29, 30, 35, 42-44, 52, 53]).
The inflation $H$ is introduced and discussed in $\S 2$ for Banach space mappings. $\S 3$ is devoted to the case $\operatorname{dim} \mathbf{E}_{0}=\operatorname{dim} \mathbf{E}<\infty$, and $\S 4$ to the problem of discretization of operator equations, which is then applied in $\S 5$ to our special problems of inflated mappings.
An empirical determination of $(m, q)$ for the case $\operatorname{dim} \mathbf{E}_{0}=\operatorname{dim} \hat{\mathbf{E}}<$ $\infty$ is studied in §3. The actual computations of the Gauss decomposition of the corresponding matrices yields "local" information about $(m, q)$ which might have to be updated during the further computations. Via discretization, this approach may be used for operator equations as well.
The case $m=1, q>0$ in (1.2) is frequently discussed in the literature. The problem (1.1), (1.2) with $m>1, \mathbf{E}=\hat{\mathbf{E}}=\mathbf{R}^{\ell}$ and a known trivial bifurcation point $z_{0}=0$ is treated under additional assumptions in [8]. In this paper an inflation $H$ is formally introduced and described for some specific examples. To our knowledge no attempt to date has been made to give a general theory for operators including discretization and Newton methods. This approach may be used as well for the
solution of nonlinear problems where the additional parameters $\lambda \in \mathbf{R}^{q}$ can introduce further difficulties, because the structure of the kernels are not known a priori.

## 2. Inflated maps.

2.1 The problem. We want to solve the problem

$$
\begin{equation*}
G(z, \lambda)=0 \tag{2.1}
\end{equation*}
$$

We make the following assumptions concerning the solution $\left(z_{0}, \lambda_{0}\right)$ of
i) $G: \mathbf{D}(G) \subset \mathbf{E}=\mathbf{E}_{0} \times \mathbf{R}^{q} \rightarrow \mathbf{R}(G) \in \hat{\mathbf{E}}$;
ii) $\mathbf{E}, \hat{\mathbf{E}}$ are Banach spaces;
iii) $G \in C^{2}(\mathbf{D}(G)), \mathbf{D}(G)$ an open neighborhood of $x_{0}:=\left(z_{0}, \lambda_{0}\right)$;
iv) $\mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)=\left[\phi_{1}, \ldots, \phi_{m+q}\right] \subseteq \mathbf{E}_{0} \times \mathbf{R}^{q}=\mathbf{E}$;
v) $\mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)^{*}\right)=\left[\varphi_{1}^{*}, \ldots, \varphi_{m}^{*}\right] \subseteq \hat{\mathbf{E}}^{*} ;$
vi) $G^{\prime}\left(z_{0}, \lambda_{0}\right)$; and for every $w \in \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right), G^{\prime \prime}\left(z_{0}, \lambda_{0}\right) w$ are linear (bounded) operators with closed range.

Here $\mathbf{E}^{*}, \hat{\mathbf{E}}^{*}$, and $L^{*}$ represent the dual spaces and operators, respectively, for the Banach spaces $\mathbf{E}, \hat{\mathbf{E}}$ and the linear operator $L: \mathbf{E}=$ $\mathbf{E}_{0} \times \mathbf{R}^{q} \rightarrow \hat{\mathbf{E}},\left[w_{1}, \ldots, w_{i}\right]$ indicates the span of $w_{1}, \ldots, w_{i}$ and $\mathbf{N}(L)$ and $\mathbf{R}(L)$ indicate kernel and range of $L$, respectively.
Condition (2.2) iii) implies that $G^{\prime}(z, \lambda)$ and $G^{\prime \prime}(z, \lambda)$ are bounded linear and bilinear operators if $\left\|(z, \lambda)-\left(z_{0}, \lambda_{0}\right)\right\|$ is sufficiently small. We could as well have started with a densely defined operator $G$. Then $G^{\prime}$ and $G^{\prime \prime}$ would be (or assumed to be) closed densely defined linear operators with closed range and appropriate $C^{2}(\mathbf{D}(G))$. The following theory essentially remains unchanged for this case. To avoid a more technical discussion we therefore choose (2.2).
As a consequence of (2.2) (iv), (v) the usual kinds of discretization and Newton methods applied to (2.1) will fail, since stability
and convergence of Newton's method break down for nonexisting $\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)^{-1}$. Therefore, we introduce an inflated mapping. In this context we need a bounded linear operator
i) $L \in \ell\left(\mathbf{E}=\mathbf{E}_{0} \times \mathbf{R}^{q}, \mathbf{R}^{m+q}\right)$
such that
ii) $\mathbf{N}(L) \cap \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)=\{0\}$,
an $(m+q) \times(m+q)$ matrix
i) $A=\left(a_{1}, \ldots, a_{m+q}\right)$
such that
ii) $\operatorname{rank} A=m+q$,
and a variable $c \in \mathbf{R}^{p}$, which we will further specify below. We embed $G$ into a family of operators such that, with

$$
\begin{align*}
& x:=(z, \lambda) \in \mathbf{D}(G) \subseteq \mathbf{E}=\mathbf{E}_{0} \times \mathbf{R}^{q}, \quad c \in \mathbf{D}_{F} \subseteq \mathbf{R}^{p}, \quad 0 \in \mathbf{D}_{F}  \tag{2.5}\\
& F:=\mathbf{D}(G) \times \mathbf{D}_{F} \subseteq \mathbf{E}_{0} \times \mathbf{R}^{q} \times \mathbf{R}^{p} \rightarrow \hat{\mathbf{E}}, F(x, 0)=G(x)
\end{align*}
$$

and

$$
F \in C^{2}\left(\mathbf{D}(G) \times \mathbf{D}_{F}\right)
$$

The question of how to choose $F$ is treated in $\S 2.4$. Now we define the operator $H$, with $F_{x}$ and $F_{c}$ representing the partial derivatives of $F$, as

$$
\left[\begin{array}{rl}
H: \mathbf{D}(G) \times E^{m+q} \times \mathbf{R}^{p} \subseteq \mathbf{F} & :=\mathbf{E}^{m+q+1} \times \mathbf{R}^{p} \rightarrow \hat{\mathbf{F}}  \tag{2.6}\\
& :=\hat{\mathbf{E}} \times\left(\hat{\mathbf{E}} \times \mathbf{R}^{m+q}\right)^{m+q} \\
H\left(x, w_{1}, \ldots, w_{m+q}, c\right):= & {\left[\begin{array}{c}
F(x, c) \\
F_{x}(x, c) w_{i} \\
L w_{i}=a_{i} \\
i=1, \ldots, m+q
\end{array}\right]}
\end{array}\right]
$$

The integer $p$ is determined by the requirement that, for $\mathbf{E}_{0}=\hat{\mathbf{E}}=\mathbf{R}^{n}$, the derivative of $H$ represents a square matrix. Omitting the argument
on the right-hand side of the equation, we find

$$
\begin{align*}
& H^{\prime}\left(x, w_{1}, \ldots, w_{m+q}, c\right)= \\
& {\left[\begin{array}{cccccc}
F_{x} & 0 & 0 & \cdots & & 0 \\
F_{x x} w_{1} & F_{x} & 0 & & & 0 \\
0 & L & 0 & & & \\
F_{c c} w_{1} \\
F_{x x} w_{i} & 0 & 0 & \ddots & & 0 \\
0 & 0 & 0 & \ddots & F_{x} & 0 \\
F_{x x} w_{m+q} & 0 & & & L & F_{x}
\end{array} F_{x c} w_{i c} w_{m+q}\right.}  \tag{2.7}\\
& 0
\end{align*}
$$

In this "matrix" the columns 1 to $m+q+2$ represent the partial derivatives with respect to $x, w_{1}, \ldots, w_{m+q}$ and $c$, respectively. If $G: \mathbf{R}^{n+q} \rightarrow \mathbf{R}^{n}$, then (2.7) represents a matrix with

$$
(n+q)(m+q+1)+p \text { columns and } n+(n+m+q)(m+q) \text { rows. }
$$

A square matrix is then obtained if and only if

$$
\begin{equation*}
p=m(m+q)-q \tag{2.8}
\end{equation*}
$$

For simplicity we require the perturbation $F(x, c)$ to satisfy the following conditions: (2.3)

$$
\begin{align*}
& \text { for } F \text { in (2.5) choose } p \text { as in (2.8) and, for } x \in \mathbf{D}(G) \text {, let } \\
& F(x, 0)=G(x), \quad F_{x}(x, 0)=G^{\prime}(x), \quad F_{x x}(x, 0)=G^{\prime \prime}(x) . \tag{2.9}
\end{align*}
$$

Finally, we introduce the operator $M$ for $x_{0}=\left(z_{0}, \lambda_{0}\right)$ as

$$
\begin{equation*}
M:=M\left(x_{0}\right): \mathbf{E} \times \mathbf{R}^{p} \rightarrow \mathbf{R}^{m(m+q)} \tag{2.10}
\end{equation*}
$$

such that

$$
M(x, c):=\left(\left\langle\varphi_{j}^{*}, F_{x x}\left(x_{0}, 0\right) \phi_{i} x+F_{x c}\left(x_{0}, 0\right) \phi_{i} c\right\rangle\right)_{i=1 j=1}^{m+q m}
$$

where $\langle\cdot, \cdot\rangle$ is defined on $\hat{\mathbf{E}}^{*} \times \hat{\mathbf{E}}$. We furthermore require

$$
\begin{equation*}
\mathbf{N}(M) \cap \mathbf{N}\left(F^{\prime}\left(x_{0}, 0\right)\right)=\{0\} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}\left(F^{\prime}\left(x_{0}, 0\right)\right)=\hat{\mathbf{E}} . \tag{2.12}
\end{equation*}
$$

2.2. Comments and propositions. Before we discuss $H$ in more detail we want to comment upon the assumptions (2.2)-(2.4) and (2.11), (2.12) and give some propositions concerning them. We first describe $\mathbf{N}\left(G^{\prime}\right)$ in terms of $G_{x}$ and $G_{\lambda}$. Since we will need a similar result for $\mathrm{N}\left(F^{\prime}\right)$ below, we prove

Proposition 2.1. Let $K:=\left(K_{z}, K_{\lambda}\right): \mathbf{E}_{1} \times \mathbf{R}^{s} \rightarrow \hat{\mathbf{E}}$ be a bounded linear operator for Banach spaces $\mathbf{E}_{1}, \hat{\mathbf{E}}$, such that

$$
K_{z}: \mathbf{E}_{1} \rightarrow \hat{\mathbf{E}} \text { has closed range } \mathbf{R}\left(K_{z}\right) \subseteq \hat{\mathbf{E}},
$$

$$
\begin{equation*}
\hat{\mathbf{E}}=\mathbf{R}\left(K_{z}\right)+U \text { for U the closed complement of } \mathbf{R}\left(K_{z}\right) \tag{2.13}
\end{equation*}
$$

$$
P: \hat{\mathbf{E}} \rightarrow \text { Uis a projector along } \mathbf{R}\left(K_{z}\right) \text { onto } U\left(\mathbf{N}(P)=\mathbf{R}\left(K_{z}\right),\right)
$$

$$
\operatorname{dim} \mathbf{N}\left(K_{z}\right)=k, \operatorname{dim} P K_{\lambda} \mathbf{R}^{s}=j .
$$

Then

$$
\begin{align*}
\mathbf{N}(K) & =\left\{(x, \lambda): K_{z} z+K_{\lambda} \lambda=0\right\}  \tag{2.14}\\
& =\left\{(z, \lambda): \lambda=\lambda_{0}+\lambda_{r}, \lambda_{0} \lambda_{r} \in \mathbf{N}\left(K_{\lambda}\right), K_{\lambda} \lambda_{r} \in \mathbf{R}\left(K_{z}\right),\right. \\
& \left.z=z_{0}+z_{r}, z_{0} \in \mathbf{N}\left(K_{z}\right), K_{z} z_{r}=-K_{\lambda} \lambda_{r}\right\}
\end{align*}
$$

and

$$
\operatorname{dim} \mathbf{N}(K)=k+s-j .
$$

Proof. There is a system of $s=\ell+i+j$ linearly independent vectors $\lambda_{01}, \ldots, \lambda_{0 \ell}, \lambda_{r 1}, \ldots, \lambda_{r i}, \lambda_{u 1}, \ldots, \lambda_{u j} \in \mathbf{R}^{s}$ such that

$$
\begin{align*}
& \mathbf{N}\left(K_{\lambda}\right)=\left[\lambda_{01}, \ldots, \lambda_{0 \ell}\right], \\
& \mathbf{R}_{\lambda}:=\left\{\lambda \in \mathbf{R}^{s}: K_{\lambda} \lambda \in \mathbf{R}\left(K_{z}\right)\right\}=\left[\lambda_{r 1}, \ldots, \lambda_{r q}\right],  \tag{2.15}\\
& P K_{\lambda} \mathbf{R}^{s}=P\left[K_{\lambda} \lambda_{u 1}, \ldots, K_{\lambda} \lambda_{u j}\right] \\
& K_{\lambda} \mathbf{R}_{\lambda} \subseteq \mathbf{R}\left(K_{z}\right), \quad P K_{\lambda} \mathbf{R}^{s} \subseteq U, \operatorname{dim} P K_{\lambda} \mathbf{R}^{s}=j .
\end{align*}
$$

Therefore, $\lambda \in \mathbf{R}^{s}$ is uniquely representable as

$$
\lambda=\lambda_{0}+\lambda_{r}+\lambda_{u}
$$

with $\lambda_{0} \in \mathbf{N}\left(K_{\lambda}\right), \lambda_{r} \in \mathbf{R}_{\lambda}, P K_{\lambda} \lambda_{u} \in P K_{\lambda} \mathbf{R}^{s}$. Now $(z, \lambda) \in \mathbf{N}\left(K^{\prime}\right)$ implies

$$
\begin{aligned}
0 & =K_{z} z+K_{\lambda} \lambda=K_{z} z+K_{\lambda} \lambda_{0}+K_{\lambda} \lambda_{r}+K_{\lambda} \lambda_{u} \\
& =K_{z} z+K_{\lambda} \lambda_{r}+K_{\lambda} \lambda_{u} .
\end{aligned}
$$

Applying $P$ to this equation yields $P K_{\lambda} \lambda_{u}=0$ or $\lambda_{u}=0$ so that

$$
\begin{gathered}
\mathbf{N}(K)=\left\{(z, \lambda): \lambda=\lambda_{0}+\lambda_{r}, z=z_{0}+z_{r} \text { with } z_{0} \in \mathbf{N}\left(K_{z}\right),\right. \\
\left.\lambda_{0} \in \mathbf{N}\left(K_{\lambda}\right), \text { and } K_{z} z_{r}=-K_{\lambda} \lambda_{r}\right\} .
\end{gathered}
$$

This implies (2.14).

## Remark 2.2

(i). In Proposition 2.1 the roles of $K_{Z}$ and $K_{\lambda}$ might as well have been exchanged. If $Q: \hat{\mathbf{E}} \rightarrow V$ is a projector along the (necessarily) closed $\mathbf{R}(K-\lambda)$ onto its closed complement and if

$$
\operatorname{dim} \mathbf{N}\left(K_{\lambda}\right)=\ell, \quad \operatorname{dim} Q K_{z} \mathbf{E}_{1}=t, \quad \operatorname{dim}\left(\mathbf{R}\left(K_{z}\right) \cap \mathbf{R}\left(K_{\lambda}\right)\right)=i,
$$

we find, analogously to (2.14) or symmetrically in $K_{z}, K_{\lambda}$,

$$
\operatorname{dim} \mathbf{N}(K)=\ell+s-t=k+\ell+i .
$$

(ii). We use $K=G^{\prime}: \mathbf{E}_{0} \times \mathbf{R}^{q} \rightarrow \hat{\mathbf{E}}$ in Proposition 2.1 and additionally postulate $G_{z}\left(z_{0}, \lambda_{0}\right)$ having closed range. Then a comparison between (2.2) (iv) and (2.14) shows that (2.2) (iv) is satisfied if and only if

$$
\operatorname{dim} \mathbf{N}\left(G_{z}\left(x_{0}\right)\right)=m+j, \quad \operatorname{dim} P G_{\lambda}\left(x_{0}\right) \mathbf{R}^{q}=j \geq 0,
$$

The latter case is particularly interesting for bifurcation problems, it means that bifurcations up to multiplicity $m+q$ are possible.
(iii). Using Banach's closed range theorem (2.2) (iv), (v) represents the fact that $G^{\prime}\left(x_{0}\right)$ is a Fredholm operator of index 0 with condimension $m$. If furthermore, $G_{z}\left(x_{0}\right)$ is a Fredholm operator of index 0 , then automatically $\operatorname{dim} \mathbf{N}\left(G^{\prime}\left(x_{0}\right)^{*}\right)=m$ and (2.2) (v) is automatically satisfied. Thus, the conditions (2.2) (iv), (v) represent a combination which is satisfied for may important classes of problems, e.g., finitedimensional equations and differential, integral and integrodifferential
equations depending upon a parameter.

Corollary 2.3. Assume the conditions (2.2), (2.9) and (2.12) and omit the argument $\left(x_{0}, 0\right)$ here (and in the following proof). Then

$$
\begin{align*}
\left.\mathbf{N} F^{\prime}\right)= & \mathbf{N}\left(F_{x}, F_{c}\right) \\
= & \left\{(x, c): c=c_{00}+c_{r}, c_{00} \in \mathbf{N}\left(F_{c}\right), F_{c} c_{r} \in \mathbf{R}\left(F_{x}\right),\right. \\
& \left.x=x_{00}+x_{r}, x_{00} \in \mathbf{N}\left(f_{x}\right), F_{x} x_{r}=-F_{c} c_{r}\right\} \tag{2.16}
\end{align*}
$$

and

$$
\operatorname{dim} \mathbf{N}\left(F^{\prime}\right)=p+q=m(m+q)
$$

Proof. The conditions (2.2) and (2.9) show that the first two lines of (2.13) are satisfied. $(2.2 \mathrm{v})$ and the closed range theorem shows that

$$
\mathbf{R}\left(F_{x}\right)=\mathbf{R}\left(G^{\prime}\right)=\left[\varphi_{1}^{*}, \ldots, \varphi_{m}^{*}\right]^{\perp}
$$

where $\perp$ indicates that, with respect to the Banach space pairing $\langle\cdot, \cdot\rangle$ for $\hat{\mathbf{E}}^{*}, \hat{\mathbf{E}}$, we have $\left\langle\phi_{j}^{*}, G^{\prime} x\right\rangle=0$ for $j=1, \ldots, m$ and arbitrary $x \in \mathbf{E}$. This result, combined with (2.12), yields $\operatorname{dim} P F_{x} \mathbf{R}^{p}=j=m$, and, with (2.2)(iv), (2.8) and (2.14)

$$
\operatorname{dim} \mathbf{N}\left(F^{\prime}\right)=m+q+p-m=p+q=m(m+q)
$$

The conditions $L w_{i}-a_{i}=0$ in (2.6) are normalizing conditions, realized by $m+q$ linear bounded functionals

$$
\begin{equation*}
\ell_{j}: \mathbf{E}=\mathbf{E}_{0} \times \mathbf{R}^{q} \rightarrow \mathbf{R} \tag{2.17}
\end{equation*}
$$

As an example we might envision, for $\mathbf{E}_{0} \subseteq C[a, b]$, a set of fixed real scalars $\ell_{j i}$, fixed coordinates $t_{i} \in[a, b], i=1, \ldots, s$, fixed vectors $r_{j} \in \mathbf{R}^{q}$, and with the inner product $(\cdot, \cdot)$ in $\mathbf{R}^{q}$,

$$
\ell_{j} x:=\ell_{j}(z, \lambda):=\sum_{i=1}^{s} \ell_{j i} z\left(t_{i}\right)+\left(r_{j}, \lambda\right)
$$

Proposition 2.4. For $L$ as in (2.3) (i) and

$$
\begin{equation*}
L_{0}:=\left(\ell_{j} \phi_{j}\right)_{i, j=1}^{m+q} \in \mathbf{R}^{(m+q) \times(m+q)} \tag{2.18}
\end{equation*}
$$

the condition (2.3) (ii) is satisfied if and only if $\operatorname{rank}\left(L_{0}\right)=m+q$.

Proof. The following statements are obviously equivalent:
(i) Rank $L_{0}<m+q$.
(ii) There exists a $0 \neq \phi=\sum_{i=1}^{m+q} \alpha_{i} \phi_{i} \in \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$ such that

$$
\sum_{i=1}^{m+q} \alpha_{i}\left(\ell_{j} \phi_{i}\right)=0, \quad j=1, \ldots, m+q
$$

hence $\phi \in \mathbf{N}(L)$.
(iii) There exists a $\phi \neq 0$ such that $\phi \in \mathbf{N}(L) \cap \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$.

PROPOSITION 2.5. Let $L$ in (2.3)(i) satisfy (2.3)(ii) and choose $\phi_{i} \in \mathbf{N}\left(G^{\prime}\left(z_{0}, \lambda_{0}\right)\right)$ such that $L \bar{\phi}_{i}=a_{i} \in \mathbf{R}^{m+q}, i=1, \ldots, m+q$. Then the $\bar{\phi}_{i}, i=1, \ldots, m+q$, are linearly independent if and only if the $a_{i}$ satisfy (2.4).

Proof. With the linearly independent $\phi_{i}, i=1, \ldots, m+q$ in (2.2)(iv) we have the existence of $\alpha_{n i} \in \mathbf{R}$ such that

$$
\bar{\phi}_{i}=\sum_{n=1}^{m+q} \alpha_{n i} \phi_{n}
$$

Now

$$
L \bar{\phi}_{i}=a_{i}, \quad i=1, \ldots, m+q
$$

if and only if

$$
L_{0}\left[\begin{array}{c}
\alpha_{1 i} \\
\vdots \\
\alpha_{(m+q) i}
\end{array}\right]=a_{i}, \quad i=1, \ldots, m+q, \quad L_{0} \text { in (2.18). }
$$

Therefore, we have by Proposition 2.4 , the $a_{i}, i=1, \ldots, m+q$ are linearly independent if and only if

$$
\left[\begin{array}{c}
\alpha_{1 i} \\
\vdots \\
\alpha_{(m+q) i}
\end{array}\right], \quad i=1, \ldots, m+q
$$

are linearly independent. This in turn is equivalent to the following statements:

$$
\operatorname{rank}\left[\left(\alpha_{j i}\right)_{i, j=1}^{m+q}\right]=m+q
$$

$\bar{\phi}_{i}, \quad i=1, \ldots, m+q$ are linearly independent.

PROPOSITION 2.6. Let $\rho_{k}=\left(\varepsilon_{k}, \tau_{k}\right), k=1, \ldots, m(m+q)$ be $a$ basis for $\mathbf{N}\left(F^{\prime}\right)$ (see Corollary 2.3), $\phi_{1}, \ldots, \phi_{m+q}$ and $\varphi_{1}^{*}, \ldots, \varphi_{m}^{*}$ be bases for $\mathbf{N}\left(G^{\prime}\left(x_{0}\right)\right)=\mathbf{N}\left(F_{x}\left(x_{0}, 0\right)\right)$ and $\mathbf{N}\left(\left(G^{\prime}\left(x_{0}\right)\right)^{*}\right)$, respectively (see (2.2)). Then (2.11) is equivalent to the fact that the $m(m+q) \times m(m+q)$ matrix

$$
\begin{align*}
M_{0} & :=\left(m_{\ell k}\right)_{\ell, k=1}^{m(m+q)}  \tag{2.19}\\
m_{\ell k} & :=\left\langle\varphi_{j}^{*}, F_{x x}\left(x_{0}, 0\right) \phi_{i} \varepsilon_{k}+F_{x c}\left(x_{0}, 0\right) \phi_{i} \tau_{k}\right\rangle, \quad \ell:=(i-1) m+j
\end{align*}
$$

has full rank $m(m+q)$. This property is independent of the special bases $\rho_{k}=\left(\varepsilon_{k}, \gamma_{k}\right), \phi_{i}, \varphi_{j}^{*}$ chosen.

Proof. This follows immediately from (2.16).

## REMARK 2.7.

(i). It follows from a theorem of Sard (see, e.g., [34]) that the condition (2.3) (ii) is satisfied with probability one if we choose the bounded $\ell_{j}, j=1, \ldots, m+q$ at random. This does not exclude, however, that, for a special $\mathbf{N}\left(F^{\prime}\right)$, which we do not know yet, we might have chosen $\ell_{j}$ such that (2.3)(ii) is violated. This will become obvious, however, during the computations (see §3). In such a case we would locally change some of the $\ell_{j}, j=1, \ldots, m+q$.
(ii). We have assumed $m+q$ to be known. This knowledge may be achieved in several ways: One might start computation for $F z=0$, e.g., by Newton's method, and then discover that $m>0$. In this case one could gradually increase $m$, using Remark (i) until $m$ is maximal. One might as well have chosen some embedding and used Sylvester's law of inertia (see, e.g., Birkhoff, MacLane [9] as was done in [3] and [11] to determine $m$. Finally, some theoretical or e.g., physical knowledge might provide the value of $m$.
(iii). If the conditions (2.2) and (2.9)-(2.12) are violated in the sense that an appropriate $F$ does not exist (see discussions below and Remark 2.2), the following analysis breaks down.
2.3. The main result. To prove the (locally) unique solvability of $H=0$ and the regularity of $H^{\prime}$ we use the following well-known corollary of the open mapping theorem (see, e.g., Yosida [54]).

COROLLARY 2.8. If a bounded linear operator $T: \mathbf{F} \rightarrow \hat{\mathbf{F}}(\mathbf{F}, \hat{\mathbf{F}}$ Banach spaces), $\mathbf{R}(T)=\hat{\mathbf{F}}$ is invertible, that is $T^{-1} y=0$ implies $y=0$, then $T^{-1}: \hat{\mathbf{F}} \rightarrow \mathbf{F}$ is a bounded linear operator.

THEOREM 2.9. For an operator $G$ satisfying (2.2) let $L$ and $A$ be chosen so as to satisfy (2.3), (2.4) and let an inflation $H$ be defined in (2.6) satisfying (2.5) and (2.9) - (2.12). Then there exists a locally unique solution $\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right)$ of

$$
\begin{equation*}
H\left(x, w_{1}, \ldots, w_{m+q}, c\right)=0 \tag{2.20}
\end{equation*}
$$

with $\left[\bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}\right]=\mathbf{N}\left(F_{x}\left(x_{0}, 0\right)\right)=\mathbf{N}\left(G^{\prime}\left(x_{0}\right)\right), x_{0}=\left(z_{0}, \lambda_{0}\right)$. For this solution, the operator

$$
H^{\prime}\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{p}_{m+q}, 0\right): \mathbf{F} \rightarrow \hat{\mathbf{F}}
$$

where

$$
\begin{gathered}
\mathbf{F}=\mathbf{E}^{m+q+1} \times \mathbf{R}^{p}=\left(\mathbf{E}_{0} \times \mathbf{R}^{q}\right)^{m+q+1} \times \mathbf{R}^{m(m+q)-q} \\
\hat{\mathbf{F}}=\hat{\mathbf{E}} \times\left(\hat{\mathbf{E}} \times \mathbf{R}^{m+q}\right)^{m+q}
\end{gathered}
$$

defined in (2.7) is a regular linear bounded operator. That is,

$$
\left.H^{\prime}\left(z_{0}, \lambda_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right)\right]^{-1}: \hat{\mathbf{F}} \rightarrow \mathbf{F}
$$

exists and is bounded.

Proof. The combination of (2.1) and (2.5) yields $F\left(z_{0}, \lambda_{0}, 0\right)=0$, (2.2) (iv), (2.3), (2.4), (2.9) and Proposition 2.5 show the existence of
$\bar{\phi}_{i}$ such that (2.20) is satisfied. The local uniqueness is a consequence of the regularity of $H^{\prime}$.
We want to show, omitting the argument $\left(x_{0}, \bar{\phi}_{1}, \ldots, 0\right)$ in $F_{x}, F_{x x}, F_{x c}$, that

$$
H^{\prime}\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right) \cdot\left[\begin{array}{c}
u^{H} \\
v_{1} \\
v_{m+q} \\
d
\end{array}\right]=
$$

$$
\left[\begin{array}{c}
F_{x} u+F_{c} d  \tag{2.21}\\
F_{x x} \bar{\phi}_{i}+F_{x} v_{i}+F_{x c} \bar{\phi}_{i} d \\
L v_{i} \\
i=1, \ldots, m+q
\end{array}\right]=\left[\begin{array}{c}
\hat{u} \\
\hat{v}_{i} \\
r_{i} \\
i=1, \ldots, m+q
\end{array}\right]
$$

has a unique solution $\left(u, v_{1}, \ldots, v_{m+q}, d\right) \in \mathbf{F}$ for every $\left(\hat{u}, \hat{v}_{1}\right.$, $\left.r_{1}, \ldots, \hat{v}_{m+q}, r_{m+q}\right) \in \hat{\mathbf{F}}$. By applying the $\varphi_{j}^{*}$ to the equations (2.21) we are able to eliminate the $v_{i}$ and obtain the system for $u, d$ :

$$
\begin{gather*}
F_{x} u+F_{c} d=\hat{u}  \tag{2.22}\\
\left\langle\varphi_{j}^{*}, F_{x x} \bar{\phi}_{i}+F_{x c} \bar{\phi}_{i} d\right\rangle=\left\langle\varphi_{j}^{*} d\right\rangle, \quad i=1, \ldots, m+q, j=1, \ldots, m .
\end{gather*}
$$

Because of (2.12) there is a fixed pair $\left(u^{i n}, d^{i n}\right)$ such that, with $(x, c) \in$ $\mathbf{N}\left(F^{\prime}\right)$, we have the general solution (see Corollary 2.3)

$$
F_{x}\left(u^{i n}+x\right)+F_{c}\left(d^{i n}+c\right)=\hat{u} .
$$

Now we can use the equations in the second line of (2.22) to compute $(x, c)$ from

$$
\begin{gather*}
\left\langle\varphi_{j}^{*}, F_{x x} \bar{\phi}_{i} x+F_{x c} \bar{\phi}_{i} c\right\rangle=\left\langle\varphi_{j}^{*}, \hat{v}_{i}-F_{x x} \bar{\phi}_{i} u^{i n}-F_{x c} \bar{\phi}_{i} d^{i n}\right\rangle  \tag{2.23}\\
i=1, \ldots, m+q, j=1, \ldots, m
\end{gather*}
$$

Corollary 2.3, Proposition 2.6, and (2.11) show that (2.23) is uniquely solvable for arbitrary $\hat{v}_{i}, i=1, \ldots, m+q$.
Since $u$ and $d$ are known, we are left with the following equations (see (2.21)):
(i) $F_{x} v_{i}=\hat{v}_{i}-F_{x x} \bar{\phi}_{i} u-F_{x c} \bar{\phi}_{i} d$,
(ii) $L v_{i}=r_{i}, i=1, \ldots, m+q$.

As a consequence of (2.22) we have, for the right-hand side in (2.24), the relations

$$
\left\langle\varphi_{j}^{*}, \hat{v}_{i}-F_{x x} \bar{\phi}_{i}-F_{x c} \bar{\phi}_{i} d\right\rangle=0, \quad i=1, \ldots, m+q, j=1, \ldots, m
$$

The conditions (2.2)(v) and (2.9) show that this implies that the right-hand sides in $(2.24)(\mathrm{i})$ are indeed in $\mathbf{R}\left(F_{x}\right)$, so there exists a $v_{i}^{i n}$ such that $v_{i}^{i n}+v_{i o}$ with arbitrary $v_{i o} \in \mathbf{N}\left(F_{x}\right)$ is the general solution for (2.24)(i). Then a combination of (2.3), (2.4), and Proposition 2.4 shows the unique existence of $v_{1}, \ldots, v_{m+q}$ satisfying (2.24). A combination of Corollary 2.8 with this result completes the proof.

REMARK 2.10. In the proofs of Theorem 2.9 and the preceding propositions, we have seen that the conditions which we have imposed are well balanced so they are in some sense "necessary and sufficient".

It seems to be necessary to extend the argument in $G, x \in \mathbf{D}(G) \subseteq \mathbf{E}$, into an argument $(x, c) \in \mathbf{E} \times \mathbf{R}^{p}$. To show this, we introduce in (2.6) and (2.7) a modified $\tilde{H}$ (by avoiding $c$ ) so that

$$
\begin{equation*}
\tilde{H}\left(x, w_{1}, \ldots, w_{m+q}\right):=\left(G(x), G^{\prime}(x) w_{i}, L w_{i}-a_{i}, i=1, \ldots, m+q\right)^{T} \tag{2.25}
\end{equation*}
$$

In the formulas (2.7) and (2.10), the $F_{x}, F_{x x}, F_{x c}$ have to be replaced by $G^{\prime}(x), G^{\prime \prime}(x), 0$, respectively, the last column of $H^{\prime}$ in (2.7) disappears and $M$ in (2.10) only depends upon $x$. Then we may use the following theorem (see, e.g., Taylor-Lay [51]) to obtain Theorem 2.12.

ThEOREM 2.11. Let $T: \mathbf{D}(T) \subseteq \mathbf{E} \rightarrow \mathbf{R}(T) \subseteq \hat{\mathbf{E}}$ be a closed, densely defined linear operator, with Banach spaces, $\mathbf{E}, \hat{\mathbf{E}}$, and let $T^{-1}: \mathbf{R}(T) \rightarrow \mathbf{D}(T)$ exist. Then $T^{-1}$ is bounded if and only if $\mathbf{R}(T)$ is closed.

TheOrem 2.12. Let $G, L, M$ satisfy
(2.2)(i)-(v) is satisfied for $G$ with a dense $\mathbf{D}(G) \subseteq \mathbf{E}$;
(2.2)(vi) $G^{\prime}\left(x_{0}\right)$ and, for every $w \in \mathbf{N}\left(G^{\prime}\left(z_{0}\right)\right), G^{\prime \prime}\left(x_{0}\right) w$ are closed densely defined linear operators with closed ranges;
(2.3), (2.11) are satisfied for $\mathrm{N}\left(G^{\prime}\left(z_{0},\right)\right), L, M$; and let $\tilde{H}$ be defined as in (2.25). Then the modified $\tilde{H}^{\prime}$ is a closed densely defined operator with closed range, $\mathbf{R}\left(\tilde{H}^{\prime}\right)$ in $x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}$, such that

$$
\left(\tilde{H}^{\prime}\left(x_{0}, \bar{\phi}_{1}, \ldots, \phi_{m+q}\right)\right)^{-1}: \mathbf{R}\left(\tilde{H}^{\prime}\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}\right)\right) \rightarrow \mathbf{E}^{m+1}
$$

exists and is bounded.

Comparing Theorems 2.9 and 2.11 we see that by introducing $c \in \mathbf{R}^{p}$ we avoid the hard problem of finding $\mathbf{R}\left(\tilde{H}^{\prime}\right)$ for the "simple" $\tilde{H}$ in (2.25). Instead we obtain that, for the "complicated" $H$ in (2.6), the derivative $H^{\prime}$ in (2.7) has $\mathbf{R}\left(H^{\prime}\right)=\hat{\mathbf{F}}$, is the whole Banach space, and $\left(H^{\prime}\right)^{-1}: \hat{\mathbf{F}} \rightarrow \mathbf{F}$ is continuous. Certainly we have to pay the price of introducing $c \in \mathbf{R}^{p}$ as the cost of this crucial advantage.
2.4 Construction of Embedding. Until now we have assumed the existence of an embedding $F$ in (2.5) such that the above conditions are satisfied. Usually an operator $G$ as in (2.1), (2.2) will be given and we have to construct an $F$. Certainly it would be possible to introduce perturbations such that the bifurcation point of multiplicity $m+q$ is totally or nearly unfolded. However, we do not want to change the multiplicity nor the exact solution $\left(z_{0}, \lambda_{0}\right)$. Furthermore, it makes sense to define $F$ to be as "simple as possible". For this reason we introduce

$$
\begin{equation*}
F(x, c):=G(x)+B(x, c)+Q c \tag{2.26}
\end{equation*}
$$

with continuous bilinear and linear operators $B$ and $Q$ into $\hat{\mathbf{E}}$, respectively, and $x \in \mathbf{E}, c \in \mathbf{R}^{p}$. If $x_{0}=0$, we need $Q \neq 0$, otherwise $Q=0$ may be chosen. For the operator $F$ in (2.26) we have

$$
\begin{gathered}
F(x, 0)=G(x) \\
F^{\prime}(x, c)\left[\begin{array}{l}
u \\
d
\end{array}\right]=G^{\prime}(x) u+B(u, c)+B(x, d)+Q d
\end{gathered}
$$

$$
\begin{equation*}
F_{x}(x, c) u=G^{\prime}(x) u+B(u, c), \quad F_{x}(x, 0) u=G^{\prime}(x) u \tag{2.27}
\end{equation*}
$$

$$
\begin{gathered}
F_{c}(x, c) d=B(x, d)+Q d, \quad F_{c}(x, 0) d=Q d+B(x, d) \\
F_{x x}(x, c) u v=G^{\prime \prime}(x) u v \\
F_{x c}(x, c) u d=B(u, d) .
\end{gathered}
$$

For this type of $F$ the conditions (2.5) and (2.9) are satisfied and (2.10)(2.12) have the form

$$
\begin{align*}
& M\left(x_{0}, 0\right)\left[\begin{array}{l}
u \\
d
\end{array}\right]=\left\langle\varphi_{j}^{*}, G^{\prime \prime}\left(x_{0}\right) \phi_{i} u+B\left(\phi_{i}, d\right)\right\rangle  \tag{2.28}\\
& \text { for } 1 \leq i \leq m+q, 1 \leq j \leq m \\
& \mathbf{N}\left(F^{\prime}\left(x_{0}, 0\right)\right)=\mathbf{N}\left(G^{\prime}\left(x_{0}\right), B\left(x_{0}, \cdot\right)+Q\right) \\
&=\left\{(u, d): G^{\prime}\left(x_{0}\right) u+B\left(x_{0}, d\right)+Q d=0\right\}(\text { see }(2.16)) \\
& \mathbf{R}\left(F^{\prime}\left(x_{0}, 0\right)\right)=\left\{G^{\prime}\left(x_{0}\right) u+B\left(x_{0}, d\right)+Q d\right\}=\hat{\mathbf{E}}
\end{align*}
$$

Since, by (2.2)(v),

$$
\mathbf{R}\left(G^{\prime}\left(x_{0}\right)\right)=\left[\varphi_{1}^{*}, \ldots, \varphi_{m}^{*}\right]^{\perp}
$$

the last condition implies that, with an appropriate projector $P$,

$$
\begin{equation*}
P \mathbf{R}\left(B\left(x_{0}, \cdot\right)+Q\right) \supseteq\left[\varphi_{1}^{*}, \ldots, \varphi_{m}^{*}\right]^{\perp} \tag{2.29}
\end{equation*}
$$

We shall not discuss (2.29) in detail. However, it is obvious that in the special situation where

$$
\begin{equation*}
\mathbf{N}\left(G^{\prime}\left(x_{0}\right)\right) \cap\left\{u: G^{\prime \prime}\left(x_{0}\right) \phi_{i} u=0, i=1, \ldots, m+q\right\} \neq\{0\} \tag{2.30}
\end{equation*}
$$

our choice (2.26) cannot satisfy (2.11). In this (very exceptional) case we have to modify (2.26) into the form

$$
F(x, c):=G(x)+C(x, x, c-\bar{c})+B(x, c)+Q c
$$

with a trilinear operator $C: \mathbf{E}^{2} \times \mathbf{R}^{p} \rightarrow \hat{\mathbf{E}}$ and $\bar{c} \neq 0$. In $\S 3, \S 4$ and $\S 5$ we will present, for the special case of finite systems of finite equations and of operator equations and their discretizations, respectively, some hints on how to choose $B, Q$ and (if necessary) $C$.

## 3. Finite-dimensional Equations.

3.1 Determination of $m, Q$ and $B$. In this section we want to specify the preceding general results for the finite-dimensional case. We will be able to discuss more explicitly the conditions (2.3) and (2.11), (2.12). Instead of (2.2) we have

$$
\begin{equation*}
G: \mathbf{R}^{n+q} \rightarrow \mathbf{R}^{n}, \quad G\left(x_{0}\right)=0, \quad x_{0}=\left(z_{0}, \lambda_{0}\right) \tag{3.1}
\end{equation*}
$$

In this case $\mathbf{E}_{0}=\hat{\mathbf{E}}=\mathbf{R}^{n}=\mathbf{E}_{0}^{*}=\hat{\mathbf{F}}^{*}$. We want to write down the system (2.21) in slightly altered form. The bordering numbers in (3.2) (and in the sequel) indicate the numbers of rows and columns of the corresponding matrices. In contrast to (2.21) we do not use $H^{\prime}\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right)$, since these arguments are not yet known (except $=0$ ); however, we use $H\left(x, w_{1}, \ldots, w_{m+q}, c\right)$, omitting these arguments in $F_{x}, F_{c}, F_{x x}$ and $F_{x c}$.

$$
\begin{array}{ccccc} 
& n+q & n+q & p \\
n & F_{x} v_{i}  \tag{3.2}\\
m+q & L v_{i} & F_{x x} w_{i} u+F_{x c} w_{i} d & =\hat{v}_{i} \quad m+q \text { times for } \\
n & & F_{x} u+F_{c} d & =\hat{u} .
\end{array}
$$

By (2.8) this is a square matrix, which has full rank $(n+m+q)(m+q)+n$ if (2.3) and (2.11) are satisfied. In this context (2.12) is a consequence of (2.3) and (2.11).
Throughout the following we restrict our discussion to the case that the different linear equations are solved by some type of Gaussian algorithm. This assumption is appropriate for (3.1). If operator equations are discretized (see $\S 4$ and $\S 5$ ), $n$ in (3.1) might become so large that other techniques have to be applied. For multigrid methods (see, e.g., Hackbusch-Trottenberg [28]) the following considerations may be used on the coarsest grid. For other discretizations the mesh independence principle (see Allgower-Böhmer [1] and Allgower-Böhmer-PotraRheinboldt [2]) again yield the information on the coarser grids.
Given (3.1) we do not know a priori whether singularities of the form (2.2) with $m>0$ are to be expected. If Newton's method is used for the solution of (3.1), a defect $m$ in the rank of $G^{\prime}$ will become apparent in the neighborhood of $\left(z_{0}, \lambda_{0}\right)$. Although the theorem of Sard guarantees that, for a random choice of $L$ in (2.3)(i), the condition (2.3)(ii)
will be satisfied, we proceed slightly differently. By one of the usual decomposition strategies we can transform $G^{\prime}(z, \lambda)$ into the form

where the last $m$ rows are nearly 0 , and the matrix $G_{0}=G_{0}(x)$ has nonvanishing diagonal elements. Then we choose a matrix $L$ such that


Thus, we obtain a square matrix with full rank.
Unless (2.30) is satisfied, Sard's theorem again implies that a random choice of $B$ and $Q$ satisfies (2.11) and (2.12). However, using (3.3) we are again able to do better. From the last $m$ nearly vanishing lines in (3.3), approximations $w_{i}$ for the

$$
\phi_{i} \in \mathbf{N}\left(G^{\prime}\left(x_{0}, 0\right)\right), \quad i=1, \ldots, m+q
$$

and $v_{j}^{*}$ for the

$$
\varphi_{j}^{*} \in \mathbf{N}\left(G^{\prime}\left(x_{0}, 0\right)^{*}\right), \quad j=1, \ldots, m
$$

may be obtained (see the end of $\S 3.3$ for more details). With these approximations we choose $B, Q$ (and $C$ if necessary) such that (2.11) and (2.12) are satisfied for $w_{i}, x_{j}^{*}, x=(z, \lambda)$ instead of $\phi_{i}, \varphi_{j}^{*}, x_{0}$. In any case, it is advisable to choose the $B, Q$ (and $C$ ) such that $R_{*}$ in (3.5) has "maximal rank". Thus, by combining (2.28) with (2.11), (2.12) we obtain the approximate conditions

$$
R\binom{u}{d}:=\left[\begin{array}{c}
\left\langle v_{j}^{*}, G^{\prime \prime}(x) w_{i} u+B\left(w_{i}, d\right)\right\rangle  \tag{3.5}\\
G^{\prime}(x) u+B(x, d)+Q d
\end{array}\right]
$$

$1 \leq i \leq m+q, 1 \leq j \leq m, \operatorname{rank} R=n+q+p=m(m+q)+n$, and thereby (via (2.29)) we have

$$
\begin{equation*}
\mathbf{R}(B(x, \cdot)+Q \cdot) \supseteq\left[v_{1}^{*}, \ldots, v_{m}^{*}\right] \tag{3.6}
\end{equation*}
$$

If we should realize during the computation that (3.4)-(3.6) or (2.30) is violated, we have to correct locally. We are going to present two different numerical approaches to solve (3.2). A naive solution via the Gaussian algorithm using column pivoting relative to the $\ell_{1}$-norm of the rows would essentially require $(n(m+q+1))^{3}$ operations. We can, however, do much better. The two ways differ by the fact that, in §3.2, the dual kernel, introduced into the calculation via (2.22), is avoided, whereas it is used in $\S 3.3$. The approach in $\S 3.3$ only works under a very special assumption (see (3.18)) and furthermore turns out to be more costly than the method in §3.2. We discuss the problem elsewhere as to whether it is worthwhile to use the known value $c=0$ in the solution of $H\left(x_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right)$ already during some iteration processes such as Newton's method.
3.2 Solution without dual kernel. With $F$ defined, we once more want to study (3.2). At first we treat the $(m+q)$ systems for the $v_{i}$. Since we have assumed $F_{x}(x, 0)=G^{\prime}(x)$ we only discuss the case that $\|c\|$ and || $x-x_{0} \|$ are small enough to guarantee (see (3.3))


Now let $P_{F}$ be the matrix corresponding to (3.3) such that

$$
\begin{array}{rccc}
n+q & n+q & n+q & p \\
\cline { 2 - 4 } \\
\cline { 2 - 4 } & F_{x x} w_{i} & F_{x c} w_{i} \\
F_{x} & 0 & 0
\end{array} \quad\left(\begin{array}{c}
v_{i} \\
u \\
d
\end{array}\right)
$$

is transformed by $P_{F}$ into

with a matrix $\hat{F}$ of full rank $n+q$, obtained from $F_{0}$ and $L$ in a manner analogous to (3.4). Then (3.2) is equivalent to the system

$$
\begin{gathered}
\hat{F} v_{i}=P_{F}\left[\begin{array}{l}
\hat{v}_{i} \\
r_{i}
\end{array}\right]-M_{i}^{0}\left[\begin{array}{l}
u \\
d
\end{array}\right], \quad i=1, \ldots, m+q \\
P_{G} F_{x} u+P_{G} F_{c} d=P_{G} \hat{u}, \quad P_{G} F_{x} \approx F_{0} \\
M_{i}^{u} u+M_{i}^{d} d=R P_{F}\left[\begin{array}{c}
v_{i} \\
r_{i}
\end{array}\right], \quad i=1, \cdots, m+q
\end{gathered}
$$

where $R$ indicates the restriction to the last $m$ components of $P_{F}\left[\begin{array}{c}\hat{v}_{i} \\ r_{i}\end{array}\right]$ corresponding to the matrix $\left(M_{i}^{u}, M_{i}^{d}\right)$ in (3.7); the statement $P_{G} F_{x} \approx$ $F_{0}$ indicates that the last $m$ lines in $P_{G} F_{x}$ are nearly zero. So we obtain for ( $u, d$ ) a system of the following structure:

is transformed by $P_{G}$ into


This system (3.8) has, by (2.8), $n+m(m+q)=n+q+p$ equations for the $n+q+p$ unknowns. Condition (2.11) is equivalent to the fact that the corresponding matrix has full rank $n+q+p$.
Let us now study the number of elementary arithmetric operations required to solve (3.2). Under the assumption that

$$
\begin{equation*}
n \gg(m+p+q) \tag{3.9}
\end{equation*}
$$

and only terms multiplied by $n^{3}, n^{2}$ and high powers of $m$ are taken into account. We furthermore assume $n$ to be small enough that we may apply the following procedure:

$$
\left\{\begin{array}{l}
\text { Solve (3.2) in the form (3.7), (3.8) with a }  \tag{3.10}\\
\text { Gaussian algorithm and use, for the } F_{x} \text {-part in(3.7), } \\
\text { (3.8), column pivoting with respect to the } \ell_{1} \text {-norm } \\
\text { of the first } n+q \text { elements. For the last } m+q \text { and } m(m+q) \\
\text { rows in (3.7) and (3.8), respectively, use column pivoting } \\
\text { relative to the } \ell_{1} \text {-norm of the full rows. }
\end{array}\right.
$$

We study the number of necessary of operation subject to the assumptions (3.9) and (3.10). The terms mentioned in (3.9) are dominating terms, which in the sequel are indicated by $\doteq$

| Partial problem |  | Number of operations |
| :---: | :---: | :---: |
| (i) | LR decomposition for $F_{x}$ with $\ell_{1}$-norm relative pivoting | $\doteq n^{3}+\frac{3}{2} n^{2}(q+1)$ |
| (ii) | operations additional to (i) for full LR decomposition of $\binom{F_{x}}{L}$ in (3.7) | $\doteq n^{2}(m+q)$ |
| (iii) | operations, induced in $F_{x x} w_{i}, F_{x c} w_{i}$ by LR decomposition of $F_{x}$, yielding $M_{i}^{0}, M_{i}^{u}, M_{i}^{d}$ in (3.7), $i=1, \ldots, m+q$ | $\begin{aligned} & \dot{\doteq} n^{3}(m+q) \\ & \quad+n^{2}(m+q)(p+q-2) \end{aligned}$ |
| (iv) | operations additional to (i), (iii), for full LR decomposition of (3.8) | $\begin{aligned} & \dot{\overline{=} n^{2} m(m+q)} \\ & \quad+(m(m+q))^{3} \end{aligned}$ |

Adding the numbers in (i)-(iv) we obtain for the total amount (= number of elementary operations):

Total amount for the LR decomposition of (3.2) $\doteq$
$n^{3}(m+q+1)+n^{2}\left((m+q)(p+q+m-1)+\frac{3}{2}(q+1)\right)+(m(m+q))^{3}$
In (3.11) and (3.12) we have assumed that the $F_{x x} w_{i}$ and $F_{x c} w_{i}$ in (3.7) have already been computed. Since

$$
\begin{align*}
& F_{x x} \in \mathcal{L}\left(\left(\mathbf{R}^{n+q}\right)^{2}, \mathbf{R}^{n}\right), \quad F_{x c} \in \mathcal{L}\left(\mathbf{R}^{n+q} \times \mathbf{R}^{p}, \mathbf{R}^{n}\right)  \tag{3.13}\\
& F_{x}, F_{x x} w_{i} \in \mathcal{L}\left(\mathbf{R}^{n+q}, \mathbf{R}^{n}\right), \quad F_{x c} w_{i} \in \mathcal{L}\left(\mathbf{R}^{p}, \mathbf{R}^{n}\right)
\end{align*}
$$

we find
the total amount for computing $F_{x}, F_{x x}, F_{x c} \doteq 2\left(n^{3}+n^{2}(2 q+p+1)\right)$
and
(3.15)
the total amount for computing $F_{x x} w_{i}, F_{x c} w_{i}, i=1, \ldots, m+q$, $\doteq 2 n^{3}(m+q)+2 n^{2}(m+q)(p+2 q)$.
Having solved (3.8) for $(u, d)$ we have to use these known values to compute the $F_{x x} w_{i} u+F_{x c} w_{i} d, i=1, \ldots, m+q$, which are needed in (3.7) to determine the $v_{i}$.

The total amount for computing $F_{x x} w_{i} u+F_{x c} w_{i} d, i=1, \ldots, m+q$, $\doteq 2 n^{2}(m+q)$.

To transform the right-hand sides and solve the equations (3.7) and (3.8) we obtain:

$$
\begin{align*}
& \text { The total amount for computing the solutions of }(3.7), \text { (3.8) } \\
& \doteq 2 n^{2}(m+q+1) \text {. } \tag{3.17}
\end{align*}
$$

The summation of (3.12) and (3.14)-(3.17) yields

Proposition 3.1. Under the assumption (3.9) the procedure (3.10) requires

$$
\begin{aligned}
& \doteq n^{3} 3(m+q+1)+n^{2}((m+q)(m+5 q+3 p+3) \\
& \left.\quad+\frac{7}{2}(q+1)+p+1\right)+(m(m+q))^{3}
\end{aligned}
$$

operations to solve (3.2).

The solution of (3.2) via (3.7) and (3.8) may be interpreted as follows: By splitting (3.7) into the first $n+q$ equations for $v_{i}$ and combining the last $m$ equations in (3.7), $M_{i}^{u} u+M_{i}^{d} d=\ldots$ with $F_{x} u+D_{c} d$ into (3.8), we have separated the total system into $m+q+1$ systems with $n+q$ unknowns each if only (3.8) is solved first and then the known value $(u, d)$ is used in (3.7). In this approach the related structure of the different systems is taken into account. Another way to separate (3.2) into small systems is via the use of (2.22), i.e., via the use of the dual kernel.
3.3 Solution using the dual kernel. The following procedure only works for the special case that condition (3.18) is satisfied. We will see, however, that even for this case the amount in $\S 3.3$ is higher than in §3.2.

$$
\begin{align*}
& \text { For }\left\|x-x_{0}\right\|+\|c\| \text { small enough, let } \\
& \operatorname{dim} N\left(F_{x}(x, c)\right)=m+q, \operatorname{dim} \mathbf{N}\left(F_{x}(x, c)^{*}\right)=m \text { and }  \tag{3.18}\\
& (2.3)(\text { ii }),(2.11),(2.12) \text { be satisfied for } F^{\prime}(x, c) .
\end{align*}
$$

Again omitting the arguments $\left(x, w_{1}, \ldots, w_{m+q}, c\right)$ as in (3.2) we first compute approximations $y_{j} \in \mathbf{R}^{n}$ for the $\varphi_{j}$ with an appropriate operator $\hat{L}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{m}$ such that

$$
\begin{equation*}
\mathbf{N}(\hat{L}) \cap \mathbf{N}\left(F_{x}^{*}\right)=\{0\} \tag{3.19}
\end{equation*}
$$

and a matrix

$$
\begin{equation*}
B=\left(b_{1}, \ldots, b_{m}\right), \quad b_{j} \in \mathbf{R}^{m}, \operatorname{rank} B=m \tag{3.20}
\end{equation*}
$$

from

$$
\begin{gather*}
F_{x}^{*} y_{j}=0  \tag{3.21}\\
\hat{L} y_{j}=b_{j}, \quad j=1, \ldots, m
\end{gather*}
$$

We will see below that the LR decomposition of $F_{x}$ may be used to solve (3.21) and to see how to choose $\hat{L}$. As a consequence of (3.18)-(3.20) the systems (3.21) are uniquely solvable. Taking the inner product $(\cdot, \cdot)$ of the $y_{j}$ in (3.21) with the first equations in (3.2) we find, as in (2.21), (2.22) that

$$
\begin{equation*}
F_{x} u+F_{c} d=\hat{u} \tag{3.22}
\end{equation*}
$$

$$
\left(y_{j}, F_{x x} w_{i} u+F_{x c} w_{i} d\right)=\left(y_{j}, \hat{v}_{i}\right), \quad i=1, \ldots, m+q, j=1, \ldots, m
$$

From the proof of Theorem 2.9 we know that this system for $(u, d)$ is uniquely solvable by (3.18). With the known ( $u, d$ ) we finally compute $v_{i}$ from (3.2)(i), (ii) as the solution of

$$
\begin{align*}
F_{x} v_{i} & =\hat{v}_{i}-F_{x x} w_{i} u-F_{x c} w_{i} d  \tag{3.23}\\
L v_{i} & =r_{i}, \quad i=1, \ldots, m+q
\end{align*}
$$

By (3.18) this overdetermined system is uniquely solvable as we have seen in the proof of Theorem 2.9.
For the solution of (3.22) and (3.23) we may use nearly the same LR decomposition. We use the strategy in (3.10), where obviously (3.7) and (3.8) must be replaced by (3.23) and (3.22), respectively. Thus, the LR decomposition for $\left[\begin{array}{c}F_{x} \\ L\end{array}\right]$ is obtained as

$$
G_{n+q-1} P_{n+q-1} \cdots F_{n-m+1} P_{n-m+1} P G_{n-m} P_{n-m} \cdots G_{1} P_{1}\left[\begin{array}{c}
F_{x} \\
L
\end{array}\right]
$$

which has the structure


In (3.24) the $P_{j}, G_{j}$ represent the well-known permutation and combination matrices in the Gaussian algorithm (see, e.g., [48, p. 135]). By (3.10) we allow only "restricted" permutations $P_{j}$; they permute, for $j=1, \ldots, n-m$, only the rows $1, \ldots, n$ of $F_{x}$. Then $P$ exchanges the last (now trivial) rows of the transformed $F_{x}$ with the transformed $L$. Necessarily, the $P_{j}, j=n-m+1, \ldots, n+q-1$, only exchange the lines of $L$. Now, we denote for simplicity the "restrictions" of the $P_{j}, G_{j}$ to the lines of $F_{x}$ instead of the full $\left[\begin{array}{c}F_{x} \\ L\end{array}\right]$ with the same symbols $P_{j}, G_{j}$ again, $j=1, \ldots, n-m . G_{n-m} P_{n-m} \ldots G_{1} P_{1} F_{x}$ has the structure:


With $P_{j}^{*}=P_{j}$ we find that $F_{x}^{*} P_{1} G_{1}^{*} \ldots P_{n-m} G_{n-m}^{*}$ has the structure:


With the $n \times n$ matrices $P_{j}, G_{j}^{*}$ we finally obtain that $\left[\begin{array}{c}F_{x}^{*} \\ \hat{L}\end{array}\right] P_{1} G_{1}^{*} \ldots$ $P_{n-m} G_{n-m}^{*}$ has the structure:


Let us choose, in particular, $\hat{L}$ such that

$$
\hat{L} P_{1} G_{1}^{*} \cdots P_{n-m} G_{n-m}^{*}=
$$

where $I_{m, m}$ denotes the $m \times m$ identity matrix, and let us denote the matrix in (3.25) by $A^{*}$. Then with appropriate $\hat{b}$, and with $\left(G_{j}^{*}\right)^{-1}$ immediately obtained from $G_{j}^{*}$ by inverting the nondiagonal terms,

$$
b=\left[\begin{array}{c}
F_{x}^{*} \\
\hat{L}
\end{array}\right] y \Leftrightarrow \hat{b}=A^{*^{-1}} G_{n-m}^{*} P_{n-m} G_{1}^{*^{-1}} y=: A^{*} x
$$

Now the equation $A^{*} x=\hat{b}$ is solved very easily, since the first $n+q$ components in $b$ and in $\hat{b}$ are zero and the lines $n-m+1, \ldots, n+q$ in the upper part of $A^{*}$ depend linearly upon the first $n-m$ lines of $A^{*}$. Hence, (3.26)
calculating $y=P_{1} G_{1}^{*} \ldots P_{n-m} G_{n-m}^{* n}$ requires $\doteq n^{2}$ operations.
A full use of the decomposition in (3.24) would be possible; however, it would require much bookkeeping and a complicated argumentation, which we wish to avoid.

Now we obtain the number of operations to solve (3.21)-(23.23) very similarly to §3.2. Using the approach for the LR decomposition of $F_{x}^{*}$ indicated above, and with known matrices in (3.27) (see (3.22), (3.11) (i), (ii), (iv), (3.12)), we get:

The total amount of operations required for the LR decomposition of (3.21)-(3.23)

$$
\begin{equation*}
\doteq n^{3}+n^{2}\left((m+q)(1+m)+\frac{3}{2} q\right)+(m(m+q))^{3} . \tag{3.27}
\end{equation*}
$$

Furthermore, we have to compute the
(3.28) $\quad\left(y_{j}, F_{x x} w_{i} \cdot\right), \quad\left(y_{j}, F_{x c} w_{i} \cdot\right), \quad i=1, \ldots, m+q, j=1, \ldots m$,
(see (3.13)) which requires in addition to (3.14) and (3.15) that

$$
\begin{align*}
& \text { total amount of operations for computions (3.28) }  \tag{3.29}\\
& \doteq 2 m n^{3}+2 m(p+q) n^{2}
\end{align*}
$$

Finally, we have to transform the right-hand sides and solve the equations (3.21)-(3.23), requiring a total amount of operations (3.30)
for computing the solution of $(3.21)-(3.23) \doteq 2 n^{2}(2 m+2 q+1)$.
The summation of the numbers in (3.14)-(3.16), (3.26) $m$ times, and (3.27)-(3.30) yields

Proposition 3.2. Under the assumption (3.9), (3.18) the procedure corresponding to (3.10) via (3.21)-(3.23) requires

$$
\begin{aligned}
& \doteq n^{3}\left(4\left(m+\frac{q}{2}\right)+3\right)+n^{2}\left((m+q)(m+2 p+4 q+3)+2 m\left(p+q+\frac{5}{2}\right)\right. \\
& \left.\quad \quad+2 p+\frac{19}{2} q+3\right)+(m(m+q))^{3}
\end{aligned}
$$

operations.
3.4 Examples. We conclude this section with several examples.

Example 3.3. Let $G: \mathbf{R}^{\mathbf{2}} \rightarrow \mathbf{R}^{2}$ and

$$
G\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]:=\frac{1}{2}\left[\begin{array}{l}
x_{1}^{2} \\
x_{2}^{2}
\end{array}\right], \quad G\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

Then we have

$$
G^{\prime}\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{cc}
x_{1} & 0 \\
0 & x_{2}
\end{array}\right], \quad G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad \mathbf{N}\left(G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]\right)=\mathbf{R}^{2},
$$

and we find

$$
G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]^{*}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]=G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right], \mathbf{N}\left(G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]^{*}\right)=\mathbf{R}^{2},
$$

since

$$
\left[G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right],\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]\right]=0=\left[\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right]^{*}\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]\right] .
$$

So we have to define

$$
F: \mathbf{R}^{2} \times \mathbf{R}^{4} \rightarrow \mathbf{R}^{2}
$$

using $4 \times 2$ matrices $B_{1}, B_{2}, Q$ to obtain with the inner product $(\cdot, \cdot)$ in $\mathbf{R}^{2}$

$$
F(x, c):=G(x)+B(x, c)+Q c \text { with } B(x, c):=\left[\binom{x_{1}}{x_{2}},\binom{B^{1} c}{B_{2} c}\right] .
$$

Then we need the following partial derivatives at $x_{0}:=\left[\begin{array}{l}0 \\ 0\end{array}\right], c_{0}:=$ $(0,0,0,0)^{T}$,

$$
\left\{\begin{array}{l}
F_{x}\left(x_{0}, c_{0}\right) u=G^{\prime}\left[\begin{array}{l}
0 \\
0
\end{array}\right] u+B\left(u, c_{0}\right)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] u=\left[\begin{array}{l}
0 \\
0
\end{array}\right]  \tag{3.31}\\
F_{c}\left(x_{0}, c_{0}\right) d=B(0, d)+Q d=Q d \\
F_{x x}\left(x_{0}, c_{0}\right)(u, v)=\left[\begin{array}{cc}
u_{1} & 0 \\
0 & u_{2}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=G^{\prime \prime}\left(x_{0}\right)(u, v)=\left[\begin{array}{l}
u_{1} v_{1} \\
u_{2} v_{2}
\end{array}\right] \\
F_{x c}\left(x_{0}, c_{0}\right)(u, d)=B(u, d)=\left[\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right],\left[\begin{array}{l}
B_{1} d \\
B_{2} d
\end{array}\right]\right]
\end{array}\right.
$$

Now we choose (see (2.18)) $L=L_{0}$ such that rank $L_{0}=2$, e.g., $L_{0}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and (2.3) is satisfied. To guarantee (2.12) we need $\mathbf{R}\left(F^{\prime}\left(x_{0}, c_{0}\right)\right)=\mathbf{R}\left(F_{x},\left(x_{0}, c_{0}\right), F_{c}\left(x_{0}, c_{0}\right)\right)=\mathbf{R}\left(\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right], Q\right)=\mathbf{R}^{2}$, so $Q$ can be any matrix of rank 2 . Finally, we require, with $\phi_{i}=$ $e_{i}, \varphi_{j}^{*}=e_{j}^{*}, e_{1}=\left[\begin{array}{l}1 \\ 0\end{array}\right], e_{2}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$ and the above results, the conditions (2.11) or (2.27). This amounts to

having the full rank 6. So the following choice would satisfy all of the
conditions

$$
\begin{gather*}
Q=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], \quad B_{1}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right],  \tag{3.33}\\
B_{2}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
\end{gather*}
$$

By the above statements, any random choice would have sufficed with probability one as well.

EXAMPLE 3.4. Let $G \mathbf{K}^{2} \rightarrow \boldsymbol{R}^{2}$ be

$$
G\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\frac{1}{6}\left[\begin{array}{l}
x_{1}^{3} \\
x_{2}^{3}
\end{array}\right], \quad G=\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

This is an example satisfying (2.30) and we have to use

$$
F(x, c)=G(x)+C(x, x, c-\bar{c})+B(x, c)+Q c
$$

If we choose for simplicity a trilinear $C(x, y, c-\bar{c})$ i which is symmetric in $x, y$, the only difference compared to (3.31)is $F_{x x}$ which has to be replaced by

$$
F_{x x}\left(x_{0}, c_{0}\right)(u, v)=2 C(u, v,-\bar{c})
$$

For example, if

$$
C(x, y, c):=\left[\begin{array}{l}
x_{1} y_{1} c_{1}+x_{2} y_{2} c_{2} \\
x_{1} y_{1} c_{3}+x_{2} y_{2} c_{4}
\end{array}\right] \text { and }-\bar{c}=(1,1,1,1)
$$

the partial matrix $\left(\varphi_{j}^{*}, G_{i}^{\prime \prime} \cdot\right)$ in (3.32) has to be replaced by

$$
\left[\begin{array}{ll}
2 & 0 \\
2 & 0 \\
0 & 2 \\
0 & 2
\end{array}\right]
$$

and $B_{1}, B_{2}, Q$ have to be chosen such that the modified matrix in (3.32) has full rank 6. That is the case, e.g., with the $B_{1}, B_{2}, Q$ in (3.33), and would also have been correct with probability one for any random choice
of $Q, B_{1}, B_{2}^{*}, C$.

The preceding examples illustrate the inflation technique for the case $q=0$ and $E=\mathbf{R}^{n}=\hat{E}$. In this case the inflation technique is related to the tensor Newton method recently described by Schnabel and Frank [41]. For additional references on this case see [41, 20] and the bibliographies therein.
The inflation technique for $q=1$ and $m=1$ involving simple bifurcation has recently been treated by several authors (see, e.g., [29, $30,35,42-44,52,53$, and 8a]).

To illustrate an example with $q=1$ and $m>1$ we will briefly outline a case recently studied in [3] at the conclusion of this paper.

Discretization methods applied to $H$. As was mentioned in the introduction, we want to use the results in §2, especially Theorem 2.9 in two different ways. Either, for $q>0$, in continuation methods where it is important to notice the existence of branching points. Whenever these branching points have to be computed, our results apply. Often it is not necessary to really compute them. Then unfolding techniques can be used. Or we may, for $q=0$, use our results to compute $z_{0}$ and $\mathrm{N}\left(G^{\prime}\left(z_{0}\right)\right)$ for (2.1) which is not tractable with the common discretization methods, since $G^{\prime}\left(z_{0}\right)$ is not invertible.
Let us briefly introduce the formalism for defining discretization methods. Instead of the original problem (2.1) we want to solve

$$
\begin{equation*}
H X=0 \text { with } X:=\left(x, w_{1}, \ldots, w_{m+q}, c\right)^{T} \in \mathbf{F} \tag{4.1}
\end{equation*}
$$

where $H$ is defined in (2.6). We know from Theorem 2.9 that

$$
\begin{equation*}
H^{\prime}\left(Z_{0}\right): \mathbf{F}=\mathbf{E}^{m+q+1} \times \mathbf{R}^{p} \rightarrow \hat{\mathbf{F}}=\hat{\mathbf{E}} \times\left(\hat{\mathbf{E}} \times \mathbf{R}^{m+q}\right)^{m+q} \tag{4.2}
\end{equation*}
$$

where $Z_{0}:=\left(z_{0}, \bar{\phi}_{1}, \ldots, \bar{\phi}_{m+q}, 0\right)^{T}$ (the exact solution of (4.1)) is continuously invertible.

This fact yields the possibility of using the general setting of discretization methods as presented, e.g., in Stetter [46], Böhmer [10]. Let, for (4.1), (4.2),

$$
\begin{align*}
& \Delta^{h}: \mathbf{F} \rightarrow \mathbf{F}^{h}:=\left(\mathbf{E}^{h}\right)^{m+q+1} \times \mathbf{R}^{p} \\
& \hat{\Delta}^{h}: \hat{\mathbf{F}} \rightarrow \hat{\mathbf{F}}^{h}:=\hat{\mathbf{E}}^{h} \times\left(\hat{\mathbf{E}}^{h} \times \mathbf{R}^{m+q}\right)^{m+q} \tag{4.3}
\end{align*}
$$

be bounded linear operators onto finite dimensional spaces, e.g., $\mathbf{E}^{h}$ or $\hat{\mathbf{E}}^{h}$ Banach spaces of grid functions, or of finite elements used in the discretization, where $h$ indicates a discretization parameter in an appropriate $\mathbf{R}^{k}$. Then (4.1) is transformed into

$$
\begin{align*}
& H^{h} X^{h}=0 \in \hat{\mathbf{F}}^{h} \\
& X^{h}=\left(x^{h}, w_{1}^{h}, \ldots, w_{m+q}^{h}, c^{h}\right) \in \mathbf{F}^{h} \tag{4.4}
\end{align*}
$$

having the exact solution $Z_{0}^{h}=\left(x_{0}^{h}, \phi_{1}^{-h}, \ldots, \phi_{m+q}^{-1}, c_{0}^{h}\right)$.
Whenever $H$ is given in a form where the usual discretization methods apply, the general concepts of consistency, stability and convergence are available and read in this case as (choose appropriate norms)

$$
\begin{align*}
& \left\|H^{h} \Delta^{h} Z_{0}-\hat{\Delta}^{h} H Z_{0}\right\|=\left\|H^{h} \Delta^{h} Z_{0}\right\|=o(1)\left(O\left(h^{\ell}\right)\right)  \tag{4.5}\\
& \text { consistency (of order } \ell \text { ), for bounded }\left\|z_{0}\right\|_{*},
\end{align*}
$$

with a suitable Sobolev-norm $\|\cdot\|_{*}$,

$$
\begin{equation*}
\left\|X_{1}^{h}-X_{2}^{h}\right\| \leq S\left\|H^{h} X_{1}^{h}-H^{h} X_{z}^{h}\right\| \text { stability } \tag{4.6}
\end{equation*}
$$

where $S$ is independent of $h$ and the right-hand side and $\left\|X_{i}^{h}-\Delta^{h} Z\right\|$ are sufficiently small, and

$$
\begin{equation*}
\left.\left\|\Delta^{h} Z_{0}-Z_{0}^{h}\right\|=o(1)\left(0\left(h^{\ell}\right)\right) \text { convergence (of order } \ell\right) \tag{4.7}
\end{equation*}
$$

If, with $\Delta^{h}, \hat{\Delta}^{h}$ in (4.3), the relations (4.5), (4.6) are satisfied and $H^{h}$ is continuous in $\left\|X^{h}-\Delta^{h} Z_{0}\right\| \leq \rho, \rho$ sufficiently small and independent of $h$, then (4.7) is true.
It is well known (see [46]) that under rather general conditions the bounded invertibility of $\left(H^{h}\right)^{\prime}$ in (4.2) implies the stability (4.6), a fact which is usually much harder to prove than the consistency (4.5).
In some recent papers (see, e.g., Stummel [49, 50]) for integral equations of the second kind, Beyn [7] and Grigorief [23, 24] for initial and boundary value problems in ordinary differential equations or integro-differential equations, and Hackbusch [25, 26] for certain elliptic boundary value problems) results of the following type have been shown:

$$
\begin{equation*}
\left.\lim _{h \rightarrow 0}\left\|\left(H^{h^{\prime}}\left(Z^{h}\right)\right)^{-1}\right\|=\| H^{\prime}(Z)\right)^{-1} \| \tag{4.8}
\end{equation*}
$$

the operator norms in (4.8) are based on limit relations for the norms related via $\Delta^{h}$ and $\hat{\Delta}^{h}$ as

$$
\begin{align*}
& \lim _{h \rightarrow 0}\left\|\Delta^{h} X\right\|=\|X\| \text { for any } x \in \mathbf{F} \\
& \lim _{h \rightarrow 0}\left\|\hat{\Delta}^{h} Y\right\|=\|Y\| \text { for any } Y \in \hat{\mathbf{F}} \tag{4.9}
\end{align*}
$$

Under well-known smoothness or piecewise smoothness conditions for $H$ and appropriate discretizations $H^{h}$, asymptotic expansions for the "local discretization error"

$$
H^{h} \Delta^{h} X-\hat{\Delta}^{h} H X=\hat{\Delta}^{h}\left(\sum_{j=1}^{q} h^{j} V^{j}+O\left(h^{q+1}\right)\right)
$$

for small enough $\|X-Z\|_{*}$ are observed. For a consistent and stable discretization, satisfying additional technical conditions (see [10, 46]), the discrete approximation admits an asymptotic expansion of the form

$$
\begin{equation*}
Z^{h}=\Delta^{h}\left(Z+\sum_{j=p}^{q} h^{j} W^{j}+O\left(h^{q+1}\right)\right) \tag{4.10}
\end{equation*}
$$

where the $W^{j}$ (and the $V^{j}$ above) are independent of $h$. For "symmetric" discretizations we usually have $h^{2}$ expansions, so the powers of $h$ have to be replaced by powers of $h^{2}$. This establishes the possibility for using Richardson extrapolation or any kind of defect and deferred corrections (see, e.g., Böhmer [10, 11], Böhmer-HemkerStetter [12], Böhmer-Römer [13], Böhmer-Stetter [14], Frank-HertlingUeberhuber [18], Frank-Ueberhuber [19], Hackbusch [27], Lindberg [32, 33], Pereyra [36-38], and Stetter [47]).
5. Computation of the discrete approximation. We start the computation of

$$
\begin{equation*}
H^{h} Z^{h}=0 \tag{5.1}
\end{equation*}
$$

(see (4.4)) by first considering only the original equation

$$
\begin{equation*}
G^{h} x^{h}=0 \tag{5.2}
\end{equation*}
$$

which we assume has an exact solution $x_{0}^{h}$. Starting with a point $x^{h, 0}$ near $x_{0}^{h}$, we might use a Newton-type method, e.g.,

$$
\begin{equation*}
G^{h^{\prime}}\left(x^{h, \nu}\right)\left(x^{h, \nu+1}-x^{h, \nu}\right)=-G^{h}\left(x^{h, \nu}\right), \quad \nu=0,1, \ldots . \tag{5.3}
\end{equation*}
$$

Since $\mathbf{N}\left(G^{\prime}\left(x_{0}\right)\right) \neq\{0\}$, for a sufficiently good approximation $x^{h, \nu}$ to $x_{0}$ the $\left(G^{h}\right)^{\prime}\left(x^{h, \nu}\right)$ should be nearly singular. Because of the perturbation caused by the discretization, neither $\left(G^{h}\right)^{\prime}\left(x_{0}^{h}\right)$ nor $\left(G^{h}\left(^{\prime}\left(\Delta^{h} x_{0}\right)\right.\right.$ are necessarily singular. Another problem results from the fact that, for a discretization, we usually only have, for a suitably restricted $\Delta^{h}$,

$$
\begin{equation*}
\left(F_{x}(x, c)\right)^{h}=\left(F^{h}\left(\Delta^{h}(x, c)\right)\right)_{x} h+O\left(h^{\ell}\right) \tag{5.4}
\end{equation*}
$$

when $\|(x, c)-(z, 0)\|$ is sufficiently small. The $O\left(h^{\ell}\right)$ term indicates that (omitting the arguments $(x, c)$ and $\Delta^{h}(x, c)$ )

$$
\left\|\left(F_{x}\right)^{h}-\left(F^{h}\right)_{x} u^{h}\right\| \leq C \cdot h^{\ell} \cdot\left\|u^{h}\right\|_{*}^{h}
$$

for some $C$ independent of $h$ and where $\|\cdot\|_{*}^{h}$ is a discrete Sobolev norm corresponding to $\left\|\|_{*}\right.$ in (4.5). Therefore, for the following discussion we make

ASSUMPTION 5.1. Let the discretization for $H$ satisfy the following relations

$$
H^{h} X^{h}=\left[\begin{array}{c}
F^{h}\left(x^{h}, c^{h}\right)  \tag{5.5}\\
\left(F^{h}\right)_{x} h\left(x^{h}, c^{h}\right) w_{i}^{h} \\
L^{h} w_{i}^{h}-a_{i}^{h}
\end{array}\right]+O\left(h^{\ell}\right)
$$

$i=1, \ldots, m+q$, for $\left\|x^{h}-\Delta^{h} z\right\|_{*}^{h}+\left\|c^{h}\right\|$ small enough, where $F^{h},\left(F^{h}\right)_{x} h, L^{h}$ are the corresponding discretizations of the single components of $H$. Furthermore, omitting the arguments on the right-hand side,

$$
\begin{align*}
& \left(H^{h}\right)^{\prime}\left(X^{h}, w_{1}^{h}, \ldots, w_{m+q}^{h}, c^{h}\right)= \\
& {\left[\begin{array}{ccccc}
F_{x^{h}}^{h} & 0 & \cdots & 0 & F_{c^{h}}^{h} \\
F_{x^{h} x^{h}}^{h} w_{1}^{h} & F_{x^{h}}^{h} & \cdots & 0 & F_{x^{h} c^{h}}^{h} q_{1}^{h} \\
0 & L^{h} & \cdots & 0 & 0 \\
F_{x^{h} x^{h}}^{h} w_{m+q}^{h} & 0 & \cdots & F_{x^{h}}^{h} & F_{x^{h} c^{h}}^{h} w_{m+q}^{h} \\
0 & 0 & \cdots & L^{h} & 0
\end{array}\right.} \tag{5.6}
\end{align*}
$$

for $\left\|x^{h}-\Delta^{h} z\right\|_{*}^{h}+\left\|c^{h}\right\|$ sufficiently small and $\left\|w_{i}^{h}\right\|_{*}^{h}$ bounded.

## REMARK 5.2.

(i). To the knowledge of the authors the properties (5.5) and (5.6) are satisfied for all important discretization methods. They are closely related to the so-called admissible $\left(H^{h}\right)^{\prime}$ and $F_{x}, F_{x x}$ and $F_{x c}$ approximations introduced in Böhmer [11], especially if the discretization of $H$ works componentwise.
(ii). If stability results hold for $H^{h}$ and $\left(H^{h}\right)^{\prime}$, then a simple application of perturbation arguments shows that they are valid for the right-hand side approximations in (5.5) and (5.6) as well. The existence of asymptotic expansions is not touched upon since we need (5.5) and (5.6) only for the numerical solution of the approximation $X_{0}^{h}$ in combination with a method in $\S 3.2$. The approach in $\S 3.3$ does not work here because of the problems mentioned following (5.3).

Based on (5.5), (5.6) it is now straightforward to compute a numerical solution for a problem with singular $G^{\prime}\left(z_{0}, \lambda_{0}\right)$. We finish with some examples.

Example 5.3. We discuss the nonlinear boundary value problem

$$
\begin{align*}
& z^{\prime \prime}+\sin z+z^{2}=0 \\
& \sin (z(0)+z(\pi))=0  \tag{5.7}\\
& z^{\prime}(0)+z^{\prime}(\pi)=0
\end{align*}
$$

We apply the general theory for the case of
(5.8) closed, densely defined operators $G$ with closed range.

If we want to compute locally unique solutions for (5.7), we have to require

$$
\begin{gather*}
x(0)+x(\pi)=0  \tag{5.9}\\
x^{\prime}(0)+x^{\prime}(\pi)=0
\end{gather*}
$$

or some integer multiples of $\pi$ instead of 0 for the function values. Now, in $H^{2}[0, \pi]$, let (see (2.2))

$$
\begin{equation*}
\mathbf{D}(G):=\left\{x \in C^{2}[0, \pi], x \text { satisfies }(5.9)\right\} \subseteq L^{2}[0, \pi]=: \mathbf{E}=: \mathbf{E}^{*} \tag{5.10}
\end{equation*}
$$

$$
\begin{gathered}
=: \hat{\mathbf{E}}=: \hat{\mathbf{E}}^{*} \text { with }\langle u, v\rangle=\int_{0}^{\pi} u(\tau) v(\tau) d \tau=(u, v)_{2} \\
G(x):=x^{\prime \prime}+\sin x+x^{2}, G(0)=0
\end{gathered}
$$

For $x, u \in \mathbf{D}(G)$ we then have

$$
\begin{align*}
& G^{\prime}(x) u=u^{\prime \prime}+(2 x+\cos x) u, \quad G^{\prime \prime}(x) u v=(2-\sin x) u v  \tag{5.11}\\
& G^{\prime}(0) u=u^{\prime \prime}+u, \quad G^{\prime \prime}(0) u v=2 u v
\end{align*}
$$

Then $G^{\prime}(x)$ and $G^{\prime \prime}(x)$ satisfy (5.8) and we are able to apply our general theory. We have immediately

$$
\begin{equation*}
\mathbf{N}\left(G^{\prime}(0)\right)=[\sin \cdot, \cos \cdot], \text { so } m=2, q=0 \tag{5.12}
\end{equation*}
$$

To compute $G^{\prime}(0)^{*}$ we observe that, for $u \in \mathbf{D}(G), v \in H^{2}[0, \pi]$ (see (5.10), (5.11)),

$$
\begin{aligned}
& \left(G^{\prime}(0) u, v\right)_{2}-\left(u, G^{\prime}(0) v\right)_{2}=\int_{0}^{\pi}\left[v\left(u^{\prime \prime}+u\right)-u\left(v^{\prime \prime}+v\right)\right] d \tau \\
& \quad=u^{\prime}(\pi) v(\pi)-u^{\prime}(0) v(0)+u(0) v^{\prime}(0)-u(\pi) v^{\prime}(\pi) \\
& \quad=u^{\prime}(\pi)[v(\pi)+v(0)]+u(0)\left[v^{\prime}(0)+v^{\prime}(\pi)\right]
\end{aligned}
$$

So we have $\mathbf{D}\left(G^{\prime}(0)^{*}\right)=\mathbf{D}(G)=D\left(G^{\prime}(0)\right)$, and hence

$$
\begin{equation*}
G^{\prime}(0)=G^{\prime}(0)^{*}, \mathbf{N}\left(G^{\prime}(0)\right)=\mathbf{N}\left(G^{\prime}(0)^{*}\right)=[\sin \cdot, \cos \cdot] \tag{5.13}
\end{equation*}
$$

To define $L$ in (2.3) we have to choose two continuous linear functionals defined on $\mathbf{D}(G)$, e.g.,

$$
L x:=\left[\begin{array}{c}
x(\pi / 2)  \tag{5.14}\\
x^{\prime}(\pi / 2)
\end{array}\right]
$$

From (5.12) we see that $\mathbf{N}(L) \cap \mathbf{N}\left(G^{\prime}(0)\right)=\{0\}$. Corresponding to §2.4 we define (see (2.8))

$$
\begin{equation*}
F(x, c):=G(x)+B(x, c)+Q c, \quad x \in \mathbf{D}(G), c \in \mathbf{R}^{4} \tag{5.15}
\end{equation*}
$$

Then

$$
\begin{gather*}
F^{\prime}(0, c)\left[\begin{array}{l}
u \\
d
\end{array}\right]=G^{\prime}(0) u+Q d  \tag{5.16}\\
\mathbf{R}\left(F^{\prime}(0, c)\right)=\mathbf{R}\left(G^{\prime}(0)\right)+\mathbf{R}(Q)
\end{gather*}
$$

Because of

$$
\begin{equation*}
\mathbf{R}\left(G^{\prime}(0)\right)=[\sin \cdot, \cos \cdot]^{\perp 2} \tag{5.17}
\end{equation*}
$$

(see (5.13) and e.g., $[\mathbf{5 1}, \mathbf{5 4}]$ ) we need a $Q$ (see (2.12)) such that
$\operatorname{dim} \mathbf{R}(Q) \geq 2$, and linearly independent $x^{(1)}, x^{(2)} \in \mathbf{R}(Q)$,
with $\left|\left(x^{(i)}, \sin \cdot\right)_{2}\right|+\mid\left(x^{(i)},\left.\cos \cdot\right|_{2} \mid>0, \quad i=1,2\right.$

For our simple case with $G^{\prime}(0)$ as in (5.11), we may verify (5.17) directly and we would not need a general theorem. The general solution for

$$
y^{\prime \prime}+y=f
$$

is given as

$$
y(t)=\left(\alpha_{1}+\int_{0}^{t} f(\tau) \cos \tau d \tau\right) \sin t+\left(\alpha_{2}+\int_{0}^{t} f(\tau) \sin \tau d \tau\right) \cos t
$$

Since we only admit $y \in \mathbf{D}(G)$ we have to require

$$
\begin{aligned}
y(0)+y(\pi) & =\int_{0}^{\pi} f(\tau) \sin \tau d \tau=0 \\
y^{\prime}(0)+y^{\prime}(\pi) & =-\int_{0}^{\pi} f(\tau) \cos \tau d \tau=0
\end{aligned}
$$

that is, (5.17).
To satisfy (5.18) we may, e.g., choose $Q$ as

$$
\begin{align*}
& Q\left(c_{1}, \ldots, c_{4}\right):=\left(c_{1}+c_{2}\right) 1+c_{3} t+c_{4}\left(2-\pi t+t^{2}\right), \text { with }  \tag{5.19}\\
& \text { functions } x^{(1)}(t)=1, x^{(2)}(t)=t^{2}, x^{(3)}(t)=2-\pi t+t^{2}
\end{align*}
$$

which are linearly independent and

$$
\begin{gathered}
\left(x^{(1)}, \sin \cdot\right)_{2} \neq 0,\left(x^{(2)}, \cos \cdot\right)_{2} \neq 0 \\
\left(x^{(3)}, \sin \cdot\right)_{2}=\left(x^{(3)}, \cos \cdot\right)_{2}=0, \text { so } x^{(3)} \in \mathbf{R}\left(G^{\prime}(0)\right)
\end{gathered}
$$

For our choice of $L$ in (5.14) and $Q$ in (5.18) and (5.19) the conditions (2.3) (ii) and (2.12) are satisfied. To discuss (2.11) first study $N\left(F^{\prime}(0,0)\right)=\mathbf{N}\left(G^{\prime}(0), Q\right)$. We have, by Proposition 2.1 (see (5.16)),

$$
\begin{aligned}
\mathbf{N}\left(F^{\prime}(0,0)\right)= & \mathbf{N}\left(G^{\prime}(0), Q\right) \\
= & \left\{(u, d) \mid u^{\prime \prime}+u+Q d=0, u \in \mathbf{D}(G), d \in \mathbf{R}^{4}\right\} \\
= & \left\{(u, d) \mid d=d_{0}+d r, d_{0} \in \mathbf{N}(Q), Q d_{r} \in \mathbf{R}\left(G^{\prime}(0)\right)\right. \\
& \left.u=u_{0}+u_{r}, u_{0} \in \mathbf{N}\left(G^{\prime}(0)\right), G^{\prime}(0) u_{r}=-Q d_{r}\right\}
\end{aligned}
$$

Now

$$
\begin{aligned}
\mathbf{N}(Q) & =\left\{d=\left(d_{1}, d_{2}, d_{3}, d_{4}\right)^{T} \mid d_{1}+d_{2}=d_{3}=d_{4}=0\right\} \\
& =[(1,-1,0,0)], \\
& Q\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]=\left(2-\pi t+t^{2}\right)=G^{\prime}(0) u_{p}, \\
u_{p}^{\prime \prime}+u_{p} & =\left(2-\pi t+t^{2}\right) \text { implies } u_{p}=t^{2}-\pi t \in \mathbf{D}(G),
\end{aligned}
$$

and finally

$$
\begin{align*}
& \mathbf{N}\left(F^{\prime}(0,0)\right)=\left\{(u, d): d=\left(d_{1},-d_{1}, 0, d_{4}\right)\right.  \tag{5.20}\\
&\left.u(t)=\alpha \sin t+\beta \cos t-d_{4} u_{p}\right\} .
\end{align*}
$$

To satisfy (2.11) we have to define a bilinear operator

$$
B: \mathbf{D}(G) \times \mathbf{R}^{4} \rightarrow \hat{\mathbf{E}}=L^{2}[0, \pi]
$$

We choose, e.g.,

$$
\begin{equation*}
B(u, d):=d_{2} u+d_{4} u \tag{5.21}
\end{equation*}
$$

With (5.20) this $B$ satisfies (2.11) if and only if the rank of the matrix

$$
\int_{0}^{\pi} \varphi_{j}(t)\left(2 \phi_{i}(t)\left[\alpha \sin t=\beta \cos t-d_{4} u_{p}\right]+d_{2} \phi_{i}(t)+d_{4} \phi_{i}^{\prime}(t)\right) d t
$$

$i, j=1,2$, is 4 . We obtain the matrix

$$
\begin{array}{ccccc}
j=i=1: & 8 / 3 & 0 & -\pi / 2 & \pi^{3} / 6+\pi / 2 \\
j=1, i=2: & 0 & 4 / 3 & 0 & -\pi / 2 \\
j=2, i=1: & 0 & 4 / 3 & 0 & \pi / 2 \\
j=2=i: & 4 / 3 & 0 & -\pi / 2 & \pi^{3} / 6-\pi / 2
\end{array}
$$

which indeed has the rank 4.
It seems as if the choice of $L, Q$ and $B$ in (5.14), (5.19) and (5.21) required to define $F$ in (5.15) relies very much upon the knowledge of $\mathbf{N}\left(G^{\prime}(0)\right)$ and $\mathbf{R}\left(G^{\prime}(0)\right)=\mathbf{N}\left(G^{\prime}(0)^{*}\right)^{\perp}$. Indeed, we have chosen
$L, Q$ and $B$ such that the condition (2.3)(ii), (2.11), (2.12) are satisfied with the known $\mathbf{N}\left(G^{\prime}(0)\right)=\mathbf{N}\left(G^{\prime}(0)^{*}\right)$. However, the choice of $L$ in (5.14) would have been straightforward whenever any moderate approximation for $\mathbf{N}\left(G^{\prime}(0)\right)$ would have been available. The same is true essentially for $Q$ in (5.19). Since $x^{(1)}$ and $x^{(2)}$ are arbitrary anyway and for any $x^{(3)} \in \mathbf{R}\left(G^{\prime}(0)\right)$, the component of $x^{(3)}$ in $\mathbf{R}\left(G^{\prime}(0)\right)$ or in an approximation would have done as well. Finally, the $B$ in (5.21) has not been related with $\mathbf{N}\left(G^{\prime}(0)\right)$ at all.
Now we apply a symmetric divided difference of formula to (5.7). We introduce a grid

$$
\mathbf{C}^{h}:=\left\{t_{\nu}:=\nu \pi / n, \nu=-1, \ldots, 2 n+1\right\}
$$

and

$$
z_{\nu}^{h}:=z^{h}\left(t_{\nu}\right), w_{i, v}^{h}:=w_{i}^{h}\left(t_{\nu}\right)
$$

The discretization of (5.7) with (5.9) would then be
$\left(5.7^{h}\right)\left(z_{\nu+1}^{h}-2 z_{\nu}^{h}+z_{\nu-1}^{h}\right) / h^{2}+\sin z_{\nu}^{h}+\left(z_{\nu}^{h}\right)^{2}=0, \quad \nu=0,1, \ldots, 2 n$,

$$
\begin{equation*}
\ddot{i}_{0}^{h}+z_{2 h}^{h}=0, \frac{z_{1}^{h}-z_{-i}^{h}}{2 h}+\frac{z_{2 n+1}^{h}-z_{2 n-1}^{h}}{2 h}=0 . \tag{h}
\end{equation*}
$$

For $F(x, c)$ (see (5.15), (5.19) and (5.21)) we would have

$$
\begin{aligned}
F^{h}\left(x^{h}, x^{h}\right)= & \frac{x_{\nu+1}^{h}-2 x_{\nu}^{h}+x_{\nu-1}^{h}}{h^{2}}+\sin x_{\nu}^{h}+\left(x_{\nu}^{h}\right)^{2}+c_{2} x_{\nu}^{h} \\
& +c_{4} \frac{x_{\nu+1}^{h}-x_{\nu-1}^{h}}{2 h}+\left(c_{1}+c_{2}\right)+c_{3} t_{\nu}+c_{4}\left(2-\pi t_{\nu}+t_{\nu}^{2}\right) \\
& \nu=0,1, \ldots, 2 n, x_{0}^{h}+x_{2 h}^{h}=0, \frac{x_{1}^{h}-x_{-1}^{h}}{2 h}+\frac{x_{2 n+1}^{h}-x_{2 n-1}^{h}}{2 h}=0
\end{aligned}
$$

The $\left(F_{x}\right)^{h}\left(x^{h}, c^{h}\right) w_{i}^{h}$ would be

$$
\begin{aligned}
\left(F_{x}\right)^{h}\left(x^{h}, c^{h}\right) w_{i}^{h}= & \frac{w_{i, \nu+1}^{h}-2 w_{i, \nu}^{h}+w_{i, \nu-1}^{h}}{h^{2}}+\left(\cos x_{\nu}^{h}\right) w_{i, \nu}^{h}+2 x_{\nu}^{h} w_{i, \nu}^{h} \\
& +c_{2} w_{i, \nu}^{h}+c_{r} \frac{w_{i, \nu+1}^{h}-w_{i, \nu-1}^{h}}{2 h}, \quad \nu=0,1, \ldots, 2 n
\end{aligned}
$$

and

$$
L^{h} x^{h}=\left[\begin{array}{l}
x_{n}^{h} \\
\left(x_{n+1}^{h}-x_{n-1}^{h}\right) /(2 h)
\end{array}\right]
$$

With these results we see that (5.5) and (5.6) are satisfied even without the $O\left(h^{\ell}\right)$-terms.

Example 5.4. Consider the equation

$$
G(z, \lambda)=0
$$

where $G: C_{0}^{2}\left([0,1]^{2}\right) \times \mathbf{R}_{+} \rightarrow C\left([0,1]^{2}\right)$ is of the form

$$
G(z, \lambda)=\Delta z+\lambda f(z)
$$

We assume $C_{0}^{2}\left([0,1]^{2}\right)$ is the space of twice continuously differentiable functions defined on the unit square and vanishing on the boundary. In addition, let us assume that

$$
f^{\prime}(0)=1, \quad f(0)=0
$$

Then $G^{\prime}(z, \lambda)(w)=\Delta w+\lambda f^{\prime}(z) w$ and, in particular,

$$
G^{\prime}(0, \lambda)(w)=\Delta w+\lambda w
$$

Thus, on the $\lambda$-axis, the eigenvalues of $G^{\prime}(0, \lambda)$ are given by

$$
\lambda_{s, t}=\left(s^{2}+t^{2}\right) \pi^{2}
$$

where $s, t$ are positive integers. Now suppose that $s^{2}+t^{2}$ is factored (uniquely) into the form

$$
s^{2}+t^{2}=2^{\alpha} \prod_{i=1}^{k} p_{i}^{r_{i}} \prod_{i=1}^{\ell} q_{i}^{s_{i}}
$$

where $p_{i}$ and $q_{i}$ are of the form $p_{i}=4 i+1, q_{i}=4 i+3$. Then it can be shown [31] that the multiplicity $m_{s, t}$ of $\lambda_{s, t}$ is given by

$$
m_{s, t}=\prod_{i=1}^{k}\left(1+r_{i}\right)
$$

Thus, if $s^{2}+t^{2}=8$, then $m=1$; if $s^{2}+t^{2}=10$, then $m=2$; if $s^{2}+t^{2}=50$, then $m=3$; if $s^{2}+t^{2}=65$, then $m=4$, etc. If, in addition, $f$ is an odd map, then according to [6] bifurcations of order $m$ actually occur at $\left(0, \lambda_{s, t}\right)$.
It is not our aim at this point to carry through the entire discussion for the extension of $G(x)=G(z, \lambda)$ to $f(x, c)=F(z, \lambda, c)$. We confine this discussion to a few additional remarks. First of all, since $q=1$, we have by (2.8) that

$$
P_{s, t}=m_{s, t}\left(m_{s, t}+1\right)-1
$$

By (2.9), (2.26) and the subsequent discussion we have $x=(z, \lambda), x_{0}$ $=\left(0, \lambda_{s, t}\right)$. Then

$$
\begin{gathered}
G^{\prime}\left(x_{0}\right) u=\Delta u+\lambda_{s, t} u \\
G^{\prime \prime}\left(x_{0}\right)(u, v)=\lambda_{s, t} f^{\prime \prime}(0) u v
\end{gathered}
$$

and

$$
F(x, c)=G(x)+B(x, c)+Q c
$$

where

$$
\begin{gathered}
B: E \times \mathbf{R}^{p} \rightarrow \hat{E} \text { is bilinear } \\
Q: \mathbf{R}^{p} \rightarrow \hat{E} \text { is linear. }
\end{gathered}
$$

In general it will suffice to choose a random $\alpha \in \mathbf{R}^{p}-\{0\}$ and random linearly independent $z_{i} \in C_{0}^{2}\left([0,1]^{2}\right), i=1, \ldots, p$. Then we may take

$$
F(x, c)=F(z, \lambda, c)=G(z, \lambda)+\sum_{i=1}^{p} c_{i} z_{i}+\sum_{i=1}^{p} \alpha_{i} c_{i}
$$

Since for practical numerical considerations it is not in general possible to work with this extension, we shall not continue the discussion of this example.
Although we will not carry forth the further discussion of this example here, a few additional remarks concerning the numerical aspects of the case $q=1$ ought to be made. First of all, for $q=1$, a continuation method may be used to traverse the solution sets, since they are 1manifolds near regular points. In traversing these 1-manifolds one may monitor algebraic invariants of the Jacobians (e.g., the signature) in
order to empirically determine $m$ at a singular point $x_{0}$. Secondly, in many examples arising from physical applications a great deal of a priori information concerning properties of the solutions may be available, e.g., symmetry, oscillations, etc. In order to avoid the numerically irrelevant solutions (which are likely to be present) and to possibly reduce slightly the dimension of the extension, these known properties ought to be incorporated into the extension $F(x, c)$.
For $G: \mathbf{R}^{n} \times \mathbf{R}^{q} \rightarrow \mathbf{R}^{n}$ with $q>1$ there are at the present time few general numerical techniques available for reliably tracing a $q$ dimensional manifold $M_{G}$ defined by

$$
G(z, \lambda)=0
$$

and these are still in a research state. One technique involves the use of continuation methods applied to restrictions so that varieties of 1 manifolds are traced out. For a discussion of this approach, see the recent monograph of Rheinboldt [40]. Another approach involves the approximation of $M_{G}$ by a piecewise-linear manifold which can then be iteratively refined in any local region. Discussions of this approach may be found in [4] and [5]. In both of these approaches it is possible to begin to isolate singular points and singular manifolds. However, it seems that these problems still require further exploration.
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