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1. Introduction. Let 0 be a bounded domain in Rw with sufficiently 
smooth boundary and consider the boundary value problem 

A u + f(u) = g(x), xeQ 
(1.1) 

u = 0, xed 0 

where/e C1(R)andgis Holder continuous on Q. Let/l0 < Xi ^ X2 S • • • 
denote the set of eigenvalues of the homogeneous problem 

Au + Xu = 0, x eu 
(1.2) 

u = 0, x e 3 0. 

Assuming that the limits 

a = lim/'(y), j8 = l i m / » 
5-->—oo S—>-oo 

exist and satisfy 

a < X0 < ß < Ai, 

Ambrosetti and Prodi [3] showed that there exists in C0»a(ß)a connected 
C1 manifold M separating C°>a(5) into components A\ and >42 such that: 

(i) if g e Ai, then (1.1) has no solution; 
(ii) if g € M, then (1.1) has a unique solution; and 

(iii) if g 6 ^2? then (1.1) has exactly two solutions. 
This fundamental paper has generated much interest, and many inter­

esting generalizations, extensions and refinements have since appeared 
(see, e.g., Manes/Micheletti [22], Kazdan/Warner [18], Dancer [6, 7], 
Amann/Hess [2], Hess [15], Fucik [10-12], Lazer/McKenna [19-21], Hofer 
[16], Ruf [25], and Solimini [27]). 

Rewriting g as tO + h, where 0 is a positive eigensolution of (1.2) cor­
responding to Ao, it was Dancer [7] who showed that if a < XQ < ß, then 
there exists t0 such that: 

( i) if t < t0, (1.1) has no solution; and 
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(ii) if t > t0, (1.1) has at least two solutions. 
Further work by Lazer-McKenna [19] showed that if A2 is a simple 

eigenvalue and X2 < ß < A3, then for sufficiently large t there are at least 
three solutions. They conjectured that, as ß crosses higher eigenvalues, 
more solutions of (1.1) would appear for large t. In fact they proved this 
in [21] for the case of ordinary differential equations; more precisely, they 
showed that each time ß crosses an eigenvalue, two more solutions of 
(1.1) will appear for large /. Their proof was based on shooting techniques 
and nodal properties of solutions of second order ordinary differential 
equations. In this paper we present a different proof of their result which 
utilizes techniques from global bifurcation theory. These arguments may 
also be applied if we remove the restriction that a < Ào and we obtain 
results on the multiplicity of solutions for large t\ in fact the multiplicity 
question becomes somewhat more intricate in this case and more precise 
restrictions on a and ß yield a more precise count. 

We restrict ourselves throughout to the case of ordinary differential 
equations precisely because the techniques used apply there. Whether 
such results are also valid for partial differential equations, even under 
the restriction that all eigenvalues of (1.1) are simple, is an open question. 

We remark here that if A,< a ^ ß < A,-+i, then the equation is non-
resonant and a nonlinear Fredholm-type alternative holds and (1.1) is 
solvable for any right hand side. Results of this type have their origin in 
work of Hammerstein [13] and were extended by Dolph [8] and others 
(for a recent survey see, e.g., [26]). 

2. Preliminaries. We consider the following nonlinear boundary value 
problem 

w" +/(w) = H(x), —% < x < re 
(2.1) 

w(0) = 0 = U{TZ\ 

where/is a continuously differentiate function satisfying 

(2.2) lim £& = a, lim £&• = ß, 
5->—00 S S—*oo S 

with a < ß. As pointed out in § 1, (2.1) is solvable for any He L2 (0, n) 
whenever the interval [a, ß] does not contain an eigenvalue of 

u" + X u = 0, 0 < x < n 

u(0) = 0 = U(TZ\ 

i.e., whenever [a, ß] does not contain n2, n = 1, 2, . . . . We write H(x) 
in the form 

H(x) = t sin x + h(x), 
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where jg h(x)sinx dx = 0, and provide restrictions on a and ß in order 
that (2.1) will be solvable for h fixed and t large. In addition we provide 
lower bounds on the number of solutions of (2.1) which will depend upon 
the restrictions imposed on the pair {a, ß). 

We first establish that (2.1) will, for t > 1, always have a positive 
solution as long as ß > 1. 

LEMMA 2.1. Let ß > 1, ß ^ n2. Then, for t sufficiently large, (2.1) has a 
solution Ut with Ut(x) > 0, 0 < x < %. 

PROOF. Here and in what follows we let 

E = Co1 [0, %\ = {u : [0, ic] -> R : i/(0) = 0 = u (TV)} fi C^O, TI] 

with norm ||w|| = max[0,^ \u(x)\ + max[0,^ Iw'WI-
The problem (2.1) is equivalent to the integral equation 

(2.3) u(x) = I (7(x, s) (f(u(s)) — t sin s — h(s))ds, 
Jo 

where G is the Green's function determined by d2/(dx2) and the trivial 
boundary conditions. We show that, for a given compact interval [a, b] 
and t e [a, b]9 positive solutions of (2.2) are a priori bounded in C [0, %]. 
If the contrary were the case, there would exist a sequence {un} ç C 
[0, %\ with maxo-g^^ un(x) -> oo as n -> oo, and a sequence {tn} £ [Ö, ̂ >] 
such that 

(2.4) ww = Lf(un) — tn Lsin — Lh, 

where the completely continous linear operator L is defined by (2.3). 
Thus, letting 

vn = uj\\un\\, we obtain 

(2.5) vn = L(f(un)/\\un\\ - J~J (tn L sin - LA). 

We write f(un(x)) = /3 un(x) -f g(w„(x)), where ^(i1)/^ -» 0 as ^ -• oo and 
observe that vM = ß L vn 4- o(||ww||) as n -» oo. 

Hence {vw} will have a convergent subsequence converging to, say v, 
which satisfies v = ß L v, or equivalently 

v" + ß v = 0, v(0) = 0 = V(TU), 

implying, since v (x) > 0, 0 < x < TV, that ß = 1, a contradiction. 
Consider now the problem 

(2.6) v = Lß v + L±-g(tv) - L sin - i-LA, 
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which, for t # 0, is equivalent to (2.1), and associate with it the linear 
problem 

(2.7) v = Lßv - L sin, 

or equivalently 

v" 4- ßv = sin x, 0 < x < 7c, 
(2.8) ^ 

v(0) = 0 = v(n\ 

which has, since ß ^ n% the unique positive solution 

/ x sinx 

Let V be a bounded open isolating neighborhood of v^. Then the Leray-
Schauder degree 

d(id - ßL + L sin, V, 0) = ( - l )» , 

where «2 < ß < (« 4- l)2. Hence, if/ is sufficiently large, then 

(2.9) d(id - ßL - \-Lg(t •) + L sin + ±-Lh, V, 0) = ( - I )» 

as long as V is a sufficiently small neighborhood of v^, satisfying that 
for all v e V, v (x) > 0, 0 < x < %. 

Hence (2.6) will have a solution v e V, and thus Ut = t v will be a 
positive solution of (2.1). 

We remark that no restriction was imposed by the lemma upon a. 

3. The case a < 1 < ß. In this section we shall assume that 

(3.1) a < 1 ^ n2 < ß < (n + l)2 

and shall establish that for t sufficiently large, (2.1) has at least In distinct 
solutions. Before establishing the result we shall present a sharpened form 
of part of the proof of Lemma 2.1. 

LEMMA 3.1. Let (3.1) hold. Then for any compact interval [a, b] and t e 
[a, b], solutions of (2.2) are a priori bounded in C[0, %] and hence in E. 

PROOF. Because of the proof of Lemma 2.1 we only need to consider 
solutions of (2.3) which assume negative values on some subinterval of 
(0, TT). 

For given oc\ a < a' < 1, there exists a constant C > 0 such that 

f(s) ^ a's - C, seR; 

hence, if u is a solution of (2.1) it will satisfy the inequality 
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u" + a' u < t sinx + h(x) + C 
(3.2) 

u(0) = 0 = u(it). 

Let w be the unique solution (a' < 1 !) of 

w" + a'w = t sin jc 4- A(;c) + C 
(3.3) 

w(0) = 0 = VV(TT). 

Then, since a' < 1, it follows that w(x) ^ w(x), 0 ^ x ^ 7z\ It now easily 
follows that, as t ranges over a compact interval, solutions of (3.3) are a 
priori bounded and we thus obtain a uniform lower bound for solutions of 
(2.1) (or (3.2)). 

Now, since u assumes negative values, u is also a solution of the initial 
value problem 

u" + f(u) = / sin x + h{x) 

(3.4) u(s) = ü 

u'(s) = 0, 

where ü = min[0>7r] u(x) = w(.s). Since ^ e (0, it) and / e [a, &], « is uniformly 
bounded. And since solutions of (3.4) depend continuously upon initial 
conditions and parameters (see, e.g., Hartman [14]), we obtain the desired 
a priori bound. 

LEMMA 3.2. Assume that a < 1 < ß. Then there exists t$ such that, for 
t < tQ, problem (2.1) has no solutions. 

PROOF. Multiply (2.1) by sin x (recall that H(x) = t sin x + h(x) with 
Jg h(x) sin x dx = 0) and integrate between 0 and it to obtain 

C% Pit 

I u"(x) sin x dx + I f(u(x)) si 
Jo Jo 

j itt sin x dx = -y. 

Hence 

(3.5) P t / W * ) ) - w(*) sin xdx = ^ . 
Jo ^ 

On the other hand, since / satisfies (2.2) and a < 1 < ß9 it follows that 
there exists C such that f(s) — s ^ C, s e R , showing that the left hand 
side of (3.5) is bounded below and proving the lemma. 

LEMMA 3.3. Let a < 1 < ß, ß # n2. Then there exists an open set (9 <= 
E x R with the following properties'. 

(i) 0 fi £ x [a, 6] w bounded for any compact interval [a, £]; 
(Ü) 0, = {(w> s)e(P: s = t} ^ 0 for any t e R; 

(iii) if u is a solution of (2.1), then (u, t)e@\ and 
(iv) the LeraySchauder degree 
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d(id - Lf - t L sin - Lh, 0h 0) = 0, teR. 

Furthermore if S is the set of solutions o/(2.1), then for every t sufficiently 
large there exists a continuum C a S such that: if (u, t) e C, then t ^ t 
and Ct contains (U-t, t) and a solution (w, t) with u ^ U-t. 

PROOF. The construction of an open set (9 with properties (i) - (iii) 
follows from Lemma 3.1. That (iv) holds, follows from Lemma 3.2. If / is 
sufficiently large, we may apply Lemma 2.1 to obtain a positive solution 
U-t, and equation (2.9) implies that the global implicit function theorem 
may be applied relative to the open neighborhood V of (2.9). We obtain 
a continuum C which is defined for t ^ t. Since, by Lemma 3.2, no 
solutions exist for t ^ /0, the continuum C must intersect the hyperplane 
t = / outside V. 

Hence, for t sufficiently large, problem (2.1) always will have at least 
two solutions. We next wish to obtain more precise information. In order 
to accomplish this we linearize equation (2.1) along the positive solution 
Ut. We first write 

f(u) = ß u + g(u\ 

where g(s)/s -• 0 as s -• oo and seek solutions of (2.1) of the form u = 
Ut + y. Then y must satisfy 

y" + ßy + g(ut+y)-g(ut) = o 
(3.0) 

XO) = 0 = ><7T). 

To obtain nontrivial solutions of (3.6) we embed (3.6) into the one para­
meter family of problems 

y" + ly + g(ut + y) - g(ut) = o, o < x < %, 
y(0) = 0= y(7z\ 

and count the number of solutions of (3.7) at the À = ß9 level. 

THEOREM 3.4. Let t\ be such that (2.1) has a positive solution Uh (Lemma 
2.1). Denote by Af, i = 1, 2, . . . the eigenvalues of 

V " + / I V + g'(Utl) V = 0, 0 < X < TT, 
(3.8) tl 

v(0) = 0 = V(TT), 

X\ < À2 < . . • , and assume that Xj < ß ^ Ay+i. Then (2.1) has at least 
2j distinct solutions. 

PROOF. Consider problem (3.7) which has the trivial solution y = 0 for 
all X e R. Linearizing (3.7) along the trivial solution we obtain (3.8). 
Since all eigenvalues X( of (3.8) are simple it follows that each Xi is a 
bifurcation value and two unbounded continua Cf and Cj of solutions of 
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(3.7) (a solution of (3.7) is a pair (y, X)l) bifurcate from (0, Xt). These 
have the property that (A, y) e Cf implies that y has precisely / — 1 simple 
zeros in (0,7r), y'(0) > 0, whereas (A, y) e Cj implies that y has precisely 
i — 1 simple zeros in (0, %) and y'(Q) < 0 (see, e.g., Rabinowtiz [24]). 
We next examine the continua C{, Cf, 2 ^ / ^ j9 and regard their inter­
sections with E x ( — oo, ß]. 

Let a' > 0 be such that a < a' < 1. Then there exists C > 0 such that 
f(s) ^ a's - C, j e R, and hence gl» = (a' - ß)s - C, s e R. There­
fore 

g(Ut +y)- g(Ut) = (a' - ß)y + (a' - ß)Ut - g(Ut) - C 

and y satisfies the inequality 

y" + (* + « ' - / ^ ^ (is - *') ^ - * w ) + c 

(3.9) 
XO) = 0 = y(jc\ 

As long as X 4- a' — ß < 1, the boundary value problem 

(3 10) W" + (À + " ' " ^ = (/3 ~ " ' ^ + g ( ^ } + C ' 
w(0) = 0 = W(TT), 

has a unique solution w; and wx(x) _ j(x), 0 ^ x ^ 7r. 
We note that, for X in compact intervals, X < 1 + ß — a', the family 

(H^C*)} will be a priori bounded in E. Further, since g' is bounded, and 
if j ; solves (3.7), then 

y" + (X + *'(«*));' = o, 

for some function £(x). It follows that X must be bounded away from 
- oo, say X ^ A > - oo. Thus if (y, X) e Cï or ( j , X) e Cr, * è 2, then, 
for compact /I intervals, X < 1 + ß — a\ minima of y are uniformly 
bounded below; hence, by an argument similar to the one used in the 
proof of Lemma 3.1 we obtain that the solutions {y} are bounded in E. 
Since, on the other hand, the continuua Cî and Cf are unbounded in 
E x Rit follows that they must reach the X = ß level. This is true for all 
/," 2 g / ^ j , i.e., 

Cï fi E x {ß} * 0 * Cf fi E x {ß}9 i = 2 , . . . ,; . 

We thus obtain at least 2j— 1 distinct nontrivial solutions of (3.6) and 
hence at least 2/ distinct solutions of (2.1). 

COROLLARY 3.5. Assume (3.1) holds. Then there exists t2 such that, for 
t _ t2, problem (2.1) has at least In distinct solutions. 

PROOF. Since, for given e > 0, there exists t such that, for t = t, || £/, — 
^coll < £> where vTO is given by the proof of Lemma 2.1, it follows that 
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g'{Ut) may be made arbitrarily small on given compact subintervals 
[a, b] of (0, %) for t sufficiently large. Hence the eigenvalues Ay will have the 
property that Xj — j2 may be made arbitrarily small for t large, as long as 
1 ^ j ^ n. Hence, for sufficiently large t, we have that A„ < ß. We may 
now apply Theorem 3.4 to obtain the desired result. 

Let now t2 be as in Corollary 3.5, let 

A\ = Cf fi E x {ß} 
Af = CfÇ]Ex {ß}9 

and identify A\, . . ., Af, 2 ^ / ^ n, as subsets of E. Then 

{Ul2}, {Ut2 + Aï}, . . ., {Ut2 + Af} 

are solutions of (2.1) and because of the nodal properties of the continua 
Cj~, Ct, there will exist disjoint bounded open sets @Q, @ï, Of containing 
no solutions of (2.1) in their respective boundaries, such that 

Ut2 e O0t 

{Ut2 + AY} <= (97 
{Ut2 + Af] g f t 2 g i £ /i 

and furthermore 

rf(W - Lf - t2L sin - LA, 0O> 0) = ( - \)n (see Lemma 2.1) 

d(id - Lf - t2L sin - Lh, 0f, 0) = 1 

d(id - Lf - t2L sin - Lh, Of, 0) = (-1)<+1, 

where the last two degree calculations follow from an argument similar 
to the one used by Rabinowitz [24]. 

We may now employ the global implicit function theorem (with respect 
to t) (see the proof of Lemma 3.3) and find continua of solutions ^Q, 
97, Sff of (2.1) defined for t ^ t2 such that 

^ n ^ o ^ ^ o f ì comp (9ö 

#7 n Oi * 0 ^ y - n comp ö\ 
yf n ot * 0 * yf n of 

and each of these continua is bounded below in the ^-direction (by Lemma 
3.2). 

If it is the case that for t = t2 there exist precisely 2n solutions, then 
it will be the case that each of the continua above equals another one in 
the listing. 

4. Varying a. In this section we shall consider the case where a = 
lim^ooC/fa)/^ may exceed 1. We shall first discuss in detail the situation 
where 
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(4.1) 1 ^ a < 4 ^ n2 < ß < (n + l)2 

and then consider the general case. Without further restrictions on the 
pair (a, ß) we have the following result. 

THEOREM 4.1. Let (4.1) hold. Then there exists t\ such that, for all t ^ 
ti, problem (2.1) has at least 2n — 4 solutions. 

PROOF. Lemma 2.1 is still valid in the present situation, i.e., for t 
sufficiently large, problem (2.1) has a positive Ut. We again consider 
problem (3.6) and embed it into the family of problems (3.7), We choose 
t$ so large that the eigenvalue ln of (3.8) satisfies ln < ß (see the proof of 
corollary 3.5). Let C^, / = 1, . . ., n, denote (as in the proof of Theorem 
3.4) the continua of solutions of (3.7) bifurcating from the trivial solution 
at (0, A,-). As in the proof of Theorem 3.4, one may show that all these 
continua are bounded below in the A-direction. We next show that if 
A varies over a compact interval, A < 4 + ß — a\ and if (A, y) e C^ or 
(À,y) e CjJ S 4, then there exists a constanti? > 0 such that \\y\\ < R. 
In any of the mentioned cases y(x) has at least two negative humps, i.e., 
there exist 0 ^ xx < x2 < x3 < x4 ^ % such that 

y(x) < 0, Xi < x < x2, x$ < x < #4, 

and it must be the case that at least one of x2 — x\ or x4 — x3 does not 
exceed %\2. 

Choose a' such that A ^ a < a' < 4. Then, as in the proof of Theorem 
3.4, y(x) will satisfy the inequality 

y" + (X + a' - ß)ye(ß- a')Ut + g(Ut) + C, 

where C is chosen so that f(s) ^ a's — C, se R. Assume that x2 — 
xi ^ % 12 and let wx(x) be the unique solution of (note that A + a' — ß < 
4) 

w" + (A + a - ß)w = (ß - a')Ut + g(Ut) + C 

w(*i) = 0 = w(x2). 

Then w2W ^ .KXX xi = * = x2- Again, for A in compact intervals, 
1 + a' - j8 < 4, and 0 g xx < x2 ^ TT, X2 - *i ^ 7r/2, the family 
{w }̂ is a priori bounded; hence, we obtain an a priori bound on \\y\\, 
proving the claim. Therefore, all the continua C$ and Cf, 4 <; j ^ « may 
be continued to the À = ß level, and we obtain solutions Ut and £/, 4- y, 
(y, ß) e Cs> (y> ß) 6 C% 4 è j é n of (2.1). This yields at least 2n - 4 
solutions for large t > 0. 

In what is to follow we shall show that under additional restrictions 
imposed upon the pair (<*, ß) more solutions actually will exist. 
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In order to obtain these results we rewrite the equation (2.1) in the 
form 

u" + ßu+ 4- air + riü) = t sin x + h(x), 0 < x < TU, 
(4.2) H 

u(0) = 0 = U(TÜX 

where u+ = max {u, 0}, u~ = min{w, 0}. Then u = u+ + u~ and 

(4.3) lim i^- = 0. 

Let Ut ,as before, denote positive solutions of (4.2) for t » 1. We 
again seek solutions of u of (4.2) of the form Ut + y, where y is a solution 
of (3.6) or of (3.7) for X = ß. 

Let us again assume that tx has been chosen so large that Xn < ß, 
where Xn is the nth eigenvalue of (3.8). We already know that C^ and 
Cf, 4 ^ j ^ n may be continued to the À = ß level. Let us now examine 
Cf and Cj \ 

Since g(5-) = /(s) - /3s and f(s) = ßs+ + ocs~ + r(s) it follows that if 
y solves (3.7), then it must satisfy 

(4.4) / ' + ly + (a - ß) (Ut + y)~ + r(Ut + y) - r(Ut) = 0. 

If C is one of the above continua which becomes unbounded at a finite 
À value, say À = /*, t n e n there exists a sequence {{yni Àn)} £ C with A„ -• 
;{* and \\yn\\ -* oo. Letting vn = yj\\yn\\, we obtain 

v̂  + Xnvn + (a - ß) (-fp-V + vw 

(4.5) XUnìì 

The properties of r imply that 

l i m i r J i r r ^ + ^ ) = 0-
n-^oo \\yn\\ 

Using the integral equation equivalent to (5.6) (subject to 0 boundary 
conditions), we obtain that {vn} has a subsequence converging to a non-
trivial solution v of 

v" + A*v + (a - ß)v~ = 0 

u(0) = 0 = W(TT), 

or equivalently 

v" + A* v+ + (/I* + a - ß)v~ = 0 
(4.6) 

v(0) = 0 = u(%). 
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If, now, C = C£ or C£\ then v must have precisely one zero in (0, TT), 
and hence 

(4.7) 7E + VA* + a-ß = * 
or 

(4.8) VJ^^~ß=^-v 

Equation (4.8) has a unique solution A*. If now A* > ß, then it follows 
that both C£ and C^ may be continued to the A = /3 level. This motivates 
the following lemma. 

LEMMA 4.2. Le£ (4.1) /jö/d and assume that 

(4.9) Va < 7 | 3 L T . 

7%e/z f/*e contìnua Cf may be continued to the A = ß level. 

PROOF. If (4.9) holds, then the unique solution A* of (4.8) satisfies A* > 
ß, hence both CJ and C% may be continued to the A = ß level. 

We note that if (4.1) holds, then (4.9) is not necessarily satisfied; how­
ever, the solution set of (4.9) subject to (4.1) is nonempty. 

Next let us consider the continuum CJ. We employ a similar consider­
ation and obtain a solution v of (4.6) having two zeros interior to (0, %) 
and two positive humps. Hence we obtain that 

\/A* <Y/A* + a — 

or equivalently 

(4.10) Vh + cc - ß = ,^-X* . • 

Again, (4.10) has a unique solution A#, and if A* > ß, then C$ may 
be continued to the A = ß level. We thus have the following Lemma. 

LEMMA 4.3. Let (4.1) hold, and let 

(4.11) ^<VT^2-

Then Ct may be continued to the A = ß level 

We again note that if (4.1) holds, then (4.11) is not necessarily satisfied 
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unless n = 3, i.e., 9 < ß < 16. Thus, in this special case, we obtain 
an improvement of Theorem 4.1. 

Let us summarize the above considerations in the following table. 

1 S a < 4 ^ n2 < ß < (n + l)2 

restrictions # solutions for t > 1 

none In — 4 

Vß - 1 - V V/3_- 2 

TABLE 1. 

We now examine the general case. To this end we must examine how 
far in the X- direction the continua Cf may be continued. We distinguish 
between the cases i even and / odd. 

If C is such a continuum which may not be continued beyond A*, 
then X* again satisfies (4.6). 

Case i = Ik. In this case each solution in Cf and Ci has k positive and 
k negative "humps", i.e., A* must satisfy 

(4*12) VT* + Vh + a - ß = l 

or equivalently 

ky/X* 
(4.13) ^ + « - / 3 = V I - _ r 

consequently, C/" may be continued to the À = ß level whenever 

<4.,4, ^<^-k-

Case ì = 2k — 1. We consider first Cf. Any solution (y, À) e C+ has 
the property that y has k positive humps and k - 1 negative humps; 
hence, A* must satisfy 

(414) Vh + vO* + a - ß = '' 
i.e., 

/3 , „ — b _ (fc - 0 Vh 

Therefore, if 
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(A 1 « /— ^ (fc - 1) Vß 
(4.15) Va < Vj_k^ 

then Cf may be continued to the À = ß level. If we consider Cj, then 
similar calculations show that Cj may be continued to the X = ß level 
whenever 

(4.16) V~o7 < ~ ß 

Vß - (k - îy 
These calculations may be now used to determine a lower bound on the 

number of solutions in a particular situation. The following lemma sim­
plifies such considerations. 

LEMMA 4.4. Let i < n be such that Cj may be continued to the X = ß 
level by means of the above criteria; then Cf, for i < j ^ n, may also be 
continued to that level. 

PROOF. Let / = 2k and assume that (4.14) holds. Then, since 

kVJ k- VJ (k + 1) VJ 
VJ - k Vß - (k + 1) Vß - k ' 

it follows that (4.15) and (4.16) hold with k replaced by k + 1 ; an induc­
tion argument completes the proof. A similar argument may be employed 
in case / is odd. 

The general case, where 

(4.17) m2 è oc < (m -h l)2 ^ n2 < ß < (n 4- l)2, 

may now be treated by employing formulas (4.14), (4.15) and (4.16). We 
consider one more special case which illustrates how the general case 
may be treated. Namely, we shall consider the case 

4 ^ a < 9 ^ n2 < ß < (n + l)2 

and obtain Table 2. 

5. Bibliographical remarks and open questions. If it is the case that a > 1, 
a ¥" n2, n = 2, 3, . . . , then an analysis similar to the one used in the 
proof of Lemma 2.1 shows that if t < —1, then problem (2.1) has a 
solution Ut(x) with Ut(x) < 0, 0 < x < % (a similar result is true for 
equation (1.1) for appropriate g). In this case the following questions 
arise: 

(i) Depending upon the location of /3, how many solutions are there 
for t < - 1 ? 

(ii) Do there exist solution continua which are defined for all f e R ? 
In §3 we indicated the existence of various solution continua which 

arise by applying the implicit function theorem in a neighborhood of 
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ß Number of solutions. 

9 < ß < 16 

no other restrictions on a 1 
16 < ß < 25 

no other restrictions on a 3 
25 < ß < 36 

Va <7T=i 6 

no other restrictions on a 5 
n2 < ß < (n + l)2, n = 6, 7, 8 

2V/3 ^ /— ^ 2V/3 - , 

no other restrictions on a In — 7 
«2 < j3 < (n + l)2, « è 9 

V « < ^ 2 . - 4 

2V/3 < ,— ^. 2V/3 » , 
7 F 3 T = V a < 7 J 3 2 2 " - 5 

2V/3 < , - ^ 2Vß 

7 F ^ 2 - V a < 7 F ^ 
no other restrictions on a 2« 

In - 1 

TABLE 2. 

t = co, the projections of these continua onto the r-axis are not under­
stood and it is of interest to know how these projections depend upon 
the perturbation term h. Some results in this direction are available (see, 
e.g., [10], [11], [1], [5], [17]. 

Many additional results for other classes of problems (such as parabolic 
and hyperbolic equations) have recently become available; the interested 
reader is referred to [4], [12], [16], [20], [23] and the references in these 
papers. 
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