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TOMOGRAPHIC RECONSTRUCTION OF FUNCTIONS 
FROM THEIR SINGULARITIES 

JAMES V. PETERS 

The general problem of reconstructive tomography is to determine a 
density function f(x), defined on R", from its integrals on lower dimen­
sional manifolds of some fixed dimension. Integrating/over hyperplanes 
has received considerable attention due to its relation to x-ray scanning in 
R2 and nuclear magnetic resonance scanning in R3 [4, 6]. This leads to 
the consideration of the Radon transform of/ defined on Sn~l x R1, by 

(1) M / > ) = f fix) ö(p- <0,x»dx. 
J R" 

Here, ö denotes the Dirac delta mass and < •, • >is the usual inner product. 
Thus , / i s the integral of/over the hyperplane {x|< 0, x> = p). It will be 
assumed throughout that the density function/(JC) is absolutely summable 
and compactly supported. This implies that, for each 0 e S""1, / i s defined 
for almost every/?. Further,/is compactly supported on S"*1 x R1. 

Related to / i s the so-called back projection/. This is defined on Rw by 

(2) /(*) = f f(0, <0, xydo. 

The function/is directly related t o / b y the singular integral 

(3) f{x) = QnA J{y\ dy, 
JR« \\X — y\\ 

where Qn denotes the surface area of the unit sphere in R". The value of 
Qn may be computed from the identity Qn = 2%n/2\r(n\T), where T denotes 
the gamma function. It follows directly from (3) that / is continuous 
whenever/ is. By (1), the same implication also holds between / and / 
Since identical results hold for the order of differentiability, it is quite 
often assumed in the literature t h a t / i s sufficiently smooth to justify in­
version formulas such as those given in [5]. 

The point of view adopted in this paper is that physical densities have 
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jumps along smooth curves. A simple model for such density functions 
is obtained by assuming 

where ctj e R1 and %E. denotes the characteristic function of the compact 
subset Ej of Rn. By the linearity of (1), the Radon transform of such a 
density function is determined by each yE.. As such, it is sufficient to 
consider the behavior o f / o r / , where/is a characteristic function. As will 
be shown, the location of the boundary may be easily determined from the 
smoothness of the Radon transform. It will be assumed that the boundary 
of each Eh denoted d(Ej), is a differentiate manifold of dimension n — 1. 
By taking linear combinations of the E/s it is possible to generate cer­
tain objects with cusps or sharp corners on their boundary. In dealing 
with such objects the following subtlety should be noted. Due to cancella­
tion effects, certain statements which would be valid for all 0 e S""-1 when 
/ i s a single characteristic function, will only apply for almost every 6 if 
two or more sets are involved. Examples will be given later to illustrate 
this. 

More generally, we consider density functions of the form 

(4) /(*) = # * ) + 'SCCJXEJ, 

where (j) is compactly supported and infinitely differenti able. Since the 
Radon transform of (j> is infinitely differentiate, the discontinuities of 
such a density function are the same as for (j> = 0. It will be shown that the 
order of differentiation required to detect the boundary is always less for 
/ t h a n / . Using/, but without recourse to back projection, we show how to 
determine the singular support of/. More precisely, our method deter­
mines the supporting hyperplanes of the union of the E/s. It remains to 
be seen what effective numerical algorithms can be developed to ap­
proximate the singular support based on finitely many hyperplanes. It 
seems likely that these techniques would be most appropriate for problems 
such as testing otherwise homogeneous materials for a small number of 
defects or impurities. 

Our notation is as follows. The class of density functions whose partial 
derivatives up to order k satisfy a Lipschitz condition of order a (0 < 
a g l)is denoted by C£(R"). In the absence of any Lipschitz condition 
we write C*(RW) or simply C(Rn) when k = 0. A density function/(x) is 
said to belong to one of these classes locally at x0 e R" if the restriction of 
f(x) to some neighborhood of x0 belongs to the appropriate class. This 
notation will also apply to f(x). 

Given a density function f(x), its Radon transform is said to belong to 
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C*(R*) in the direction 0 if 1/^(0, p) - f(k)(6, q)\ ^ M\p - q\«9 

where fik) denotes theA-th partial derivative off with respect top. Similar­
ly, we write fe Ck(Rl)'m the direction 6 if f(k) is continuous in p. In re­
ferring to the local behavior of/, the value of 0 will also be held constant. 

The mapping off to / , defined by (3), is well understood in terms of the 
above classes. Indeed, using ideas developed in [8, p. 150], it is not dif­
ficult to establish the following fact. For 0 < a < 1, j 'e C*(RW) implies 
/ G C*+W_1(R") and conversely. Unfortunately, this does not hold for 
C^(Rn) or Ck(Rn). Regarding the latter case, we can only assert t h a t / e 
Ck'n~1(Rn) implies fe Ck(Rn) when n is odd. Of course, these negative 
results also apply to the local behavior o f / a n d / .This complicates the 
problem of determining the discontinuities of a general density function. 

Given a density function/(x), define Df to be the complement of the set 
of points x0 G Rn where/(je) G C(Rn) locally. Next, define E) to be the com­
plement of the set of points x0 e R", where / G Ck(Rn) locally. It is evident 
that E) c Ey1 for all k ^ 0. We seek the smallest k which is sufficient to 
determine Df. 

THEOREM 1. Suppose that f(x) is a density of the form (4). Then Df = 
Enf~x,for n odd, and Df = E",for n even. 

The proof of the theorem is an immediate consequence of the following 
two lemmas. It should be noted that the first of these applies to more 
general density functions. 

LEMMA 1. (i) E)(k g n - 2 ) is empty if f G La(Rn) for some a > 
n(n - k - \)-\ 

(ii) Df c Ef~lfor n odd. 
(iii) Df a Ejfor n even. 

PROOF. TO establish (i), differentiate under the integral in (3) k times 
with respect to the coordinate x{. This yields 

(5) ( 3 W ) / M = f /(>') HUx - y) dy 

where Hik is a homogeneous function of degree —/c — 1. For each 
coordinate, the corresponding H{ k is in Lb(Rn), locally for b < n(k + l ) - 1 . 
Consequently, the convolution of Ht k with the compactly supported 
/ G L G ( R " ) must be continuous for a as stipulated. Since this also applies 
to each of the mixed partial derivatives of total order /c, it follows that 
/eC*(R"). 

The proof of (ii) follows from the Radon inversion formula, for odd 
dimensions, given in [3, p. 20]. According to this formula, 
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( _ \yn-l)/2 

(6) Ax) = ^ ( 2 ; ) w - i ^ ( " - 1 ) / 2 [ / W L 

where L (w_1)/2 denotes the Laplacian operator iterated (n — l)/2 times. 
It is evident from (6) that fe O^KR") locally at x0 implies fe C(R") 
locally at x0. This is equivalent to the statement of (ii). 

For n even, we require the following localization argument. Define 
g(x) = f(x) (p (x — XQ), where cp is an infinitely differentiable cut off 
function. By this we mean è vanishes off an e neighborhood of the origin 
and is equal to unity in some smaller neighborhood. Replacing/'by g in 
(3) it remains only to show that g is continuous whenever g e Cn(Rn) to 
obtain the analogous statement for the local behavior of f The global 
continuity of g may be demonstrated by computing Fourier transforms in 
(3) or by simply invoking the previously mentioned result in [8, p. 150]. 
This establishes (iii) and completes the proof. 

We remark that a variant of (ii) and (iii) could be obtained by con­
sidering the local behavior of / and / in terms of C*(RW). However, the 
conclusions of the lemma are best possible for Ck(Rn). 

LEMMA 2. fff(x) is a density of the form (4) then E) c Df for all k ^ 0. 

PROOF. It is evident that / e C™(Rn) locally at any point x0 $ Df. Thus, 
Df is the singular support of f We apply the singular support lemma 
[9, p. 39] with k(x, y) = \\x — y\\~l. Since f(x) is a constant multiple of 
$Rn k(x, y)f(y)dy, the singular support of / is contained in Df. This im­
plies that E) e Df, for every k, and completes the proof. 

For densities of the form (4), the derivatives of /could also be used to 
determine Df. Indeed, for each fixed 0 define Hf(d) to be the complement 
of the set of hyperplanes <0, x} = p for which fe C°°(R1) locally at p. 
It is not difficult to show that each hyperplane in Hf(0) has a non-trans­
versal intersection with the boundary of one of the E/s. By varying 0, 
an approximation to the boundary of each Ej is obtained. 

In terms of the required order of differentiation, it is usually easier to 
determine Df from / than from / . Indeed, if / e 0 ( R : ) uniformly in d e 
S"-1, then a differentiation under the integral in (2) yields 

(dkldx*)f(x) = f 0Î/C*>(0, <0, JC»</0. 

This implies that f e Ck(Rn). The same implication also holds for fe 
C*(RX) uniformly in 0. Thus, / is at least as smooth a s / . 

The difference in the smoothness o f / a n d / is extreme for certain char­
acteristic functions. For example, suppose E is the unit cube rounded at 
the corners so that its boundary is smooth. Then the Radon trasnsform 
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off = yE is discontinuous for 0 in the direction of each coordinate axis. 
However, / is continuous for every other direction. 

In fact, if E is a convex set with a smooth boundary, then for almost 
every 0 e S"-1, / is differentiate up to some order depending on the 
dimension n. To show this, let G(x) denote the Gauss mapping of each 
x e d(E) to the unit normal vector of d(E) at x. Thus, 

G:9(£)-> Sn~l 

and the Jacobian of G9 denoted /e(x), is the curvature. The precise result 
is as follows. 

THEOREM 2. Suppose that f = yE, where E a R" is convex. Then f(0, p) e 
C^{Rl)for almost every 0 e S"-1, where: 

(i) A = (n — 3)/2, a = 1, u'/îéw A? /S Ö<:A/; 
(7) 

(ii) A' = (A? — 2)j2, a = 1/2, uV/̂ /? /? /5 eréV7. 

PROOF. Since E is convex, each of the curvature components obtained 
from the Hessian matrix associated with each x e d(E) is non-negative. 
The vanishing of any of these curvature components at x implies that 
G is not invertible there. By Sard's theorem [2, p. 3], G is invertible for 
almost every 6 e Sn~x. Equivalently, for almost every 0, the non-trans­
versal intersection of <0, x> = p with 3(£) satisfies K(X) > 0. By the 
Morse Lemma, the intersection of E with a hyperplane is asymptotic to 
an ellipsoid near any such x. Ignoring the relative differences in the curva­
ture components, it suffices to establish (7) when E is a ball of radius p. 

Let Bp(x) denote the characteristic function of the ball of radius p 
centered at the origin. A straightforward computation yields 

/ ~ . (« - l ) /2 
± (02 - n 2 ) ( n - l ) / 2 for \r>\ < 0 

Bp(0, p) = ir(n/2+ 1/2) {P P) Ì0VÌPÌ <p 

{ 0 for \p\ > p. 

The proof is completed by verifying that Bp e C^R1) with A and a as in 
(7). 

The conclusion of Theorem 2 is sharp. In particular, if m is the greatest 
integer g /?/2, then/ ( w ) is discontinuous for every 0 e Sn~l. Unfortunately, 
this does not carry over verbatim to combinations of convex sets. For 
example, in R3 the paraboloid x3 = x\ 4- x\ and its mirror image reflected 
in the x\ — x2 plane constitute the boundaries of two convex sets A and 
B having the property that the Radon transform of / ' = yA - %B is 
infinitely differentiate in p, for 0 = (0, 0, 1). It should be noted that the 
curvature of d(A) and d(B) are both positive and that similar examples 
can be constructed whenever n is odd. When n is even the situation is 
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somewhat better. It can be shown that /(w/2> cannot be finite at points 
where the boundary curvature is positive. However, this does not hold 
for points where the curvature vanishes. To see what goes wrong, we 
modify the previous example to R4, with x4 arbitrary. The curvature at the 
origin is zero, due to the boundary's cylindrical component, and / is in­
finitely differentiate in /?, for 0 = (0, 0, 1, 0). 

In spite of the above mentioned pathologies, we can assert the following. 
For only finitely many 6 can <0, x} = p be the supporting hyperplane of 
two or more £ / s . Thus, f(m) is discontinuous, for almost every d where 
m is the greatest integer ^ n/2. This leads to an improvement in the earlier 
discussed technique to determine Df from / for densities of the form (4). 
For this it is required only that Df be expressible as a finite union of 
d(EjYs where each Ej is convex and has a smooth boundary. In this re­
gard, we mention that the use of finitely many ellipses is well established 
as a method of generating R2 phantoms. 

An analysis of the proof of Theorem 2 yields the following refinement. 
If, for a given 0, any one of the n — 1 curvature components is positive, 
then XE e ^i/2(R1) m t n a t direction. While this may be generalized to the 
case where / of the n — 1 curvature components are positive, the im­
plication cannot be reversed. In particular, %E e Ci/2(R

l) in the direction 
0 does not provide any information about the curvature components. 
For example, in R3, the set E whose boundary is asymptotic to x3 = 
x\ + x\ at the origin is indistinguishable from a cylinder. 

Matters are much simpler in R2 and it need only be assumed that E is 
simply connected. Then the boundary of £ is a smooth curve depending 
on a parameter t e R1. We denote, by S(x0, t), the local parametrization 
satisfying 

S(x{h0)=-tL[S(x<ht)]t=0 = 0. 

THEOREM 3. Suppose that f = %E where E cz R2 and the intersection of 
d(E) with any line <0, x} = p is finite. Then fe C1/k(R

1) for all 6 e S1 

provided that the coefficient ak(x0) in the asymptotic series 

(8) S(x0, 0 = IX(*o)>'' 

is non-zero for all x0 e d(E). Further, fe C1/2(R
1), for almost every d e S1. 

PROOF. The minimal possible smoothness o f / is determined by what 
occurs locally at each point of intersection of a line with the boundary. 
Thus, there is no loss of generality in assuming that the non-transversal 
intersection of a given line with the boundary occurs at a single point 
JC0. Subject to the parametrization, this line is taken to be x2 = p. When 
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the leading exponent in (8) is odd, the limiting behavior of S(xQy t) de­
pends on both the intervals ( — #,()] and [0, a). If the leading exponent is 
even, then only one of the intervals ( — a, 0] or [0, a) is to be considered. 
The choice depends in an obvious way on the sign of the leading coeffi­
cient. In either case, the reasoning is the same for both intervals, so we 
confine our attention to [0, a). 

Having made these preliminary observations, suppose that (8) holds 
simultaneously at all x0 for some k. Then S(x0, 0 is locally invertible 
on some interval [0, a). The unique value of t satisfying S(xQ, 0 = p is the 
contribution to /(/?) in the half space / ^ 0. This contribution to f(p) will 
satisfy a Lipschitz condition of order a, provided that t <; M | S(.x0, / ) | a , 
orequivalently, when 

(9) I < M1/a. 

It is evident that this occurs precisely when a ^ \/k. 
The second assertion of the theorem follows immediately from the first 

and Sard's theorem. Indeed, the curvature K(X0) = 2a2(xo) is non-zero for 
almost every d e S1. Thus, fe C1/2(R

i) for almost every 0, and the proof 
is completed. 

The modification of Theorem 3 to densities of the form (4) is evident. 
Of particular interest is the case where the boundary of each Ej is an 
analytic manifold. The intersection of d(Ej) with any line must be finite. 
Indeed, an infinite intersection would imply the existence of a limit point. 
By a standard analytic identity argument, this leads to the contradiction 
that d(Ej) coincides with a line. Now, for each Ej, define 

G/k) = {x e d(Ej) | ak(x) # 0} 

where k ^ 2. Since d(Ej) is compact and analytic, C7y(2) contains all but 
finitely many points of d(Ej). Each point in d(Ej)\Gj(2) must be in some 
Gj(k) by the analyticity of the boundary. Choosing m to be the maximum 
value of k for these finitely many points yields Gj{m) — d(Ej). Repeating 
this argument over finitely many y"s, it follows that / is Lipschitz con­
tinuous. 

Some remarks concerning the numerical implementation of Theorems 
2 and 3 are in order. For reconstruction on R2 or R3, the discontinuities of 
df/dp determine Df, for densities of the form (4). Ifdf/dp is discontinuous 
at/?0 and n = 2, then, by Theorem 3, 

on 

is the reciprocal of the curvature at the boundary point x satisfying 
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<0, x} — /?0, provided K(X) ^ 0. For almost every x in the union of the 
boundaries of the £ / s , K(X) is finite and non-zero. If the given data is 
discrete, then Theorem 2 may be applied in the following way. For each 
0, define Jf(d,Pj) = /(0,/?,+i) — f{d,Pj), where pJ+1 andp ; are neighboring 
values of p. For R2 reconstruction, the boundary is indicated by the 
necessarily subjective process of looking for relatively large values of J / . 
For R3 reconstruction, it is changes in monotonicity between neighboring 
values of Jf that indicate the location of the boundary. 

In the remainder of the paper we consider the problem of reconstructing 
density functions which are radial. While radial functions are seldom en­
countered in practice, they do provide some indication of what may be 
expected in general. Of course, if fis radial, then/(0, p) = f(\p\). 

It is possible t h a t / e Cn_2(R1)even though/has an unremovable dis­
continuity. An example is a compactly supported radial function which 
equals ||x||~1/2 in some deleted neighborhood of the origin and is infinitely 
differentiate on R"\{0}. Thus, it is necessary to differentiate/« — 1 times 
to determine that 0 e Df. 

This behavior is peculiar to the origin. It will be shown that, for radial 
functions, the set 

D) = Df n (R"\{0}) 

is more easily detected. Let Hk
f denote the complement, relative to R , 

of the set of points where / G C^R1) locally. 

THEOREM 4. Suppose thatf(x) is a radial density function having countably 
many discontinuities and let m be the greatest integer ^ n/2. If n is odd, 
then H J = D'f\ if n is even, then Hn

f~
l a D'f a H J. 

PROOF. Let a denote the radius of the ball in Rn which properly contains 
the support of/. Then the Radon transform of / i s given by 

ftp) = ö„_i Va2~~p2f(^~^T7*)r*-*dr 
Jo 

where r = (EJ5 1
 JC2)1/2. The change of variables t2 = p2 + r2 yields 

(io) f(p) = Qn-i[ptf{t) a* - p*y-v'2dt. 

This may be differentiated m — 1 times with respect to p. Specifically, 
if we apply the operator p~xd\dp m — 1 times to (10) then the case for 
n odd reduces to n = 3. Performing another differentiation it now follows 
easily that f(m)(p) is continuous, for any p # 0, if and only if /(/?) is. 
This proves the theorem for n odd. 

Similarly, when n is even, it suffices to prove the theorem for n = 2. 
On R2, the Radon transform is given by 
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We make the change of variables t2 = u, p2 = v and define g(u) = f(t) 
and g(v) =f(p). This yields 

which is essentially the Abel transform of g. Thus, g is locally continuous 
at a point provided that g is, i.e., H°f a D'f. Since (1 l)is inverted by a con­
volution of g ( 1 \ with ( - v)~1/2, the same argument yields D'f a / / } . Exte­
nding this reasoning to R" by applying the operator p'1 diclp njl — 1 
times to (10) completes the proof of the theorem. 
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