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In [7] (and [8]), I. Maddox has generalized a classical summability 
result of Schur to infinite matrices whose elements are continuous linear 
operators between 2?-spaces. Another classical summability result which 
is closely related to the Schur summability result is a theorem of Hahn 
([5], [11] 6.1) which asserts that an infinite scalar matrix sums all bounded 
sequences if and only if it sums all sequences of O's and l's. In this note 
we consider an analogue of the Hahn summability result for infinite 
matrices of continuous linear operators and compare this result with both 
Maddox's operator generalization of the Schur summability theorem and 
the classical scalar case. In investigating the similarities and differences 
between the operator and scalar cases, we are also lead to consider an 
operator version of another classical scalar result of Schur pertaining to 
weak and norm convergence of sequences in z1. 

In order to fully appreciate the difficulties encountered in the case of 
operator-valued matrices, we first present some results on summability 
when the infinite matrices have values in a metric linear space. These 
vector results are then compared with the corresponding classical scalar 
results and are used in the later sections to point out the differences which 
arise in the infinite dimensional case of operator-valued matrices. 

We then proceed to consider operator-valued matrices. We first con
sider Maddox's generalization of the classical Schur summability result. 
In establishing this result, Maddox employed Baire Category methods. 
We give a proof of Maddox's generalization which relies only upon a 
very simple lemma concerning infinite matrices with vector entries, and 
actually our method gives a generalization of Maddox's result to barrelled 
spaces. This matrix method can be regarded as an "abstract sliding hump" 
type of result and is employed throughout the paper in all of the proofs. 
Thus, the methods employed here can be regarded as an interesting 
contrast to the Baire Category methods. 

We next present a generalization of the classical Hahn summability 
result to operator-valued matrices and contrast this result with Maddox's 
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generalization of the classical Schur summability result. In particular, an 
example is given which shows that the infinite dimensional case covered 
by operator-valued matrices is quite different from the scalar or vector 
case. 

Motivated by the results in the vector summability case, we also consider 
a generalization to the operator case of a result of Schur on weak and 
norm convergence of sequences in z1. 

Before presenting the results on vector summability, we state our basic 
matrix theorem which will be employed throughout the sequel. This 
matrix theorem is quite simple and can be viewed as an "abstract sliding 
hump" type of result. It has been successfully employed to treat a wide 
variety of topics in measure theory and functional analysis ([1], [2], [3]). 

Throughout the sequel X will denote a (real) metric linear space, i.e., 
X is a topological vector space whose topology is generated by a quasi-
norm | |. (A quasi-norm is a function | |: X -» R satisfying \x\ ^ 0, 
\-x\ = |*|, |0| = 0 and \x + y\ ^ \x\ + \y\\ such a function generates 
a metric topology on X via the translation invariant metric d(x, y) = 
I* - y\ «io]).) 

THEOREM 1. Let x{j e Xfor i, j e N satisfy 
(I) lim,- Xjj = Xj exists for each] and 

(II) for each subsequence {ra,} there is a subsequence [nj] of {mj} such 
that {£yLi*wy} is a Cauchy sequence. Then l im,-^ = Xj uniformly in j . 
In particular, lim,- x{j = 0. 

See [2], Theorem 3, [1], Theorem 2, or [13], Theorem 1 for proof. 

1. Vector summability. In this section we present several summability 
results for infinite matrices with entries in a metric linear space. The 
results are generalizations of the classical summability results of Schur 
and Hahn to such matrices. These results are presented in order to point 
out the basic differences which occur later when operator-valued matrices 
aie considered; the results are also used later in §3. Most of the results in 
this section are known but do not seem to have been presented in the 
summability terminology. 

We first recall the classical summability results of Schur and Hahn. 
Let A = [a,-,-] be an infinite real matrix. The matrix A is said to be in the 
class (/°°, c) if for each bounded sequence x = {tj} e /°°, the sequence 
{E£=iö*7'y} *s convergent, i.e., for each x e /<*>, the formal matrix product 
Ax belongs to the space of convergent sequences, c. The classical Schur 
summability theorem gives necessary and sufficient conditions for a matrix 
A to belong to (/°°, c) (see [6], 7.6, or Theorem 2 below). 

Let m0 be the subspace of /°° which consists of those real sequences with 
finite range. Note that m0 is a dense subspace of /°°. The matrix A is said 
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to be of class (m0, c) if for each sequence x = {/*•} e m09 the formal matrix 
product Ax G c. The classical summability result of Hahn asserts that a 
matrix A belongs to the class (/°°, c) if and only if A belongs to (m0, c) 
([11], 6.1, or Proposition 4 below). 

We now consider the analogue of the classical results of Schur and 
Hahn for matrices with vector entries. Let A = [*,7] be an infinite matrix 
with elements xtJ e X. Let c(X) be the space of X-valued sequences which 
are convergent in X. The matrix A is said to be of class (/°°, c(X)) 
((m0, c(X))) if for each bounded scalar sequence x = {tj} e/°°(xe m0), 
the sequence {EyLif/**/} belongs to c(X), i.e., the formal matrix pro
duct Ax e c(X). 

There are several observations that should be made pertaining to 
matrices in the classes (/°°, c(X)) and (m0, c(X)). First, in order for the 
matrix A to belong to (/°°, c(X)% the series L y ^ i ^ v m u s t be convergent 
for each [tj] e /°° and i e N. That is, the rows of A must be bounded 
multiplier convergent (BMC). (A series £yj in X is said to be BMC if the 
series 2/^iOJV converges in X for each bounded sequence [tj] e /°°.) 
A series 2 j y in X is said to be subseries (s.s.) convergent if for each sub
sequence {ykj} of {yj}, the subseries £yk. is convergent in X ([10] III.6). 
A series which is BMC is clearly s.s. convergent (choose tj equal to 0 or 
1). In locally convex spaces and even in certain non-locally convex spaces, 
the converse also holds, i.e., a series which is s.s. convergent is also BMC 
([10] III.6.5). However, in general, a series in a non-locally convex space 
may be subseries convergent and fail to be BMC ([10] III.6.9). 

We now give a characterization of elements of the class (/°°, c(X)). This 
result is a generalization of the classical Schur summability theorem to 
vector-valued matrices ([6] 7.6). 

THEOREM 2. Let A be a matrix whose rows are BMC. The following are 
equivalent: 

(a)^e(/~,cO0); 
(b) (i) lim, Xij = Xj exists for eachj, 

(ii) the series Ly^iO^y converge uniformly for i e N and \tj\ ^ 1 ; 
(c) lim,- E^itjXjj exists (and equals J^j^tjXj, where Xj = l im^ 7) uni-

formaly for \tj\ g 1. 

PROOF. That (a) implies (c) follows from Theorem 3 of [13], and (a) 
implies (b) follows from Corollary 4 of [13]. That (c) implies (a) is clear. 
Finally, the proof that (b) implies (a) can be given exactly as the proof 
that (B) implies (A) of Theorem 8 below (in particular, see (4)), and, for 
that reason, we do not repeat the proof. 

We next consider the analogue of the classical summability theorem of 
Hahn for vector matrices. 
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Recall a series J^y{ in X is said to be subseries (s.s) convergent if for 
each subsequence {yk.} of {y{} the subseries £,->%. converges in X. (See, 
[10] III.6, for properties of s.s. convergent series.) If the series S j * is 
s.s. convergent and a is an infinite subset of N, we write £ieffj;,- for 
the sum of the subseries ESiJ^,-* where the elements of G are arranged in 
the subsequence G — {kt-: k{ < A^+1}. If G £ N is finite, the meaning of 
£,•€=„ tt is clear. 

If G £ N, then the characteristic function of G belongs to m0 so if the 
matrix A belongs to (m0, c(X)), the series ZJye^fV converges in X for 
each /. That is, if A belongs to (m0, c(X)),its rows must be s.s. convergent. 

This necessary condition for a matrix to belong to the class (m0, c(X)) 
should be contrasted with the corresponding necessary condition for a 
matrix to belong to the class (/°°, c(X)); that is, for a matrix to belong to 
(m0i c(X)) its rows must be s.s. convergent whereas for a matrix to belong 
to (/°°, c{X)) it rows must actually be BMC. (See the remarks preceding 
Theorem 2.) 

We now give a generalization of the classical summability result of 
Hahn to vector-valued matrices ([11] 6.1). For the statement of the 
theorem, we require the following definition. A family of series S^i.yaf-, 
a e A, is said to be uniformly unordered convergent if for each e > 0 
there exists N such that | Zl^^a* I < £ whenever min G ^ N and a e A. 

THEOREM 3. Let A be a matrix whose rows are s.s. convergent. The fol
lowing are equivalent: 

(d) Ae(m„c(X)); 
(e) (i) lim, Xij = Xj exists for each j \ 

(ii) TijXij Is uniformly unordered convergent for i e N; 
(f) lim,- Tij^axij exists {and equals S / e a xh where Xj = lim,jct7) uni

formly for G £ N. 

PROOF. That (d) implies (f) follows from Theorem 3 of [2], and (d) 
implies (e) follows from Corollary 4 of [2]. That (f) implies (d) is clear. 

We show that (e) implies (d). First note that condition (ii) implies that 
the series £ * / is s.s. convergent. Let e > 0 and let TV be as in the definition 
of uniform unordered convergence given above. Let G £ N and put G(N) 
= {iea:i ^ TV}. Then we have 

(1) | E (*,7 - Xj) | è Z I XiS - X,\ + | S X{,\ + \ Z Xj\. 

Now the second and third terms on the right hand side of (1) are less 
than or equal e by the uniform unordered convergence. With N fixed, 
i can be chosen large enough so that the first term on the right hand side 
of (1) can be made less than e. Since the characteristic functions of subsets 
of N span w0, this establishes (d). 
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The equivalence of (d) and (f) can be viewed as a generalization of a 
classical result of Schur on the equivalence of weak and norm convergence 
of sequences in A ([15], 1.3.2; [6], 7.6 Corollary; and [2], Theorem 3 and 
Corollary 5). We consider an operator version of this result of Schur in §4. 

In the case of scalar matrices, conditions (a) through (f) are equivalent 
([11] 6.1). However, in the case of non-locally convex spaces, these condi
tions are not, in general, equivalent. For example, let Xbe a metric linear 
space which contains a series 2** which is s.s. convergent but not BMC 
([10] III.6.9). Set Xij = 0 if j > i and x{j = xj if i ^ j . Then the matrix 
[Xjj] satisfies (d) but not (a). 

If the space X is locally convex, then a series is BMC iff it is s.s. con
vergent and conditions (a) through (f) are actually equivalent (Proposition 
4 below) and the equivalence of (a) and (d) give a generalization of the 
classical summability result of Hahn ([11] 6.1). 

Proposition 4. If X is a locally convex space, then (a)-(f ) of Theorems 
2 and 3 are equivalent. 

PROOF. We show (e) implies (b). Let U be a closed, absolutely convex 
neighborhood of 0 in X. By(ii) of (e), there exists N such that 2/€=<r*V/ e U 
for all i and min G ^ N. Thus, if x' G C/°, the polar of U, 12 /e«? ^ •*'? 
Xij > | ^ | . This implies that ^ ^ x ' , xa>\ g 2 for all i ([9] 1.1.2). 
Hence, if | f y | g | , we have \<x\ 2 / ^0**7 > | ^ 2 , and Z?=N tjXgjelU 
by the Biploar Theorem. This establishes (ii) of (b) and the result follows. 

The equivalence of (c) and (d) in the scalar case is just (a slight generali
zation) the classical Lemma of Schur ([15] 1.3.2; [6] 7.6 Corollary; [13]). 

Before proceeding to the main section on operator-valued matrices, we 
want to point out that the proofs of the results cited in [13] and [2] were 
obtained by use of the Basic Matrix Theorem 1 so that Theorems 2 and 3 
are actually consequences of the Basic Matrix Theorem 1. 

2. Schur summability result for operator matrices. We now consider 
operator-valued matrices. For the remainder of the paper, X and Y will 
denote normed linear spaces with norms | |. The space of all continuous 
linear operators from X into Y will be denoted by L(X, Y). 

The space of all bounded X-valued sequences, <j> = {xj}9 will be denoted 
by /°°(X) and will be equipped with the sup-norm, ||0|| = sup \\XJ\\. The 
subspace of /°°(X) consisting of all sequences with finite range will be 
denoted by m0(X)\ this subspace is just the vector analogue of the space 
m0. One of the basic differences in the vector case is that m0(X) is not in 
general a dense subspace of /°°(X) (Example 12 below). 

We also recall some basic properties of series of operators. If £7V is a 
series in L(X, F), then 27V is said to be bounded multiplier convergent 
(BMC) if the series 2ëi7V** converges for each bounded sequence 
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{JCJ e /°°(X). If the series 2 ^ is BMC, it is uniformly BMC in the sense 
that the series E £ i T{Xi are uniformly convergent for ||*y|| ^ 1 ([3] Theo
rem 2). In particular, this implies that a BMC series £7^- is always s.s. 
convergent with respect to the operator norm on L(X, Y). The converse is, 
in general, false (see Example 10 below). We say that a family of series 
S,-rai- is uniformly BMC for a e A if the series S e i Taix{ converge uni
formly for at A and \\xj\\ ^ 1. 

We now establish Maddox's generalization of the classical Schur sum-
mability theorem ([7], [8]). Let A{j e L(X, Y) for /, j e N. The matrix 
A = [Atj] is said to be of class (/°°(Jf), c(Y))((m0(X), c(Y))) if the sequence 
{Ti7=\AijXj}tL\ belongs to c(Y), for each sequence <f> = {xj}e /°°(X)• 
((f> e m0(X)), i.e., if the formal matrix product Acf>ec(Y) for each ^ e 
/°°(X) ((j) 6 m0(A

r)). Note that a necessary condition for A to be of class 
(/°°(Ar), c( Y)) is that the rows of the matrix A must be BMC. 

We first establish a preliminary lemma. 

LEMMA 5. Let the matrix A be such that its rows are BMC. If Ttj^ij 
is not uniformly BMC for i e N, then there exists e > 0, a disjoint sequence 
of finite sets {07} with max oy < min 07+1, x{j e Xforj e 07 wifA ||.xv/|| ^ 1, 
tffld a subsequence {k;} such that || Zly&T^ -̂y*//!! > zfor eacn *• 

PROOF. If E^,-y is not uniformly BMC for / e N, then 

(2) there exists e > 0 

such that for each 1 there exist a kt-, a finite 07 ç N with min o{ ^ / and x ï7 

for; GOV with ||xl7|| ^ 1 suchthat 1 1 2 ^ , 4 ^ / 1 1 ^ $• 
Now set ii = 1 and apply (2) to / j . Thus, there exist a Ä ,̂ a finite o\> 

{xij)jŒav with ||xiy|| ^ 1 such that || 2yeaA iy*i/ll ^ e. By the uniform 
BMC of each series, there exists j \ such that 

(3) WXj^AtjXjW <e/2 

for 1 ̂  / ^ ki, min o ^j\ and ||xy|| ^ 1. Put i2 = max {max ai + 1,7*1} a n d 
apply (2)to i2. Thus, there exist a &2, a finite tf-2 with min a2> h-> {x2j}je=a2 

with 11*2/11 ̂  1 such that || 2ye<72^2/*2/ll à £• Note from (3) that k2 > kv 

Thus, this construction can be continued inductively to obtain the 
sequences in the conclusion of the lemma. 

We next establish a necessary condition for a matrix A to be of class 

(/~(n c(Y)\ 
PROPOSITION 6. Let the matrix A be such that its rows are BMC. Suppose 

limtTtf=iAijXj exists for each {xj} e /°°(X). Then 
(4) lim,v4;yx = AjX exists for each j and xe X 
(5) ZtjAij is uniformly BMC 

PROOF. For (i) let x e l Applying the hypothesis of the proposition to 
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the sequence in /°°(X)that has x in the>th coordinate and 0 in the other 
coordinates gives (4) immediately. 

If (5) fails to hold, then let the notation be as in Lemma 5 and set 
zij = Jjnt=0jdk.nXjn. Note ||zj7|| > e. Let a £ N and define a sequence 
{xn} e /°°(X) by xn = xjn if « e Oj and je a and xn = 0 otherwise. Then 
Tiï=\Ak.nxn = 2 > & , E „ e ^ M * / n = L/G^i-y converges as i -> oo by 
hypothesis. The matrix {z,-y} satisfies the hypothesis of the basic matrix 
Theorem 1 so that limt- zu = 0. This contradiction establishes (5). 

Note that in Proposition 6 we do not assert that the Aj are elements of 
L(X9 Y). If A'is complete (or barrelled), then this follows from the Banach-
Steinhaus Theorem. In Maddox's treatment he assumes that the space 
X is a 5-space, and then (4) can be phrased as : 

(4') lim^j-y = Aj exists in the strong operator topology for each j 
(condition (i) of [7]). Maddox derives condition (5) (actually another 
equivalent form of (5)) by utilizing the assumption that X is complete and 
employing the Baire Category Theorem. Note that the Baire Category 
Theorem cannot be directly applied above since X is not assumed to be 
complete. 

Under the assumptions that the Aj in condition (4) are continuous and 
Y is complete, Proposition 6 has the following corollary. 

COROLLARY 7. Assume the Aj in (4) above are continuous and that Y is 
complete. Then (4) and (5) above imply that the series J^Aj is BMC. 

PROOF. Let {xj}e/°°(X) and for convenience assume that \\xj\\ ^ 1. 
Let e > 0. By (5) there exists N such that || E%mAt-jXj\\ < e for n > m ^ N. 
By (4), II H^mAjXjW ^ e for n > m ^ N, and the series J^AjXj converges 
in Y. 

Finally we give the Maddox generalization of the classical Schur sum-
mability theorem ([7], [8] 4.6). 

THEOREM 8. Let the matrix A be such that its rows are BMC. If X is 
barrelled and Y is complete, the following are equivalent: 

(A)Ae(/oo(X)9c(Y));and 
(B) conditions (4) and (5) of Proposition 6. 

PROOF. That (A) implies (B) follows from Proposition 6 and the Banach-
Steinhaus Theorem for barrelled spaces. 

Assume that (B) holds. Let e > 0. If {xj} e /°°(T), then by Corollary 7 
we have 

CO M OO OO 

(6) || L (A0-=Aj)xj\\ ^ S \\(A„-Aj)xA + Il E A,fiC,Vi + || £ A,xjt 
j=l J=l J=N j—N 

By (5) and Corollary 7 there exists N such that the last two terms on the 



68 C. SWARTZ 

right hand side of (6) are less than e. Then by (4) there exists iQ such that 
i ^ io implies that the first term on the right hand side of (6) is less than e. 
Thus, lim^^AijXj = ET=IAJXJ

 a n d (A) h o l d s -

Note that the essential tool used in deriving Theorem 8 was the Basic 
Matrix Theorem 1. This should be contrasted with the Baire Category 
techniques employed by Maddox in [7] and [8]. It might also be worth 
noting that in the proof of (A) implies (B) we make no completeness as
sumption on the normed space X so that the Baire Category methods 
employed by Maddox are not directly applicable to the case under con
sideration in Theorem 8 or Proposition 6. 

3. Hahn summability result for operator matrices. We next consider 
matrices in the class (m0(X), c(Y)). We give a characterization of matrices 
in this class ; this characterization can be considered to be a generalization 
of the classical summability result of Hahn ([5], [11] 6.1). 

Note that functions of the form Cax for a ^ N and xeX (here Ca is the 
characteristic function of o) span the space m0{X). Hence, if the matrix 
A = [Ajj] belongs to (m0(X), c(Y))9 then the series J^j^aA0-x is convergent 
for o ^ N and x e X. That is, a necessary condition for A to belong to 
(m0(X), c(Y)) is that the rows of A must be s.s. convergent in the strong 
operator topology of L(X, Y). 

We now give our characterization of matrices of class (m0(X\ c(Y)). 
This result should be compared with Theorem 3 for vector matrices. 

THEOREM 9. Let A = [Atj] be such that its rows are s.s. convergent in the 
strong operator topology. The following are equivalent: 

(D)Ae(m0(X),c(Y)), 
(E) (4) lim, At-jx = AjX exists for each ; G N and xe X and 

(7) for each xeX 

the series J^jA^-x are uniformly unordered convergent for i e N, 
(F) for each x, lim,- YLj^aAax exists(and equals ^JŒ(7AjX9 where AjX = 

HmjAijX) uniformly for a e N. 

PROOF. Assume that (D) holds. Then (4) is clear by employing previous 
arguments. For (7), consider the matrix Ax = [At-jx], By (D), Ax e 
(m0, c(Y)) so (7) follows from Theorem 3. 

Assume that (E) holds. For fixed x the matrix Ax satisfies condition (e) 
of Theorem 3. Hence, the equivalence of (e) and (f) in Theorem 3 gives 
condition (F). 

That (F) implies (D) is clear. 
Conditions (D), (E) and (F) should be compared with the corresponding 

conditions in Theorem 3. 
Recall that in the locally convex case the analogue of conditions (A) 
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and (D) are equivalent (i.e., (a) and (d) are equivalent, Proposition 4). 
However, in the operator case this is not the case as will be pointed out 
below in Example 11. To present an example showing that (A) and (D) are 
not in general equivalent we first show that there are series in L(X, Y) 
which are s.s. convergent in norm (and, therefore, in the strong operator 
topology) but not BMC. 

EXAMPLE 10. Let X = Y = z1 and let e{ be the sequence in A which 
has a 1 in the i-th coordinate and 0 in the other coordinates. Define 
Tr. Z1 -+ A by 7V{*/} = (tt/i)et. If a e N, then \\Ei&,TA\ ^ sup«=, l/i 
so the series is s.s. convergent in the norm of L(X, Y). However, the series 
E T ^ i is not convergent in A so the series 2] 7V is not BMC. 

We now give a matrix which is in class (m0(X), c(y))but not in (/°°(Z), 
c(Y)). From Theorems 8 and 9 it follows that one can construct an example 
of such a matrix by constructing an example of a matrix in (m0(X), c(Y)) 
whose rows are not BMC. However, the example which we give is such 
that its rows are actually BMC, and the matrix still fails to be in the class 
( / - (* ) , c(Y)). 

EXAMPLE 11. Let £Ty be a series in L(X, Y) which is norm subseries 
convergent but not BMC (see Example 10). Define A{j = 0 if j > i and 
Aa = Tj if i S j - Since Tt%i^a = E J-iTy, each row of the matrix A = 
[A(j] is BMC. Since the >th column is eventually TJ9 the columns are 
clearly convergent in norm (i.e., (4) is satisfied). Also, the matrix A e 
(m0(X\ c(Y)) since for xeX,a ^ N, we have l i m ^ E / e ^ / * = £y€=„7/jc. 

Let {xj} e /°°(X)be such that ||xy|| g 1 and Sy^i TjXj does not converge. 
Then lim^/Li^*-/*/ = tim*£y=i^/*/ does not exist so that the matrix A 
does not belong to (/°°(X), c(Y)). 

This phenomena should be compared to the result in Proposition 4 
for vector summability (the equivalence of (a) and (d)). 

One reason that the operator situation is so different from the vector 
(or scalar) case given in Corollary 4 might be that in the vector case the 
subspace m0{X) is not dense in /°°(X) when X is infinite dimensional. This 
is established in Example 12 below. 

EXAMPLE 12. Let Xbe an infinite dimensional i?-space. Pick a sequence 
{xj in X such that \\x{\\ = 1 and \\x{ — Xj\\ ^ 1/2 for/ ^ j (Riesz Lemma, 
[14] 3.12 E). lfm0(X)is dense in /°°O0> then for e > 0 there exists y = {y,-} e 
m0(X) such that ||y — x\\ < e, where x = {xj e /°°(X). Since the range of 
y is finite, this means that the set S = {x{: i e N} has a finite £-net for each 
e > 0 and, hence, S is relatively norm compact ([12] 25 B). Since this is 
impossible by the choice of {xj , it follows that m0(X) is not dense in 
/«en 
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4. Schur condition for operators. Note that in Maddox's generalization 
of the Schur summability theorem for operator-valued matrices given in 
Theorem 8, we considered the analogues of conditions (a) and (b) of The
orem 2 (conditions (A) and (B) of Theorem 8) but not the analogue of 
condition (c). The operator analogue of (c) is given by : 

oo oo 

lim 2j A0-xjexists (and equals 2] Ajx.-, where lim A{j = A.) 
(C) ' ^ >=1 

uniformly for \\XJ\\ g 1. 

Since the equivalence of (a) and (c) (or (d) and (c)) implies the classical 
result of Schur on the equivalence of weak and norm convergence of 
sequences in Z1 ([6] 7.6, Corollary; [15] 1.3.2), we refer to (C) as the 
generalized Schur condition. A natural question that arises is whether 
condition (C) is equivalent to conditions (A) or (B) as it is in the scalar 
(or vector) case, i.e., whether the operator analogue of the Schur result is 
valid. We show in Example 16 that this is not the case, i.e., that in general 
conditions (A), (B) and (C) are not equivalent. However, we show in 
Theorem 15 that there are slight variants of conditions (A) and (B) 
(conditions (A') and (B') below) which are equivalent to the generalized 
Schur condition (C). 

We first establish a preliminary lemma. 

LEMMA 13. Let [Ai}] be such that its rows are BMC. If 

(8) lim ||y4,7|| = 0 for each j 
i 

and 

oo 

(9) lim 2] AijXj = Ofor each {xj} e /°°(X), 
i j=l 

then l im^yL^yXy = 0 uniformly for \\Xj\\ ^ 1. 

PROOF. If the conclusion fails, we may assume (by passing to a sub
sequence if necessary) that there exists d > 0 such that sup{|| JljLiA0-xj\\ : 
\\xj\\ g 1} ̂  ö for each i. Put kx = 1. Then there exists {xu} e /°°(X) with 
\\xij\\ ^ 1 such that ||E£i^*i/*i/ll > d. There exists Mx such that 
IIEySi4h/*i/H > S' By (8) there exists fc2 > kx such that U ^ M / y l l < 
5/2 for i ^ k2. Now there exists {x2j} e /™(X) with ||jc2y|| ^ and ||££=i 
Akdx2j\\ > ö. There exists M2 > Mx such that \\Ti%Ak2Jx2j\\ > d. Note 
H 2 y l W i ^ ^ 2 / l l ^ 112^^*2 /11 - EfA \\Ak2jx2J\\ > Ô/2. Continuing 
this construction produces increasing sequence {&J and {Mj and a 
sequence {x0}f=1 e /°°(X) with ||*,y|| ^ 1 such that | |E^M ,_ 1 + 1 Av^vll 
> d/2, where M0 = 0. 

Now consider the matrix z{j = TJ%ÀM •-i+i'* *,•**/» a n d n o t e \\zii\\ > 
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ö/2. By (8), we have lim,- z0- = 0. Let a £ N and define a sequence 
{xn} e /°°(X) by xn = Xyff if Mj_x + 1 g « g My and y G a and xw = 0 
otherwise. Then E J M ^ * , = Eye, EJäft^+i^M*/* = Eye***/ con
verges to 0 by (9). The matrix [zlV-] satisfies the hypothesis of the matrix 
Theorem 1 and, hence, lim zu = 0. This contradiction establishes the 
lemma. 

We next consider a slight variant of condition (A) and its relation to 
(C). We strengthen (A) by making an additional assumption on the 
columns of A. 

PROPOSITION 14. Let [A£j] be such that its rows are BMC. If condition 
(K'):(K)and 

(10) limfv4f-y = A j exists in operator norm for eachj, then (C) holds 
and the series J^Aj is BMC. 

PROOF. We first claim that the sequence {EyLi^*7*y}£Li satisfies a 
Cauchy condition uniformly for ||jcy|| ^ 1. If this is not the case, there 
exist ö > 0 and a subsequence {«J such that 

(11) sup {\\ZT=Mnt-+1j - A«J)XJ : I M ^ 1} > S for all L 

Now consider the matrix [An.+V- — An.j\. By (A) and (10), this 
matrix satisfies the conditions of Lemma 13. Hence, by Lemma 13, 
lim^ f=1(An.+lJ - An.j) xj = 0 uniformly for ||xy|| g 1. But, this con
tradicts (11). 

Thus, given e > 0, there exists TV such that ||EyLiC4my - ^nj)xj\\ < £ 

for n, m ^ N and ||xy|| ^ 1. Letting m -* 00 in this inequality gives (C) 
and also the fact that J^At- is BMC. 

Note that (A') is obtained from (A) by adding a strengthened form of 
(4), i.e., we require linv^y exist in norm instead of in the strong operator 
topology. In general (A) implies (4) but not (10) as is pointed out in 
Example 16. 

Finally we show that (A') and a slight variant of condition (B) are 
equivalent to (C). We first state the strengthened form of (B). 

(B'): conditions (10) and (5). 
Note that (B') is obtained from (B) by strengthening the requirement 
that limt-Afj converges pointwise on A'to the condition that the limit 
exists in the operator norm. 

THEOREM 15. Let [A^] be such that its rows are BMC. Then conditions 
(A') and(C) are equivalent. Condition (A') implies (B'), and if Y is complete. 
(A') and (B') are equivalent. 

PROOF. That (A') implies (C) is Proposition 14. 
If (C) holds, then condition (A) clearly holds and (10) holds by taking 
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the sequence {xf} in (C) to have a 0 in each coordinate but the y'-th and 
an arbitrary x with ||x|| ^ 1 in the>th. Thus, (C) implies (A'). That (A') 
implies (B') follows from Proposition 6. If Y is complete, Corollary 7 
and the proof of (B) implies (A) shows that (B') implies (A'). 

Note that the difference in conditions (B) and (B') is that in condition 
(B) the columns of the matrix A are convergent in the strong operator 
topology whereas in (B') the columns are convergent in the norm topology. 
We show in Example 16 below that a matrix can satisfy (B) but not (B') 
so that conditions (A), (B) and (C) are not in general equivalent. Thus, 
Theorem 15 can be viewed as a natural generalization of the classical 
result of Schur on the convergence of sequences in Sl([6] 7.6 Corollary; 
[15] 1.3.2; [13], Theorem 3). 

For Example 16, we need the following notation. For S a non-void set, 
we let c0(S) be the space of all real-valued functions on S, f: S -> R, 
which vanish at oo, i.e., for each e > 0 the set {teS: \f(t)\ ^ e] is finite 
([4] II. 2.(1)). We equip c0(S) with the sup-norm and then recall that the 
dual of c0(S) is /\S) ([4] Theorem II.2.1). 

EXAMPLE 16. Let X = Y = c0(N x N) and let eu e c0(N x N) be the 

canonical unit vector defined by ^/(m, n) = 1 if m = /, n =j and 0 
otherwise. Define A{j\ X -> X by AtJ(x) = (\/j) < eih x > eij9 and con
sider the matrix A = [Atj]. For fixed j , lim,v4f7jc = 0 since lim,< eih 

x > = 0 (x e c0(N x N)); i.e., (B) (4) is satisfied. However, for each j , 
\\AijW = 1// so (B') (10) is not satisfied. If Xj e X and ||xy|| ^ 1, then for 
each i and N, WHJLN ^ijxA ^ s uP{l / / :7 è ^}> s o t n a t (5) iS satisfied; 
i.e., the series TtT=i^axj a r e uniformly BMC for ||jcy|| ^ 1, / 'eN. From 
Theorem 8 it follows that A e /°°((X\ c(X) but A does not satisfy the 
general Schur condition (C) of Theorem 15. 

The phenomena illustrated in this example should be compared with 
the vector summability result given in Theorem 2 (the equivalence of 
(a) and (c)). 
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