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ON THEOREMS OF B.H. NEUMANN CONCERNING 
FC- GROUPS, II 

V. FABER* AND M.J. TOMKINSON 

ABSTRACT. B.H. Neumann characterized central-by-finite and 
finite-by-abelian groups. In this paper, we generalize these results by 
characterizing those members of a large class of groups that are cen-
tral-by (<m) or (<m)-by-abelian. Here we mean that a group is 
( < m) if its cardinality is less than m for some infinite cardinal m. 

1. Introduction. B.H. Neumann [8] characterized central-by-finite and 
finite-by-abelian groups. A group G is central-by-finite if and only if 
each subgroup has only finitely many conjugates or, equivalently, U/UG 

is finite for each subgroup U of G. Here UG denotes the core of U; that 
is, the largest normal subgroup of G contained in U. We use UG to denote 
the normal closure of U in G; then G is finite-by-abelian if and only if 
\UG: U\ is finite for each subgroup U of G. 

Eremin [3] indicated that it is only necessary to consider the abelian 
subgroups of G in the first of these results. A corrected form of Eremin's 
proof can be found in the book by Gorcakov [7], 

In [13], one of us considered the extension of these results to FC-groups 
in which \G/Z(G)\ < m or \G'\ < m, where m denotes an infinite cardinal. 
Here we go further and consider the extent to which the FC-condition 
can be relaxed. 

To describe our results, we define the following classes of groups. If m 
is an infinite cardinal, the class mC consists of those groups G in which 
\G: CG(x)\ < m for each xeG. Zm is the subclass of mC consisting of 
those groups G in which \G: CG(S)\ < m for each subset S g G such 
that \S\ < m. See [4] and [5] for theorems concerning the abelian subgroup 
structure of wC-groups. 

In the case m = «0, both these classes coincide with the class of FC-
groups and so either class may be considered as a generalization of the 
class of FC-groups. As was shown in [13], the condition on Zw-groups 
makes these groups much easier to work with, and here we are able to 
prove the following results. 

*The major portion of this work was done while the first author was on the faculty of 
the University of Colorado at Denver. 
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THEOREM A. Let G e Zm. Then the following are equivalent: 
(i) \G\Z\ < m, 

(ii) \U/UG\ < m for each U ^ G, 
(iii) \C\(U)\ < m for each U S G, 
(iv) \A/AG\ < m for each abelian subgroup A of G, and 
(v) |C1(^4)| < m for each abelian subgroup A of G. 

THEOREM B. Let GeZm. Then \Gf\ < m if and only if \AG: A\ < m for 
each abelian subgroup A of G. 

In Theorem A, it is reasonable to restrict our attention to Zw-groups 
because the condition \G\Z\ < m clearly implies that G e Zm. In the case 
of groups in which \G'\ < m, this restriction seems somewhat unsatis­
factory. In [13], the most interesting result showed that for FC-groups 
(without a Zw-condition), \G'\ < m if and only if \UG: U\ < m for each 
U S G. We can improve this result when m is uncountable in the following 
form. 

THEOREM C. (GCH). Let n and m be infinite cardinals such that n < 
m and let G be an nC-group. Then \G'\ < m if and only if\UG: U\ < m for 
each U ^ G. 

Since the condition \G'\ < m only implies that G is an raC-group, we 
might hope to prove the result for raC-groups and change the condition 
n < m to n ^ m. However, we construct an example that proves the 
following. 

THEOREM D. (2W = m+). There is a group G em+ C such that \G'\ = ra+ 
but \UG: U\ ^ m for each U ^ G. 

The proofs given here are usually rather different from and a consider­
able improvement upon those given in [13]. In certain results, the case 
in which m = K0 has to be treated separately from the uncountable case 
and we do not always include this special case. Sometimes the countable 
case is purely a matter of detail and would only divert the reader from 
the main arguments. In one proof (Lemma 5.3), the countable case is 
considerably more complicated; it can be found in [13]. 

2. Notation. Let S and T be sets, S < T always means strict inclusion. 
The cardinality of S is denoted by |5 | . If m is an infinite cardinal, m+ is 
the first cardinal greater than m and exp m = 2m. The cofinality of an 
ordinal y (respectively, cardinal m) is the first cardinal n such that y (re­
spectively, m) is the sum of n smaller ordinals (respectively, cardinals); we 
denote this relationship by n — cî{y) (respectively, cf(m)); m is a regular 
cardinal if cf(w) = m and is singular otherwise. A cardinal m is a strong 
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limit if exp n < m for every n < m. The first infinite ordinal is denoted 
by w. Additional terminology can be found in [11]. 

Let G be a group and S and T be subsets. CG(S) denotes the centralizer 
of S in G. We denote the center of G by Z(G) = CG(G). If S = {1}, the 
trivial subgroup, we often denote S by 1. If x, y G G, the commutator of 
x and y is [x, y] = x~ly~lxy. We denote by [S, T] the set {[s, t]\ s e S, 
t G T}. The derived (commutator) group of G is denoted by G'. The con­
jugate class of S in G is Cl(S) = C\G(S) = {g^Sg: g e G}. If Gy, I G / , is a 
family of groups, their direct sum (restricted direct product) is denoted by 
Dr/c-7Gy. If g = TT/e/gv is an element of DriŒIGi9 then supp(öz) denotes 
the set of coordinates / G / such that a{ is nontrivial; that is, supp(tf,) = 
{* G /: at i=- 1}. Additional terminology can be found in [9] and [10]. 

3. Preliminary Results. We shall see that problems may arise with the 
class of wC-groups when m is singular. The following result shows that 
these difficulties do not arise with Zm-groups. 

LEMMA 3.1. If G G Zm, then G G nCfor some regular cardinal n g m. 

PROOF. Let G G Zm; then certainly GemC. Let n = sup{|Cl(x)|: x e 
G} ^ ra. If n — m and n is singular, then n = m = 2a<cfmwa, with ma < 
m. By the definition of n, there are elements xa G G with |Cl(xa)| ^ ma. 
Let S = {xa: a < cf(m)}: then \G: CG(S)\ ^ £ ma = m although \S\ = 
cf(m) < m. This is contrary to G eZm so, if n = m, n must be regular. 
If n < m, then G G A7+C, n+ is regular and «+ ^ ra. This proves the lemma. 

LEMMA 3.2. Le/ m be uncountable and let either n < m or n = m be 
regular. IfG enC and S g G such that \S\ < m, then |<SG>| < m. 

PROOF. <S C > = ( J{0 G >: X G S } . NOW \(XG}\ = nx, where nx < n if n 
is uncountable and nx ^ n if n — K0, and so |<SG>| ^ I ] * ^ * - If n < m, 
then Z^sAi, äs w|5| < m. If n = m is uncountable and regular, then 
nx < n for all x and so, since \S\ < n, J^xŒsnx < n = m. 

COROLLARY 3.3. Let m be a strong limit cardinal. Then G e Zm if and only, 
if G e nC for some regular n ^ m. 

PROOF. One direction is just Lemma 3.1. So we assume that G enC for 
some regular n ^ m and let S ^ G with \S\ < m. For m uncountable, 
\(SG}\ < m by Lemma 3.2. Hence \G: CG(S)\ ^ \G: CG«SG»\ g 
|Aut <SG>| ^ exp |<5C>| < m. If m = K0 then, as remarked earlier, 
G G Zm if and only if G G mC. 

At this stage, we note the following elementary result (see Lemma 2.1 
in [13]). 

LEMMA 3.4. Zm and mC are both QS-closed classes of groups. 
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We now need to consider the elementary relationships between the 
different cardinalities \UG: U\, \U/UG\, and |Cl(l/)|. 

LEMMA 3.5. Let m be an infinite cardinal and let either n < m or n = m 
be regular. Let U be a subgroup of the nC-group G. 

(i) If \U/UG\ < m, then \UG: U\ < m. 
(ii) If |C1(£/)| < m9 then \UG: U\ < m. 

PROOF, (m uncountable) (i) Let T be a transversal to UG in U; then 
U = \JtŒT UGt and \T\ < m. By Lemma 3.2, |<rG>| < m and clearly 
UG = U(TG}; hence \UG: U\ < m. 

(ii) Let T be a transversal to NG(U) in G so that \T\ < m. For each 
teT,U'£ U(tG) and so UG g> U(TG}. By Lemma 3.2, |<rG>| < m 
and hence \UG: U\ < m. 

The following example shows that if n is singular then we must have 
n < m in this result and also in Lemma 3.2. 

EXAMPLE 3.6. Let An and Bn be elementary abelian 3-groups of cardi­
nality Hw and let <pn: An -> Bn be an isomorphism. 

Let Xn = An+1 x Bn and X = Dr~=0JT„. Let Y = D r ^ O O be an 
elementary abelian 2-group and form the split extension G of I by Y 
such that [x, y„] = 1 if x e Xm and m # n and [x, yn] = x if x e Xn. Then 
\G/X\ = Kb, G' = X, Z(G) = 1, andG6K,C . 

Now \Y/YG\ = Ko < «« but r^ = G and so |yG :y| = ^ showing 
that Lemma 3.5(i) is false for wC-groups if m is singular. This also shows 
that Lemma 3.2 is false if the condition n < m is weakened to n = m 
when m is singular. 

Let Un = (aat*: a e An} and U = Drw
w

=1(7K. Then JVG(£/) = X and so 
|C1(C/)| = «o < «*> but £/G = JTand, since X = £/ x Dr%L0Bn, we have 
1̂ :̂ 71 = K .̂ Thus Lemma 3.5(h) is also false for raC-groups with m 
singular. 

It was observed in [13] that the converses of Lemma 3.5(i) and (ii) are 
false even for Zm f| KoC-groups. 

LEMMA 3.7. Let U be a subgroup of the Zm-group G. Then \C\(U)\ < m 
if and only if\UjUG\ < m. 

PROOF, (m uncountable). \ï\UjUG\ < m then, since G/UG e Zm (Lemma 
3.4), \G: CG(UIUG)\ < m. Hence \G: NG(U)\ < m. 

If \Cl(U)\ < m, let T be a transversal to NG(U) in G so that \T\ < m. 
By Lemmas 3.1 and 3.2, |<7G>| < m. Since G e Zm, |G: C G « r G » | < m 
and so \U: CLr((TG})\ < m. But Q , « ^ » is normalized by <TG> and 
7VG.(£/) and so Q « r G » < G. Thus t/G ^ Q / « ! ^ » and hence | UjUG\ < m. 

LEMMA 3.8. Let m be an infinite cardinal and let either n < m or n = m 
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be regular. If U is a subgroup of the nC-group G with \G: U\ < m and 
\U'\ < m, then \G'\ < m. 

PROOF, (m uncountable). By Lemma 3.2, there is a normal subgroup TV 
suchthat NU = G and \N\ < m, G' ^ U'N and so \G'\ ^ \U'\ \N\ < m. 

LEMMA 3.9. Let U be subgroup of the Zm-group G such that \G:U\ < m 
and\U/Z(U)\ < m. Then |G/Z(G)| < m. 

PROOF, (m uncountable). By Lemmas 3.1 and 3.2, there is a normal 
subgroup N of G such that NZ(U) = G and \N\ < m. Since G e Zm, 
\G: CG(N)\ < m and hence \G: Z(U) f] CG(N)\ < m. But Z(U) (] CG(N)^ 
Z(G). 

We saw in [13] (following Lemma 2.3) that Lemma 3.9 is false without 
the Zm-condition even if G is an FC-group. In Lemma 3.8 we need n to 
be regular if n = m as is shown by Example 3.6 if we take U = X. 

4. Existence of N-subgroups. Neumann's original proof [8] and the 
generalizations in [13] both depend on obtaining subgroups of a rather 
special type and then discussing these groups in some detail. An JV-group 
of cardinality m is a group generated by elements aa9 ba, a < p, where p 
is the least ordinal of cardinality m, satisfying the conditions 

(1) K , <*(A = [ba,
 bßi = [<*a> bßl = 1, if a # ft 

and 

[aa,ba] = ca # 1. 

It is a consequence of these conditions that 

(2) aaajl is noncentral if a ^ ft 

The TV-group <aa, ba; a < p} of cardinality m is called an AVgroup if 
it satisfies the additional condition 

(3) ca ^ Cß, whenever a / ft 

THEOREM A A. If G is a Zm-group with \G'\ ^m, then G contains an Nr 

subgroup of cardinality m. 

PROOF. Suppose that we have defined the elements aa, bßeG for all 
ß < a (some a < p) such that [aß, ar] = [bß, br] = [aß, br] = 1 if ß =£ j-, 
and [aß, bß] = cß$ (ar, br\j < /3>. Let Sa = {aß9 bß; ß < a} and let Ca = 
CG(SCC)- Since GeZm and \Sa\ < m, \G; Ca\ < m. By Lemmas 3.1 and 
3.8. \C'a\ ^ m. If m is uncountable, \(Sa}\ < m; if m = N0> then G is an 
FC-group, G' is periodic, and \(Sa} f| G'\ is finite. In both cases, |<Sa> 
fi G'\ < m and so Ca contains elements aa, ba such that [aa, ba] — ca$ 
<5a>. Thus we can construct the A^rsubgroup <^a, 6a : a < p}. 
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To obtain the more interesting case required for Theorem C, we use the 
result proved in [12] in the following form. (The result also follows from 
the Marczewski-Erdös-Rado Theorem on J-systems [2]). 

THEOREM 4.2. (GCH). Let n and m be infinite cardinals with n < m. Let 
S be a family of sets such that \S\ = m and \A\ < n for each A e S. Then 
there is a subfamily F of S such that \F\ = m and \{J A^Bç=F(A f| B)\ < m. 

COROLLARY 4.3. (GCH). Let n and m be infinite cardinals with n < m 
and let G G nC. If S E G such that |[5, G]\ = m, then there is a subset T of 
S such that \[T, G]\ = m, but \[T9 T]\ < m. 

PROOF. For each se S, \{[s, g]: g G G}\ < n and so we have m subsets 
Xs

 = {[s> SÌ: S e G} of cardinality less than m. (This is clear if m is un­
countable; if m = N0 then G is an FC-group, G' is periodic and {[s, g]: 
s G S, g e G} is infinite.) There is a subset Si of S such that \Si\ = m and 
there are distinct elements xs e Xs, s e Sh The commutator [s, r] is in the 
intersection Xs f] Xt. By Theorem 4.2, there is a subset T of Sh such 
that \T\ = m and hence \[T9 G]\ = m but \\Js±tŒ1{Xs fi Xt)\ < m. Hence 
l{[*i> t2]'- h, t2zT}\ < m and, if m = «0 again is considered separately, 
it follows that \[T, T]\ < m. 

THEOREM 4.4. (GCH), Let n and m be infinite cardinals with n < m. 
If G G nC and \G'\ ^ m, then there is a normal subgroup F of G with \F\ 
< m such that G/F contains an Nysubgroup of cardinality m. 

PROOF. If m = «0, then GeZm and Theorem 4.1 gives the required 
result by taking F = 1. 

Suppose m is uncountable. By Theorem 4.3, there is a subset T E G 
such that \[T, G]\ = m and \[T, T]\ < m. By Lemma 3.2, |[7, T]G\ < m. 
Factoring out Fx = [T, T]G, we have an abelian subgroup A = 
{T}F1/F1 such that \[A, G]\ = m (writing Fin place of G/Fi). 

We can choose elements ai9 i G /, of A and b{ i e I, of G such that |/| = 
m and [ah bt] = c{ with c{ ^ Cj whenever / # j . By Theorem 4.3, there is 
a subset B = {br, i e h] of {b{\ i G 1} such that \B\ = m and \[B, B]\ < 
m. Again \[B, B]G\ < m, and factoring out F2 = [B, B]G, we have (taking 
subsets if necessary) two abelian subgroups Ax = <^-; iel{) and Bx — 
(Jbi\ i G 7i> with the commutators ct- = [ai9 bt], i e Ih being distinct. 

Now let Xi = \ah B{\ U [Ah bt]\ then \X{\ < n and ct- G X{. There is a 
subset J of li such that \J\ = m and \{jj^k^j(Xj fl Xk)\ < m. Factoring 
out F 3 = (\Jj*k<=j(Xj fl Xk)}

G, we have (taking subsets if necessary) ele­
ments ap bj9 j G / , such that [aj9 ak] = [bj9 bk] = [aj9 bk] = 1 if y ^ k and 
[aj, bj\ = Cj and Cj ^ ck9 whenever^ ^ k. 

Well-ordering the set / , we can relabel the elements aj9 bj9 j G / , as aa9 

ba, a < p. 
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5. Abelian subgroups of Nrgroups. We have shown in §4 that in Zm-
groups with \G'\ ^ m there is a large jVrgroup. Theorems B and C will 
follow if we can show that an AVgroup of cardinality m contains an 
abelian subgroup X such that \XG; X\ = m. Our proof of this fact for 
the uncountable case is considerably shorter than that given in [13], de­
pending on the following result about abelian groups. 

THEOREM 5.1. Let At- i e I, be an uncountable family of finitely generated 
subgroups of an abelian group A with \I\ = m. Then there is a subgroup 
B g A with \B\ < m and a subset J of I such that \J\ = m and (A{B/B: 
i ey> = Drz( jiAiBjB). 

PROOF. Embed A in a divisible group T>v^ADx where each Dx is locally 
cyclic. For each / e / , let Xt• = {XeA: %i{A^) # 1} = \Ja^Ai supp(tf); 
then each Xï is finite. By Theorem 4.2, there is a subset / E / such that 
\J\ = m and X = \Jï:/rJ( j(Xt- (j Xj) has cardinality less than m. Let B = 
A fi DrÀ( XDX. If a = l\ÏŒjateB with ateAt-, then ^ = a Xlj^aj1 and 

so supp(ûf.) E ^ n (^ U Uy-^y) = x- T h u s ß i ' e Ä a n d s o <AiBlB: ie 

y> = Dr iŒJ(A£B/B). 

THEOREM 5.2. L^/ G Z^ an Nrgroup of cardinality m. [If m = K0 ÛLS*-

sume further that G is an FC-group.] Then G contains an abelian subgroup 
Xsuch that \XG:X\ = m. 

PROOF, (m uncountable). We may use the argument of the first two 
paragraphs of the proof of [13]. Theorem 3.2 to assume that G is nilpotent 
of class two. 

Let Ga = <#a, ba} ; then Ga is a finitely generated nilpotent group and 
so Ca = Z(Ga) is finitely generated. The groups Ca are finitely generated 
subgroups of the abelian group Z(G). By Theorem 5.1, there is a subgroup 
H ^ Z(G) with \H\ < m and a subset / of {a: a < p] such that |/ | = m 
and (CaH/H: a e /> = Dra(ElCaH/H. Now ca e Ca and the ca are dis­
tinct. Since \H\ < m we can therefore choose a subset J of I such that 
\J[= m and GaH/H is nontrivial for each a s / . 

Let x e GaH n <C/3#: j3 ¥> a) : then JC = gji = ^ with # G <G^: /3 ^ 
a>. Thus £a = A H ^ ( G a ) = Ca and ^ Z ( ( ^ : /3 * a » = <C^: 
/3 ^ a >. Thus x G CaH fi <Cy/: ß ^ a} = H. Hence <GaH/H: a e J} 
= Dv^jGaH/H. 

Relabel the elements of / by ordinals /3, ß < p. The group GßGß+1H/H 
is nonhamiltonian and so there is a cyclic subgroup Xß of GßGß+iH such 
that JT̂ TZ > Ay/ . Let X = <//, jfy; ß = X+ 2/i>, where ^ is a limit 
ordinal and « a natural number. Then |ZG : X\ = m as required. 

Theorem 5.1 is not available for the case m = K0, and we have not been 
able to make any significant reduction to the proof included in Theorem 
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3.2 of [13]. The original proof of Neumann [8] also gives a proof for that 
case. Theorems B and C now follow by combining Theorem 5.2 with 
Theorems 4.1 and 4.4, respectively. 

We also are able to give a proof of Theorem A which is considerably 
shorter than that given in [13]. The proof depends on the following rather 
simple result about abelian groups. 

LEMMA 5.3. Let B be a subgroup of the abelian group A such that \B\ < 
m. Then there is a subgroup C of A such that B f| C — 1, 

(i) \AjC\ < m if m is uncountable, and 
(ii) AjC satisfies the minimal condition if m = N0. 

PROOF, (i) Embed A in its divisible hull Ä = Dr /e /Z)„ where each £),• 
is locally cyclic and hence is countable. Since \B\ < ra, the set / = 
{JbŒB supp(6) = {/ e /; iCi(B) ^ 1} has cardinality less than m. Let Q = 
Dr, e /_7A and C = A f] Q . Then B (] C ^ Dr t e /D, f i Q = l and 
A\C g (A + DriŒjD;)/C s Dr,Œ/A/(C fi Dr,.G/D,.) = Dr,e/Z),. Thus 
\A/C\ S |Dr,e/A-l < m. 

(ii) For each b e B, choose a subgroup Mb maximal subject to b $ Mb. 
Then AjMb is cyclic or of type Cpoo. B is finite, and if C = f]bŒBMb then 
B f| C = 1 and AjC satisfies minimal condition. 

THEOREM 5.4. Let G eZm and \G\Z\ ^ m. Then G has an abelian sub­
group X such that \X I XG\ = m. 

PROOF. If \G'\ ^ m, then by Theorem B there is an abelian subgroup 
Xsuch that \XG; X\ = m. It follows from Lemma 3.5(i) that \X/XG\ ^ m. 
We may therefore assume that \G'\ < m. 

We now show that G contains an N-group of cardinality m. Suppose 
that we have constructed elements aß. bß for ß < a (some a < p) such 
that [aß, aT] = [bß, br] = [aß, br] = 1, if ß ^ f, [aß, bß] = cß # 1. Let 
Sa = {aß, bß; ß < a}, then \Sa\ < m and if Ca = CG(Sa\ \G: C(Sa)\ < 
m. By Lemma 3.9, \Ca: Z(Ca)\ ^ m and so there are elements aa, ba e Ca 

such that [aa, ba] = ca ^ 1. Then A = <öa, a < p> is an abelian subgroup 
of G such that \AjA < Z\ = m and |4 Q G'\ < ™-

If m is uncountable, then by Lemma 5.3 there is a subgroup X of A 
such that M/X| fi m and ^ f| G' = X f] (A f] G') = 1. It follows that 
IZ/J^n Z| = m and also [XG, G] ̂  X fi G' = 1 so that XG ^ X fi Z. 
Hence |AT/^G| = m. 

If m = «0, then G is an FC-group and so GjZ is residually finite. Hence 
A/A H 2" is a countably infinite direct product of finite cyclic groups; in 
particular £TP(A) is infinite where rp(A) denotes thep-rank of A. By Lemma 
5.3, there is a subgroup X of A of A such AjX satisfies the the minimal 
condition and X f] G' = 1. Since ^rp(A/X) is finite, it follows that A7AT fi 
Z is infinite. As above, A^ g ^ f| Z and so l-Y/Ay = No-

file:///G/Z/
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The proof of Theorem A now follows easily. It is clear that if \G/Z\ < 
m, then \U/UG\ < m for each U ^ G. Since the equivalence of statement 
(ii) with (iii) and statement (iv) with (v) was established in Lemma 3.7, 
and since statement (ii) obviously implies (iv) it is only necessary to show 
that (iv) implies (i). This is the content of Theorem 5.4. 

6. The counterexample. The example that we give to prove Theorem 
D is based on the construction first used in [1] and again in [6]. 

Let V and W be vector spaces over a field K and let p: V x V -» W 
be an alternating bilinear function. If y\ V x V -> W is any bilinear 
function such that p(x, y) = y(x, y) — y{y, x), then V x W can be given 
the structure of a nilpotent group of class two, denoted by G = VyW, 
by defining (x, a)(y, b) = (x + y, a + b + j(x, y)). Note that [(x, a), 
(y, b)] = (0, p(x, y)). 

Using this construction, the result will follow by taking the V, W, and 
p provided by the following theorem. 

THEOREM 6.1. (2m = m+). Let K be a field with \K\ <; m. Writing a)r 

a)r-fi for the least ordinals of cardinality m, m+, let V, W be m+-dimensional 
spaces with bases {va: a < cor+i}, {wa: a < o)r+\}. Let Ve = <Ka: a < e} 
and W£ = (Wa\ a < £>. Then there is an alternating bilinear function 
p: V x V -+ Wsuch that 

(i) p(V£ x V) g W£for e < (or+1 and 
(ii) p(L x L) = J^/ör each m+-dimensional subspace L of V. 

If G = KfW, then condition (i) shows that Gem+C. If £/ ^ G, denote 
UG'/G' by £/, then £7 may be considered to be a subspace of K = G/G'. 
If \U\ ^ m, then since m1 is regular, U ^ V£ for some «s < wr+\ and so 
£/G = U[U, G] = î /^tf x V) ^ £/W£. Hence |C/G: U\ ^ m. If |£7| = m+, 
then condition (ii) shows that U' ^ G" and so U <\ G. 

PROOF. For our proof of Theorem 6.1, we use the following notation. If 
P is a subspace of V£ and / : V£ x V£ -* W is a given alternating bilinear 
function, let d(P) = min{a: wa£f(P x i3)}. In fact, 5 depends o n / a s 
well as /* but no confusion will arise from our abbreviated notation. 

LEMMA 6.2. f: V£ x V£ -> W£(e ^ wr) 6e «/i alternating bilinear function 
such that 

(a) f(V£ x Ke) ^ I^a,/or each a ^ e. 

Let R be a family of sub space s of V£ such that 

(b) each P e R satisfies codimF(P f) VS{P)) = m 

and 
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(c) |*| g m. 

Then there is an extension/*: V£+i x V£+1 -> W£+1 off such that 
(1) / * is an alternating bilinear function, 
(2) f(Va x V£+1) g WJoreacha S e + l,and 
(3) for each v e V£ and P e R, there is an element we P such that 

f(u,v +v£) = wô(P). 

PROOF. If R = 0 , then condition (3) is vacuous and we may define 
f(va> ve) = 0> for all a ^ e. So we may assume that R ^ 0 and so | F£ x 
p | = m. We well-order F£ x R with order type o)r and label the ath ele­
ment (v(a), P ( a )) . 

We define inductively a set of vectors {ua: a < cor} such that 
(i) supp(wa) fi s u p p ^ ) = 0 , i f a 7̂  ß 

and 
(ii) waeP<«> - K,(F(a)). 

We may define uQ to be any element of P<0) — VôiPco^. Then for any 0 < 
o)r we may assume that ua has been defined for each a < d. Let 2* = 
[ja<d supp (i/J; then \2\ < m. If K ^ = <va; a < e, a$2}, then 
c o d i m ^ K ^ ) < m and hence 

codimP(ö)nvw (p«» n v£-2 n ^v«»)) = ™. 
Therefore we can choose ude(Pid) f| F£_j) — F^p«»). This completes 
the inductive definition of the wa's. 

Now let a a be the largest member of supp (ua) = {ab . . . , an, <7a} then 
we may assume that ua = 2?=i &V«,- + v^. We define 

/ * ( V ve) = wd{Pca^ - f(ua9 v
(«>) 

and /*(vj8, v£) = 0, if /3 9̂  tf« for any a. 
Clearly/* can be made bilinear and alternating by defining/(ve, v) = 

— /*(v, v£); thus condition (1) is satisfied. 

f(ua, V£) = / ( v f f a , Ve) = W^pCa)) - / ( w a , V ( a ) ) , 

and so 

f*(Ua, V£ + V(«0 = ^(p(a)). 

If v e F£, JP e R, then there is an a such that v = v(a), P = P ( a ) and so 
ua is the element required for condition (3). 

If ß 7* aa for any a, thenf*(vß9 v£) = 0 e Wß+1. Also 

/*(v,a, ve) = wJ(/,c„)) - / ( w a , v ( t t ) ) e w r t + w„a+1 

by hypothesis (a). But ua 4 (̂pc«>), so d{P{a)) < oa and H (̂P,«)) g 
H^a+1. Thus/*(v(Ta, v£) G Waa+V as required for condition (2). 

This completes the proof of Lemma 6.2. 
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PROOF OF THEOREM 6.1. For each e(œr ^ e < wr+i) we can define F(e) 
to be an ra-dimensional subspace of V£ in such a way that every ra-di-
mensional subspace of V occurs as some F(e). 

Let/ : V x V -> W be any alternating bilinear function such that 
f(Ya x yœ) = wa, for each a S (or [For example, let/(va, va+1) = wa 

for all a < ü)r and/(va , vß) = Oif ß > a + 1.] We extend/as follows. 
Suppose that we have defined the extensions/: V£ x V£ -> W£ such that 

f(ya
 x ^ ) ë W7«, for each a ^ e. We extend this to / : V£+l x K,+1 -> 

Jf£+1 using Lemma 6.2 with R£ = {FfV): r ^ <s and codimF(r)(F(V) fl 
VÔ(F{T))) = m}. If v is a limit ordinal, then / : Vv x Fv -• J ^ is defined 
coherently. 

Letp: V x K -> W7 be the resulting alternating bilinear function. 
Suppose that K has an ra4-dimensional subspace L such that p(L x L) 

=£ W. Then let 5 be minimal such that wô $ p(L x L). Wô has dimension 
m and Ŵ  E p(L x L). So there is an ra-dimensional subspace P of L 
such that ^(P x P) 3 ^ and codim/P f| K*) = m. Clearly 5(P) = ö. 
Also, P = F(T]), for some 77. Now L contains an element v = ^x<K^xvx + 
vK, for some tc > rj. P = (̂97) e ^ and TÌX<ÀXVX

 G ^ - So there is an ele­
ment ue P such that p(u, v) = /(w, Zu</tf;v; + O = wö- This is a con­
tradiction to wô i p(L x L) and hence p(L x L) = ÌV for all /^-dimen­
sional subspaces L of K 
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