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STOCHASTICALLY PERTURBED DYNAMICAL SYSTEMS 
WENDELL H. FLEMING 1 ' 2 

1. Introduction. A variety of natural phenomena have been 
modeled by stochastic differential equations containing one or more 
small parameters. Such models allow one to study the effects of ran
dom perturbations of small magnitude. When the parameters are set 
equal to 0, the stochastic effects disappear from the problem; the 
resulting ordinary differential equations describe the evolution of the 
unperturbed dynamical system. Examples can be found in the study 
of wave propagation in random media [ 17], of noise in electronic 
systems [19] or in a control system [6]. Yet another class of examples, 
which we mention in § 6, arises from population genetics models. 

For simplicity, we consider only one small positive parameter e. 
The state space of the system being modeled is taken as n-dimensional 
Rn. The state process fe = (g^, • • -, £n

€) is assumed to be a Markov 
diffusion, with generator Xe the partial differential operator 

(1.1) ^ r = e t r o * „ + * , • / . 

Here ijß denotes any function of class C2 (continuous second order par
tial derivatives); the functions a,f are respectively matrix and vector 
valued: 

a(x) = (cty(s)), i,j= 1, • • -,n, 

/ W = ( / l ( 4 ' " 5 / n W ) . 

The vector ifßx = (*ltx , ' * ", ^Xfl) is the gradient of \fß, and 

n 

troS>„ = 2 o%j*X|IJ. 

In fact, we shall take £e as the solution of a stochastic differential equa
tion of Ito type (§ 2). 

A variety of questions can be asked about the perturbed process 
f€. Which of these has a reasonable answer in a particular instance 
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often depends on the structure of the unperturbed system and on the 
way randomness enters. One question which one can always ask is 
the following: given a real valued function <t> on Rn, estimate the 
expected value E<I> [£€(t)] for fixed t > 0 and small € > 0. For instance, 
if <&(x) = |x|m, then E\Ç€(t)\m is the rath absolute moment. 

In § 3 a good approximation to E&[&(t)] is obtained in the form of 
an asymptotic expansion in powers of e. This result is a corollary of a 
theorem about expanding solutions of the Cauchy problem for the 
nonlinear parabolic equation (4.1e), whose second order coefficients 
contain the small positive parameter e. 

If O is conserved in the unperturbed system, then it is interesting to 
estimate EO [£*(?)], where te = 0(e ~l) as € —» 0. Some rough estimates 
for the growth of this quantity are obtained in § 3 as an easy conse
quence of the Ito stochastic differential rule. Similar estimates were 
found previously by Carrier [1] using other methods. For systems 
of the type of a randomly perturbed harmonic oscillator occurring in 
wave propagation problems, a more exact description of the behavior 
of£e(£e) is known [17]. 

In some problems, one is interested in the process £e only up to the 
time re when £€(t) exits from a given region B. One may then wish to 
estimate, for instance, £4>[^e(re)]. This question is considered in § 5. 
We obtain an asymptotic expansion in powers of e. As is well-known 
in the theory of singular perturbations, such expansions cannot be 
expected to hold in all of B. Let us set <p€(x) = Ex<& [ ^(r€)] , where the 
subscript x indicates the initial state £e(0) = x. Then <p satisfies for 
e > 0 the elliptic second order partial differential equation Jl€(p€ = 0 
in B, with boundary data <p€ = 0 on dB. For € = 0, the operator X° 
is of first order. Some (or all) of the boundary data may be lost. The 
expansion in § 5 is valid in portions of B from which trajectories of the 
unperturbed dynamical system lead nontangentially to dB. It cor
responds to the "regular expansion" obtained in the theory of singular 
perturbations by non-probabilistic methods [4]. It would seem inter
esting to study probabilistically boundary layer expansions, or other 
asymptotic properties of <pe, outside regions where a regular expansion 
holds. However, we have not done so. 

The equation jßSp€ = 0 is linear. The probabilistic method to get 
regular expansions can also be used when <pe satisfies some nonlinear 
elliptic equation. When the nonlinearity involves only (p€ (see (5.1e), 
or the corresponding parabolic equation (4. Ie)) the expansion problem 
is scarcely more difficult than for linear equations. The only additional 
step is to prove convergence of <p€ to <p° as € —» 0 in regions where the 
regular expansion holds. If the nonlinearity involves the gradient 
<px

€, then one has to prove convergence of <px
e to (px° as e —» 0. This is 
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substantially more difficult. In certain cases it was done in [6], by 
writing the equation as the dynamic programming equation of a sto
chastic control problem. 

2. The system equations. Let the Markov process £e satisfy the sto
chastic differential equations 

(2.1«) d& = f[tit)] dt + (2eyi2<r[tit)] dw, t^O 

where w is a brownian motion of some finite dimension. As initial 
data, let 

(2.2) Ü0) = x, 

where x is a given vector. Occasionally, we write £€(t; x) to indicate 
dependence on the initial state x. More often, this dependence is 
shown by writing probabilities and expectations as Px( • • •), Ex( • • •). 
For 6 = 0, we get the unperturbed system equations for the (non-
random) function £°. 

(2.1°) dP> = f[€°(t)] dt, f ^ O , 

with the same initial data f°(0) = x. 
Let us assume that the functions f, cr (respectively vector, matrix 

valued) are of class C °°. Moreover, we assume that there exist a posi
tive constant M and a positive C °° function V such that: 

(2.3) | c r ( x ) | ^ M ( l + | x | ) 

(2.4a) £'V ^ M(l + V), O g e g l 

(2.4b) ( 1 + | x | ) | V , | ^ M ( l + V) 

(2.4c) V(x)—»oo as | x | -»o° . 

In the formula (1.1) for a, take a = ocrr. Then f9 2ea are respectively 
the local drift and local covariance coefficients for the Markov process 
£€. These assumptions imply that f6 is defined for all t ^ 0. More
over, for any I = 1, 2, • • -, there is a bound on EXVZ [£€(t)] depending 
only on £, a bound for V(x), and t. See Appendix (A.2). 

We shall use the following estimate, which shows that &(t) is near 
€°(t) with probability very nearly 1. A proof is given in the Appendix. 

LEMMA 2.1. Let \\& - g°\\t = max0<^|fe(s) - €°(s)\. Then given 
a > 0 a compact set K C Rn, and tY > 0, there exist k > 0, and el > 0 
such that 

Px(\\t - €°\\t >a)^2n exp ( - o e - ^ A ) 

forallxEK,0è té tly andO < e g ex. 
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We also need the following probabilistic representation for solu
tions \fß(t, x) of a linear partial differential equation 

(2.5) - tyt + £*$ + A(t, x)$ + g(t, x) = 0. 

LEMMA 2.2. Let G C Rn be an open set, and ifß a solution of (2.5) in 
the cylinder Ç = (0, t) X G, such that ijß is continuous and bounded 
in the closure Ç while the partial derivatives tyt, ifc.x., i,j = 1, • • -, n, 
are continuous in Q. Assume that A, g are continuous and bounded 
on Q. Let r denote the minimum of t and the exit time of £€(s) from 
G. Then 

4>(t,x)= E , £ D(s)g(t - s, Us)) ds 

(2.6) + E J D ( T ) I K * - T , ^ ( T ) ) ] , 

D(s) = exp A(t — u, &(u)) du. 

This result follows rather easily from the Ito stochastic differential 
rule (Appendix). An important case is A = 0; then D(s) = 1 . If, in 
addition, g = 0, then I/J is a solution of the backward equation — ifjt + 
X€ifr = 0 for the diffusion process f€. This special case is of interest in 
§3. 

When g and i// are autonomous and A = 0, Lemma 2.2 has the fol
lowing corollary, which will be useful in § 5. 

LEMMA 2.3. Let Gd Rn be an open set, and r the exit time of 
£€(s) from G starting at x G. G. Assume that EXT < <», and that g is 
continuous and bounded on G. Let ifr beaC2 solution of 

(2.7) X^ + g{x) = 0 in G, 

such that t// is continuous and bounded in G. Then 

(2.8) *(x) = Ex £ g[ W ] ck + EM&T)]. 

To get Lemma 2.3, introduce the bounded stopping time rt = 
min(t, T), and use Lemma 2.2. Then let t —> <» . 

3. Estimates for Eß>[ij€(t)]. Given t, we are interested in various 
statements which can be made about the random variables £e(t) for 
small € > 0. These could be answered in principle from knowing the 
distribution of £€(t), which by Lemma 2.1 is mostly concentrated near 
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the point £°(t). Instead of trying to find this distribution, we estimate 
integrals of various functions 4> with respect to it. Thus we are con
cerned with expectations of the form Ex&[£€(t)]. We begin with some 
estimates for this quantity which can be obtained by elementary 
arguments from the Ito stochastic differential rule. Later in the section 
we discuss expansions in powers of €. 

We assume that <1> is C °°, and that for some positive constants M, i 

(3.1a) | * | ^ Af(l + V1), 

(3.1b) ( 1 + |x | ) | * x | §Af ( l + V*), 

(3.1c) (1 + | * | ) ^ | S Af(l + V£). 

These assumptions hold, for instance, if 4> is a polynomial and V.a 
positive polynomial. 

By the Ito stochastic differential rule, 

d&[€ïs)] = X«t>(k + (26)^^(7 dw. 

By taking Ex /Q and recalling that £e(0) = x, we get 

(3.2) E&[€ït)] = <&(*) + Ex j * o Jl'*[€ïs)] d&. 

By (2.3), (3.1a, c) and Appendix (A.2) the expectations exist in (3.2). 
By (3.1b), 

for some Mx. Since EXV21 [€(s)] is bounded for 0 ^ s = t (by Appen
dix (A.2) with 28 in place of £ there), Exfäxa\2 is also bounded. This 
implies 

£ , £ <t>x[?(s)]<r[{is)]dw = 0 

as required in (3.2). 
In differentiated form (3.2) becomes, upon interchanging expecta

tion with time integration, 

(3.2 ') ±Eß> mt)] = EJ«* [£«(*)]. 

The left side is the time derivative of the quantity we wish to compute. 
Unfortunately, the right side involves the expectation of £€Q> rather 
than <I>. Nevertheless, useful information can often be obtained from 
(3.2'). 
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EXAMPLE 1. Consider a linear system 

de = AÇdt + (2e)1/2a dw, a = constant. 

The process £(= £€) is gaussian. The distribution of £(t) is determined 
by the means and covariances 

iH(t) = Ej^Vijit) = Ex(Ut) - M*(*))(fj(*) - WW)-

These can be computed using (3.2'), taking first 4>(x) = xh then 
<I>(x) = XiXpi,j= 1, • • -,n. One gets for the mean vector fi(t) = 
(MIW> ' ' "> M*»(*)) a n d covariance matrix v(t) = (%(£)) the differential 
equations 

-£ = Afi, /t(0) = x, 

^ = At? + ÜA T + 2ea, i?(0) = 0. 

Conservative systems. Let us next discuss the special case when 
<I> ^ 0 and 4>x • f = 0. Then $ [£°(f)] is constant on each trajectory of 
the unperturbed system (2.1°). In many cases, 4>(x) can be regarded as 
the "energy" associated with the state x. Thus, we wish to estimate the 
average energy for the perturbed system 

e(t)=E&[?(t)]. 

By (1.1) we now have £€& = e tr a&xx. Since e appears as a coefficient 
on the right side of (3.2'), it is reasonable to anticipate that e(t) will 
differ appreciably from e(0) for times t of order e ~ *. An interesting 
question is the rate of growth of e(t) as a function of et. Some easy 
estimates of this type were discussed in [7], and applied to two 
examples of Carrier [ 1]. We shall now carry that discussion a bit 
further. 

EXAMPLE 2. Let n = 2, 

dSi = k dt, dÇ2 = -Çxdt+ (Zey'Hi dw. 

This is a randomly perturbed harmonic oscillator. Let 4>(x1? x2) = 

(l/2)(xi2 + x2
2). Then 

tr c&xx = Xi2&x2X2 = xx
2. 

Since the right side is no more than 2<ï>(x1, x2), we have from (3.2 ') 
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dt ~ * * ' 

e(i) g e0 exp(2e£) 

where e0 is the energy of the unperturbed system. This estimate is not 
sharp. A more careful analysis shows that the mean energy grows like 
(1/2) exp(et). Consider the mean squared displacement fi(t) = 
E[£i(t)2]. Carrier [1] showed that fi(t) ~ (l/2)exp(e£) as €*-> oo. 
Since 

( * ) e(t) = e0 + € J n(s) ds, 

we have also e(t) ~ (l/2)exp(e£) as et —> °°. The following (heuristic) 
argument also explains why the correct exponent is et rather than 
2et. When* = 0 

ftt+2ar ÇU+2TT 

^o(s)2ds= <W(*)] ds, 

since the unperturbed system has as 2TT-periodic orbits the circles <I> = 
constant. For small € > 0 we should then have 

(**) fjL(s)d$~ e(s)ds. 

One then replaces fi(s) by e(s) in ( * ), after writing the integral for 
t = Irmi with m large as the sum of integrals over periods. (The 
error in the approximation (**) could be estimated with the help 
of the expansion (3.5) for the mean energy and mean square displace
ment, conditioned on the state è{t{). However, we shall not carry out 
these estimates here.) 

Considerably more is known about the oscillator problem in 
Example 2. By introducing as new variables the amplitude r and 
phase shift (f> and a new time scale t ' = et, it can be shown that (in the 
new time scale) the (r, <j>) process is closely approximated by a 2-
dimensional diffusion whose generator can be explicitly calculated. 
See [17]-[19]. 

For our next class of examples we find an increasing function u, 
such that u(e) è 0 for e = 0 and 

(3.3) Extrc®xx^u[e(t)]. 

When such a function u exists, from (3.2') e satisfies the differential 
inequality 
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If F'(e) = llu(e) and e0 is the energy of the unperturbed system, we 
then have 

(3.4) e(t)^F-\F{eQ) + et). 

EXAMPLE 3. Let us put a nonlinearity in Example 2, as follows: 

d€i = k dt, dt2 = - ( £ + G'tfx)) dt + ( 2 6 ) ^ dw, 

G(Xl) = r(xi2), r(0) = r '(O) = o, r" > o. 

Carrier considered in [1] the case G'(xi) = xx
3, F(y) = (l/4)t/2. We 

now take as energy function 

<D(x 1 , x 2 )= | ( x 1
2 +x 2

2 )+G(x 1 ) . 

Again tr Û3>XX = xx
2. Take u = T - 1 , the inverse of T. Then u is a con

cave function, and xx
2 = u[G(xi)]. Hence, writing ^(t) = f1? 

Since w is increasing and G = <I>, we have 

EttrcO>xx=Ex(Sl)^u[e{t)], 

as required in (3.3). Thus the estimate (3.4) holds. In particular, if 
G(xi) = cx^m, m ^ 2, then for suitable constant cx 

F~l(r) = d r ^ ^ - ^ , 

for e£ large. The nonlinear term — G'(£x) d£ in the system equations 
imposes a much slower growth rate on the mean energy than in 
Example 2. It would be interesting to see whether this estimate might 
be improved, perhaps by using an averaging technique over periods of 
the unperturbed system. However, we have not succeeded in doing so. 

Expansions in powers of e, for fixed t. We were concerned above 
with upper bounds for Ex&[£€(t)], particularly for t = t(e) of order 
€ _ 1 . We now turn to the problem of making much sharper estimates 
for this quantity when t is fixed. Let us write 

ipit, x) = EMHt)], <P°(t, x) = *[*»(*)]. 
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We wish to expand <p* in powers of €: 

(3.5) <p* = <p° + € 6Y + €2 02 + • • • + 6fc 0fc + o(ek). 

In § 4 it will be shown that such an expansion is valid for any k (finite). 
The coefficients 01? 02, * " ' satisfy 

(3.6) 0k(t, x) = P tr a( ft^)« ds, k = 1,2, • • -, 
/ o 

where the integrand is evaluated at (t — s, f°(s)) and 0O = <p°. One 
can derive formally equations (3.6) in the following way. Under per
haps more stringent growth conditions than (3.1) on $(x) for \x\ large, 
<p€ must satisfy the partial differential equation 

(3.7) -<pf+ X€(p€=0, f ^ O 

with <p€(0, x) = 4>(x). By formally differentiating (3.7) repeatedly with 
respect to € and setting € = 0, one gets the first order partial differen
tial equations 

(3.8) - ( ek)t + J!° 6k + tr d 0 * . ^ = 0 

with 6k(0, x) = 0 for k = 1,2, • • \ The characteristic equations for 
(3.8) are just (2.1°), and thus we get formally (3.6). 

To compute 01? 02, • * * for given initial state x, additional ordi
nary differential equations besides (2.1°) are needed. Let us explicitly 
indicate the dependence of f° on the initial state, by writing f° = 
€°(t,x). Then 

*°(*,*) = *[É°(t,*)]. 

To get 01? one needs the matrix of second derivatives (p®x. Partial 
derivatives <p?., ???..v., • • • of any order can be found from the deriva
tives o f * and from £x°, tj%x, • • \ The latter satisfy familiar ordinary 
differential equations obtained from (2.1°) by differentiation with 
respect to initial data. To get 02 one needs ( $i)xx. By differentiating 
(3.6) with k = 1 with respect to x{ and Xj, one gets ( 0i)x.x in terms of 
third and fourth order derivatives of <p°; and so on. Unfortunately, the 
number of differential equations needed increases rapidly with k. 

In the 1-dimensional case, there is a closed form expression provided 
f[€°(s)] ^ 0 , 0 § s § f . In fact, 

0k(t,x) = Hk[i°(t,x)9x], 
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where 

H0(y,x) = <%), 

Hl(y, x) = * f o(z){*w(«)/(z) + *„(z)[/ ' (z) - / ' (*) ] } dz 

m il *> {H^ fix) Hk+l(y,x)=-±-\V
x o(z){Hr ^ 

+ 2Hfctf:e + Hkxxf(x) + Hky [f'{Z)
f{xf

(X)] } dz. 

This can be shown by direct calculation. 

4. Results for fixed t (finite). Let us consider a second order 
partial differential equation of the form 

(4. Ie) -<pt* + _ i V + F(x, <p') = 0, t^O, 

with the initial data 

(4.2) <pi0, x) = *(x). 

When F = 0, this becomes (3.7). For e = 0, we have the first order 
equation 

(4.1°) -<pt° + X°<p° + F(x, <p°), t è 0, 

with the same initial data (4.2). The solution <p° can then be expressed 
by the method of characteristics. 

Let us suppose that <pe is a bounded solution of (4.1€)-(4.2) with con
tinuous partial derivatives <pt

€, <p*., <p* x., i, j'= 1, • • *,n. We wish to 
expand <p€ in powers of e. 

The coefficients in (3.5) must have the property that k\ 0k is the fcth 
derivative of <p€ with respect to € when e = 0. By formally differentiat
ing (4.Ie) repeatedly with respect to 6, we get 

-(»*)* + ^°ek + F,ek + iy> + traf«*.!)« = o, 

In general, I \ ° is a polynomial in 01? • • ',$k-\ of degree fc, with co
efficients partial derivatives F ^ , F^^ , , * * • evaluated at (x, <p°(x)). If 
F = A(x)<p + g(x) is linear in <p, then all rfc° = 0. 

THEOREM 4.1. Assume that F ̂  F(ac,0), and 4> are bounded. Then 
the expansion (3.5) ZioZds uniformly for (t, x) in any compact set. 
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PROOF. Let 

We must show that, for each k, dk*(t, x) -» 6k(t, x) as e —> 0, uniformly 
on any compact set. The functions 0k* satisfy linear partial differential 
equations (by direct calculation) 

(4.3e) - ( 0k')t + ^ 0k* + A* 6k* + i y + tr a( 6k^)xx = 0, 

(4.4a) A* = j l F,(x, *>° + \(<p* - <p*)) dX, 

(4.4b) i y = o, i y = el 0 ^ £ F „ ( * , <P° + AM(*>€ - <P0)) dxd^ • • • 

For k > 2, i y is a polynomial of degree /c in 0£, 0m
e, £, m ^ k — 1, 

with coefficients involving F ̂  ^ F ̂  ^ ̂  • • • of orders up to fc. 
We first apply Lemma 2.2 to (p€, with A = 0, g = F(x,<p€), G = Rn, 

to get 

^ , x) = Ex P F[f(*), *>•(* - s, &(s))] ds 
J o 

(4.5 
+ Ex<t>[tit)]. 

From the boundedness assumed for F ̂  and F(x,0), \F(x,<p€)\^ 
C(l + |y?e|) for some C. Using Gronwall's inequality we get from (4.5) 

|H* . • )|| S (||*|| + Ci)(F, 

where || || is the sup norm. Therefore, <pe has a bound depending on t, 
but note. 

We next use Lemma 2.2 with ifß = 0Y
€ and A= A€, g = tr <xp°xx, 

G any open bounded set. We get 

0 X U * ) = Ex \T D*(s)tr<xp°xxds 
J o 

(4.6) +Ex[Dir)6lit-T,t{r))], 

D€(s) = exp J Ae(£ - w, Ç€(u)) du, 

where tr oup^ is evaluated at (t — s, £*(s)). Given a compact set 
KC Rn and tY > 0, choose G large enough that g°(s) G G for 0 g 5 g ^ 
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if £°(0) = x and x E. K. Let a be the minimum distance to dG from 
any point £°(s), O ^ ^ f , with x £ K By Lemma 2.1 

(4.7) Px(r < t) g 2n exp( - oe - ^X) 

for 0 ^ t ^ £x and small e. Since <p€ is bounded, | 0^1 = Cxe~l for 
some Ci; and since A6 is bounded (by boundedness of F^), |De0!e | = 
C e - 1 for some C. Moreover, 0 ^ — T, £e(r)) = 0 if T = *. It follows 
that 

lim |Ex[D€(r) O^t - T, ^ ( T ) ) | ^ C l i m e - 1 ? ^ < t) = 0. 
e->0 €—0 

Thus, the second term on the right side of (4.6) tends to 0. The first 
term there is bounded. Hence 0X

€ is bounded, which implies 

lim (<pe - <p°) = lime 0^ = 0. 
€-•0 €->0 

This holds uniformly on [0, tx] X K By Lemma 2.1, | |^ - | ° | | t tends 
to 0 in probability as e —» 0. Moreover, r tends to t in probability. 
Therefore, 

lim Ex [ D€(s) tr a<p°xx ds = P D°(s) tr a x ^ ds, 
€-+o J o Jo 

D°(«) = exp J ' A°(s - u9 Ç>(u)) du, 

where tr a<pxx on the right side is evaluated at (t — s, £°(s)). From 
the method of characteristics the right side is then the desired solution 
of (4.3°) when k = 1. Thus, by (4.6), 0xe-> 0X as € -» 0. The conver
gence is uniform on [0, £j X K This proves Theorem 4.1 for k = 1. 

The proof now continues by induction on k. Again by Lemma 2.2, 
we have 

0kit,x)= Ex J ' Dis)[Tk<+ t ra( «*_!)*,] ds 

(4.8) ° 
+ Ex[DÌT)6kÌt-T,£(T))]. 

Since <p€ is bounded, \6k
e\ = Cke~k for some Ck. This, together with 

(4.7), suffices to show that the extreme right hand side of (4.8) tends to 
0 as € —» 0. Using the induction hypothesis, it can be shown that IV 
tends to rfe° uniformly on compact sets. It then follows as before that 
0fc

e—» 6k uniformly on [0, £x] X K as € —> 0. This proves Theorem 4.1. 

REMARK. In Theorem 4.1 we imposed conditions which insure that 
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(p€ is uniformly bounded for bounded t. The same method would give 
the expansion (3.5) under any weaker set of assumptions which guar
antee that the solutions (p€ of (4.1e)-(4.2) are uniformly bounded on 
compact sets. 

EXAMPLE. Consider the equation in 1 space variable 

(4.9) _ ^ « + € ^ + F ( ^ ) = 0 . 

Then a(x) = 1, f(x) = 0. For e = 0, <p° is a solution of the ordinary 
differential equation <pt° = F(<p°), depending on x as a parameter. 
The function 0l is a solution of the linear ordinary differential equation 

(»!),= F V ) » l + *»?,• 

One interpretation of equation (4.9) is as a simplified model of popula
tion growth with small difFusion. The population is distributed along 
an infinite linear habitat, and <p€(t, x) represents the population density 
at place x and time t. Typical choices for F are F(<p) = rrup (linear 
growth rate) and F (<p) = mx(p — m2<p2 (logistic growth rate). Another 
equation of type (4.9) arising from a population genetics model with 
diffusion was considered in [ 12]. That model neglects the effects 
of random sampling of genes in a population of finite size. 

Expansion of Ex$[&(t)]. We now apply Theorem 4.1 to obtain the 
expansion (3.5) already announced in §3. There is a slight technical 
difficulty because we do not know, under the rather mild growth 
assumptions (3.1), that the function <p€ defined in §3 is actually a solu
tion of the partial differential equation (4.1€). 

THEOREM 4.2. If <I> satisfies assumptions (3.1), then the expansion 
(3.5) holds for <p€(t, x) = Ex&[fje(t)] uniformly for (t, x) in any compact 
set. 

PROOF. Step 1. Suppose for the moment that f or,<I> are bounded 
together with their first and second order partial derivatives. Results 
about smooth dependence of solutions of stochastic differential equa
tions on the initial state x then imply that <p€ has continuous partial 
derivatives (pt% <pj, <p*.v, and satisfies 

- < p , e + X€<p€= 0. 

See [9, Chapter VIII.5] or [10, Part I, §11, Theorem 1]. Moreover, 
||<pf|| S ||*||. By Theorem 4.1 with F = 0, expansion (3.5) holds uni
formly on compact sets. 
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Step 2. Now let 4> be as in Step 1, while / , a satisfy (2.3)-(2.4). 
Choose fm, am satisfying the conditions in Step 1 for m = 1, 2, • • -, 
such that fm = / , orm = cr for x £ Gm, where Gm is an expanding 
sequence of open sets with union Rn. Let 

<pmÌt,x)= Ex*[fw«(*)], 

where £m
€ satisfies (2.16) with fm, <rm replacing / , a. These solu

tions can be so defined that £m
€(t) = £€(t) for 0 ^ ^ Tm

e, where the 
exit time rm

c from Gm tends to infinity as m —> » . The following 
stronger estimate holds, in fact. Given a compact set K and tl7 fix 
G^^ G with fx large enough that the situation in the proof of Theorem 
4.1 holds. Let r be as in Lemma 2.2. Then 

<Pm(t,x) = Ex<pmit - r, £ (T) ) , m^ II, 

for x G G .̂ Moreover, ||<pm
e|| = ||4>||. Let m—> °° ; by dominated con

vergence 

<p\t, x) = E ^ t - T, f (T)). 

When T = *, <pM
e = <pe = <I>. Thus 

M t * ) - ^ ^ ) I = 2 | |* | |PX(T<0 

for x G G. By (4.7), if x E K, 0 ^ t ^ t b then 

M ^ x ) - ^ ( f , x ) | = o(€*) 

for any k. Since expansion (3.5) holds for tp^, it also holds for <pe, uni
formly on [0, tx] X K. 

Step 3. It remains to remove the assumption that <ï> is bounded. 
Choose 4>m bounded for each m = 1, 2, • • *, such that <I>m = 4> in Gm 

and |4> m | g |<D|. Let 

ïmit,x)= E&n[€Ìt)]. 

Then by (3.1a) and dominated convergence, <pm
e—» <p€ as m ^ oo ; also 

^„u^i^-Ma + ̂ vt«*)]1). 
By formula (A.2), the right side is bounded for (t, x) in any compact 
set. A repetition of the reasoning in Step 2 shows that 

\^Ìt,x)-(pÌt,x)\^2MlPx(r<t), 

for suitable Mv. Consequently, by (4.7) 

\^{t,x)-<pÌt,X)\=0(€k) 
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for any k. Since expansion (3.5) holds for <^e, it also holds for <p€, uni
formly on [0, ti] X K. This proves Theorem 4.2. 

5. Results for stopped processes. Let us consider now the autono
mous form of (4.1e): 

(5.1e) isp* + F(x, <pe) = 0, xŒB, 

with boundary data 

(5.2) <pix) = ®(x), xŒdB. 

Here B is a given open set. For e = 0, we get the first order equation 

(5.1°) X°<p° + F(x3<p°) = 0. 

The method of characteristics gives a C00 solution to (5.1°) with the 
boundary data only for x in certain portions of B for which the trajec
tories i° exit from B nontangentially. More precisely, let O be an 
open set, N = O D B, such that: 

(5.3) (i) N H dB is a C °° manifold; 

(ii) if x G N, then for the solution £° of (2.1°) with 
£0(0) = x we have £°(t) G N for 0 S t S r° and 
£°(T°) not tangent to dB at f0(r°). 

The method of characteristics defines a C00 solution >̂° to (5.1°) in 
N, with <p° = O on N H dB. 

We suppose that >̂e is a bounded solution of (5.1€)-(5.2), of class 
C2 in B and continuous in the closure B. We seek an expansion (3.5) 
valid in N, where the coefficients 6i(x), 02(x), ' ' * satisfy in N the first 
order partial differential equations obtained by putting ( 6k)t = 0 in 
(4.3°). For boundary data, 0k(x) = 0onNDdB. 

Formula (3.5) is the "regular expansion" in the theory of singular 
perturbations [4]. 

The proof of the following lemma is elementary. To emphasize the 
dependence on the initial data x, we write in this lemma r° = r°(x). 

LEMMA 5.1. Let K he a compact subset ofN, and tl > T°(X) for all 
x 6 K Let r = r(x) denote the minimum of tl and the exit time of 
& from N. Then given 7) > 0 there exists a > 0 such that ||fe — f°jjfl 

^ a implies &(T(X)) E dB and \T(X) — T°(X)\ < rj. 

LEMMA 5.2. If there exists M such that \<p€(x) | â M for all x G N, 
then the expansion (3.5) holds uniformly on any compact subset of N. 

To prove Lemma 5.2, only the following slight changes in the proof 
of Theorem 4.1 are needed. Define r as in Lemma 5.1, and 6k

€ as in 
§4. We have as in (4.8) 



422 W. H. FLEMING 

ekÌx) = Ex JT
o D ' ( s ) [ i y + traiO^U dx + Ex[Dir)6kit(T))], 

where the integrand is evaluated at £€(s). When £e(r) G dB, 
Ok€[£(T)] = 0; and | ek

f[^(r)] | ^ Ck€~k when £(r) $ aß. Let a ^ 
minimum distance to B — N from any point £°(s), 0 ë 5 ^ i b o n a tra
jectory £° starting from x G K. Then 

(5.4) W ( T ) $ dB) ^ 2n expC-ac-^A) 

for small e, by Lemma 2.1. Moreover, by Lemmas 2.1 and 5.1, 
||£e — Ç°\\ti —•• 0 and T—> r° in probability as e —» 0, uniformly for initial 
data x E K By the same reasoning as for Theorem 4.1, dk

€(x) —» 0k(x) 
as € —> 0 uniformly on K. This proves Lemma 5.2. 

For the homogeneous equation 

(5.5€) £sp* = 0 in B 

with (p€ = 4> on dB, the maximum principle for elliptic equations 
implies that \\(pe\\ = ||4>||. Therefore, by Lemma 5.2: 

THEOREM 5.1. Let <ï> be bounded, and let N satisfy (5.3). Then the 
expansion (3.5) holds for bounded solutions of (5.5€)-(5.2), uniformly 
on each compact subset ofN. 

We note that, for some choices of f Theorem 5.1 cannot be applied. 
At points y G N D dB, we must have f(y) • v(y) > 0, where v is 
the exterior unit normal to dB at y. One possibility examined in [20], 
is when f(y) • v(y) < 0 for all y EL dB. In this case the drift term in 
(2.1€) impedes the movement of £€(t) towards dB. It is found in [20] 
that under certain assumptions <p€(x) tends to 4>(j/*) as e —» 0, where 
y* is a point of dB making a certain functional on the unperturbed 
system trajectories minimum. 

We next turn to the inhomogeneous equation. To obtain the result 
in this case an additional assumption about the mean exit time starting 
from any point in B is needed. 

THEOREM 5.2. Assume that: (1) F,4> are bounded; (2) N satisfies 
(5.3); and (3) EXT€ = Ce~l for all x G B, where r€ is the exit time of 
£€(t) from B. Then the expansion (3.5) holds uniformly on each com
pact subset of N. 

PROOF. Let K be a compact subset of N. There exists Nx with prop
erties (5.3) such that K C Nx and Nx C N. We show that <pe is uni
formly bounded on Nx. The theorem will then follow from Lemma 
5.2, with N replaced by Nl there. 
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First of all, by Lemma 2.3 

rfx) = Ex J*' F{tis),<pitis))] ds + E&lWr)]. 

By assumptions (1) and (3) the crude estimate 

holds for some C^ For x GÈ NÌ9 we next let r = min(f1? exit time of . 
€€(t) from IV), where tl > r°(x) for all x GE Nx. Again by Lemma 2.3, 

<p<(x) = Ex £ F [«*) ,?•(«*))] ds + E J ^ r ) ) ] . 

For t{r) G dB, <^(£c(r)) = 0 ( ^ ( T ) ) . Then 

\<pix)\ ^ t.WFW + \M + | H | P , ( « T ) $ aß). 

Let ö ̂  distance (Niy B - N) be small enough that ||£€ - f°|| t i S a 
implies f €(T) G dB (Lemma 5.1). By Lemma 2.1 and (* ) 

I M I W ( T ) $ d B ) = C1€-12nexp(-0€-1 /2 \ ) , 

which tends to 0 as e —> 0. Hence, \<p€(x) \ ̂  M for all x £z Nx and 
suitable constant M. This proves Theorem 5.2. 

REMARK. The proof shows that, instead of (3) we could equally well 
assume that 

EXT€ = Ce ~p for some p > 1. 

It remains to discuss condition (3). Roughly speaking this condition 
is satisfied if the drift term / in (2.1e) does not have too strong a 
tendency to keep £€(s) inside B. For instance (3) cannot hold if there 
is some Bx C B such that f(y) • vx(y) < 0 for all y G dB1? where 
vY is the exterior unit normal to dBx at y. Suppose, however, that 
there is a function h such that: 

(5.6) (i) In B, h is C2 and h(x) è 0; 

(ii) In B, h is continuous and bounded; 

(iii) J!€h = — ce in B, where c > 0. 

By Lemma 2.3, 

h(x)= -Ex f ^h[€Ks)] ds+EM&r*)], 
J o 

h(x) = ceExT
€. 
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This gives the bound EXT€ ^ c~~1e~lh(x). Therefore, the existence of h 
with properties (5.6) implies condition (3). 

EXAMPLE. Let n = 1, B = (a, h) a finite interval. Suppose a(x) > 0 
on [a, b], f(x)<0 for a ^ x < x, f(x)>0 for x < x ^ b. 
Choose h with h(a) = h(b) = 0, h" < 0, h'(x) = 0. Since fh' g 0, 

^ / i = ea(x)/i" + / (x)h ' ^ ea(x)fc" ^ -ce 

for some c. There is a regular expansion on [a, x{) and also one on 
(x2, fo] if xx < x < x2. By Theorem 5.2 with F = 1, Exre is bounded 
except for x near x. However, if x = x (an unstable critical point for 
the unperturbed system (2.1°)), EXT€^> <*> as e —> 0. 

6. Population genetics models. In population genetics theory, 
several factors are considered as affecting the change in genetic make
up of a population with time. Among them are selective advantages 
held by individuals of one genotype over another, and rates of new 
mutations and of migration between habitats. Another factor is the 
random fluctuation in gene frequencies due to sampling at each genera
tion. When the population size N is so large that it can be taken as 
infinite, this factor is negligible; a deterministic model is then appro
priate. However, for finite population size N a stochastic model is 
more appropriate. 

The following model, taking into account finite population size has 
been studied considerably [2, Chaps. 8, 9] . Consider one gene locus 
at which genes of either type Al or type A2 may occur. In a diploid 
population (chromosomes in pairs) the three possible genotypes are 
AxAi, AlA2, A2A2. Let x denote the frequency of gene Ax initially, and 
£(t) the frequency of gene AY in the fth generation (0 ^ £(£) = 1). The 
gene frequency process £ is modeled as a Markov chain, which is then 
approximated by a 1-dimensional diffusion process. The generator 
of this diffusion turns out to be of the form 

(6.1) Jl<i> = - L x ( l - xft" + [x(l - x)i(x) + L(x)]<f>', 

where £(x) = cxx + c2, L(x) = c3x + c4 are linear functions. (Actually 
in (6.1) instead of N one should put the effective population size Ne.) 
The constants cu c2 depend on the relative fitnesses of the three geno
types AxAly AYA2, A2A2. When these are equally fit (no selective ad
vantage), I = 0. The constants c3, c4 depend on rates of new muta
tions of Ax to A2 or vice versa, or of migrations between the population 
in question and some outside pool of genes. When the effects of new 
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mutations and migration are ignored, L = 0. In the notation of the 
previous sections, I. = J?€, è = fe, with 

(6.2) e=-±jM*) =x(l- x), f(x) = x(l - x)l(x) + L(x). 

It is assumed that N is constant (not dependent on t). 
The probability distribution of £(t) has been calculated in several 

cases, as an infinite series involving classical special functions [2, 
Chap. 8.4-8.6]. Instead of the probability distribution itself, one 
often wants expectations Ex4> [£(£)] for various functions <I>. In many 
instances these expectations can be found (exactly or approximately) 
more directly, with the aid of formula (3.2 '). To illustrate this, we give 
two examples. In the second example we get at the same time, a 
known approximation to the smallest eigenvalue associated with the 
problem. 

EXAMPLE 1. Suppose H(x) = 0, f(x) = L(x). In population genetics 
literature, the selection pressures are then said to be linear. Let 

tit) = Ej(t) 

H(t) = Ej(t)(l - £(*)). 

Then fi(t) is the mean gene frequency at time t; the quantity 2H(t) is 
called the heterozygosity at time t. From [JL, H one also knows the 
variance v(t) = /*(*) - H(t) - fi(t)2. By (3.2') with #(x) = x, 

^L = Ex<b = Ef 
di J 

Since f = L, fi satisfies the differential equation 

d/x 

To get a differential equation for H, we take 4>(ac) = x(l — x). Then 

^ = EXJ® = EJj* ') + eE,(o3>"), 

f® ' = c4 - (c3 + 2c4)x + 2c3x(l - x), a&" = -2<ï>, 

^§ = c4 - (c3 + 2c4)/x + (2c3 - 2c)H, H(0) = x(l - x). 

In case / = 0 (no selection pressure), this gives in particular the well 
known rate of decrease of heterozygosity H(t) = H(0)exp( — tl2N) 
since 2e = (2N)"1. See [2, p. 329]. 
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EXAMPLE 2. Suppose L = 0, f(x) = x(l — x)Z(x). In this case 
new mutations and migrations are neglected. The nonlinearity of / 
makes matters more difficult. Let us indicate a technique for calculat
ing the mean heterozygosity approximately when I « . e (i.e., 
NU <K 1). For simplicity we carry out the calculations only when 
Ci = 0, £ = constant. In genetical terms, this means that the fitness 
of the heterozygote AYA2 is the average of the fitness of the two homo
zygotes AXAX and A2A2, [2, p. 396]. Besides the function H in 
Example 1, we introduce two other functions 

Hx(t) =Ex(fit>') = * £ , ( » ' ) , 

H2(t) = EJf>) = £*£/&* 

<&(*) = a(x) = x(l — x), 

where each expression inside an expectation Ex is evaluated at £(t). 
After calculating J!(<M> '), £<t>2, and using (3.2 ') we get 

- V 1 = £2H - 66Hx - 6H2, 

= 2€£2H - 12€JF/2 + 2£,3EX(<D2<I>'). d#2 

Since I <3C €, it can be seen that the term 2&3E(<I>2<1> ') can be neg
lected. One has then three linear differential equations for H, HÏ7 H2. 
The solutions are linear combinations of exponentials eKi\ where 
Ài, A2, A3 are the characteristic roots of the coefficient matrix 

1 0 

- 6 c - 6 

0 -12c 

They satisfy the equation 

0 = (A + 2e)(\ + 6e)(A + 12c) - £2A. 

If we denote by Ài the root of smallest absolute value, then with the 
aid of the implicit function theorem one finds that approximately for 

*' = - w ( 1 + f ( M ) 2 ) -
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For |Xi |̂  large, the mean heterozygosity 2H(t) decreases exponentially 
at rate nearly |Xi |. Another interpretation for |Xi| is as the smallest 
eigenvalue of a boundary problem for the forward partial differential 
equation of the £ processes, stopped when the gene frequency (j(t) 
reaches either endpoint of the interval [0,1] . This follows from an 
asymptotic formula [2, p. 397] for the probability density of i(t) when 
|AI|£ is large. Our formula for Ai agrees with the one in [2, p. 
398]. 

If £ is not constant, the same technique leads to five linear ordinary 
differential equations. 

If € <3C £ (i.e., N£ » 1), the mean heterozygosity in Example 
2 could be estimated using the expansion (3.5) in powers of e. Times 
t of order £ ~l are of interest in this case; for larger times the gene 
frequency £(t) has reached 0 on 1 with probability very nearly 1. 
(When € <3C £, the accuracy of the diffusion approximation to the 
genetical model is in doubt.) 

Other questions about the gene frequency process f can be 
answered by solving an ordinary differential equation 

(6.3) 1$ + g(x) = 0, 0 < x < 1, 

with given data for (f)(0) and 0(1). Here JL is the second order operator 
in (6.1). As in Example 2 we take / = £x(l - x). If g = 0, 0(0) = 0, 
</>(l) = 1, then <j)(x) is the probability that gene A2 becomes extinct 
eventually when Ay initially has frequency x. If g(x) = 1, 0(0) = 0(1) 
= 0, then 0(x) is the mean time until Al or A2 becomes extinct. If 
g(x) = x(l - x), 0(0) = 0(1) = 0, then 

0(x)= J J Ej(t)(l-{(t))dt 

and 2N0(x) is the total mean number of heterozygotes. 
An effective solution of the seemingly innocuous equation (6.3) is 

not generally easy. However, 0(x) is known at least approximately for 
various cases of interest [11, Chap. 1] [15]. We discuss here some 
cases when 0(x) can be found approximately from the expansion in 
§ 5, when e = (4N)"1 is small. Let us take as boundary data 0(0) = 
0(1) = 0. Then the probabilistic solution 0 of (6.3) is 

(6.4) <t>(x)=Ex fTo g [£(*)] dt, 

where r is the time when f(f) first reaches 0 or 1. Let the relative fit
ness of the three genotypes AxAl7 A{A2, A2A2 be respectively 1,1 — hs, 
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1 — 5, where s > 0. Then £(x) = s[h + (1 — 2h)x] ; in our previous 
notation, cY = sh, c2 = s(l — 2h). 

Case 1. 0 ^ h ^ 1. Then £(x) > 0 for 0 < x ^ 1. If g(l) ^ 0, there 
is no regular expansion (3.5) of <p(~<pe) in powers of e. In fact, the 
first term in such an expansion could not be finite, since 0 < £°(t) < 1 
for every t and f°(£)—»1 as t-+ oo. Let us assume, therefore, that 
g(l) = 0, and show that there is a regular expansion (3.5) on [b, 1] for 
any b > 0. Let us divide (6.2) by 1 — x, obtaining 

_/>*<£ + g* = o, 0 < x < 1, 

X*j> = €X</>" + XSL(X)4>\ g(x) = (1 - x)g*(x). 

Consider, instead of £, a new diffision £* writh generator _/*, /*(x) = 
x£(x), a*(x) = x. The assumptions (5.3) are satisfied by f* on (£>, 1]. 
By the Remark after Theorem 5.2 there is a regular expansion on 
(b, 1] provided EXT* = Ce2 for some C, and for 0 < x < 1. Here r* 
is the exit time of £*(t) from (0,1). Let 

i//(x) = €2Exr*, m(x) = e" 1 J % ) dj/. 

Since I > 0, m is increasing. Moreover, 

(#) i//" + ro>' + — = 0 . 

The following function i// is also a solution of (#): 

f* r fy em{z) — 1 l 
i//(x) = - e J e-m(y> J dz+ log j / <%. 

By the mean value theorem, monotonicity of m, and m ' = e ~ L£, we 
have 

pm{z) I 

- — • 7 - ^ - è e - ì \ \ l \ \ e m ^ . 

It follows that |$(x)| ^§ (1/2)C, for some C not depending on €. Then 
(1/2)C + i/J is a nonnegative solution of (#). Since i// is also a solution 
of (#), with i//(0) = ^(1) = 0, we have <fr ^ (1/2)C + i£ ^ C. Thus 
Exr* ^ C e - 2 as required. 

Ca«e 2. h > 1. Assume that g(0) = g(l) = 0, and divide (6.2) by 
x(l — x). Then 

_/>**</> + g** = 0, 0 < x < 1, 

_/>**</> = €<l>" + £(*>£', g(x) = x(l - x)g**(x). 
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This is the situation in the Example at the end of § 5, if we take a = 0, 
b = 1 there a**(x) = 1, f**(x) = £(x), x = h(2h - l ) " 1 . In this 
case, there is a regular expansion about each of the endpoints 0 ,1 . 

Case 3. h < 0. The heterozygote AXA2 is more fit than either 
homozygote (overdominance). The term f dt in (2.1e) has a strong 
tendency to drive £(t) toward x, which is a stable equilibrium point 
when € = 0 (in Case 2, x is unstable). The mean exit time EXT€, 

for x outside a neighborhood of the endpoints 0 ,1 , is at least of order 
exp(c€ -1) for some c > 0. There is no regular expansion. On the 
contrary, from (6.4) one can see that </>(x) is also extremely large if 
g(x)> 0 f o r 0 < x< 1. 

Multidimensional genetic models. The model considered above 
dealt with two kinds of gene Ax or A2 (called alleles) at a single locus. 
The resulting diffusion is 1-dimensional, if the population size N is 
assumed fixed. Models leading to multidimensional diffusions arise in 
several ways. For instance, the diffusion approximation will be multi
dimensional in case of several alleles at a single locus, or if more than 
one gene locus is considered, or if different gene frequencies at dif
ferent habitats are taken into account. 

If X denotes the generator of an n-dimensional diffusion approxima
tion in one of these models, frequently the second order coefficients 
otij(x) are quadratic in x = (xi9 • • •,*„). If, moreover, / is linear, 
then the means and covariances of £i(£)> * ' *> €n(t) satisfy first order 
differential equations. These equations are found in a way similar to 
that for Example 1, § 3 and Example 1, § 6. There are also interesting 
results for 2 locus models. In particular, the mean and variance of 
the linkage disquilibrium have been computed, by methods in the 
same spirit as for Example 2, §6. See [11, Chap. 7]. However, it 
seems that much remains to be done in the study of multidimensional 
genetic models. 

APPENDIX 

We outline here proofs of some statements made in § 2. It is always 
assumed that 0 = € ^ 1. For notational simplicity, we write in the 
Appendix £e = £ Xe = X, not showing their dependence on e. 

First of all, given any smooth coefficients f, a, a solution of 
(2.1e) can be constructed in the following way, up to some "explosion 
time" r °°. Let Gx C G2 C • • • be open bounded sets with union Rn, 
and fm,<Jm satisfying the Ito conditions for m = 1, 2, • • • such that 

fm(x) = /(*), <*m(*) = <r(x), x G Gm. 

For these coefficients there is a solution process £m. Moreover, if 
xGG^ with fi < m, then with probability 1, ^(t) = èm(t) forO^t^ 
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Tß where Tß is the exit time from GM. See [3, Chap. 11, §3] . Define 
T°° as the limit of the monotone sequence rm, and £(t) = £m(t) for large 
enough m and 0 ^ t < r °°. It is known that assumptions (2.4a)(2.4c) 
guarantee that r °° = oo , and in fact that ExV[£(t)] < oo for any £ ^ 0. 
See [13, Chap. II.2, Chap. III] . For completeness, we include the 
following proof. Take 

fm = fßm2, (ym = °ßm, G m = {X \ V(x) < îïl}, 

where O S ^ g l , ßm(x) = 1 for x G GTO, /3m(x) = 0 for x $ Gm+1. 
The generator _/m of the process £m satisfies _/m = ßm

2X, and hence 
. /mV â M(l + V) with the same constant M in (2.4a). Let 

p r o ( t ) = E , V [ U ' ) ] . 

From the Ito stochastic differential rule we have (as in formula 3.2) 

P»(0 = Pm(0) + fo ExlmV[Us)} ds, 

and therefore by (2.4a) 

pjt) g pm(0) + M fo (1 + pro(s)) ds. 

Since pm(0) = V(x), Gronwall's inequality gives the bound inde
pendent of m: 

(*) Pm(t) ̂  (V(x) + Mt)eMt. 

Let 

W(t, x) = eMtV(x) + eMt - 1. 

Then -Wt + 4 W ^ 0 , which implies that W(t - s, fm(s)) is a non-
negative supermartingale. Therefore, 

Px ( max W(t - s, Us)) ^ m) ^ — ExW(0, £m(') ) . 

The right side is m~lpm(t). Since V = W and rm is the exit time from 
{ V < m}, 

F , (T m >^)gm- 1 p r n (^) -

By (*), Px(Tm> *)->0 as m-> oo. Hence r°°= oo. Since V[ijm(t)] 
= V[£(t)] for large enough m (with probability 1), Fatou's lemma to
gether with (*) imply 

(A.l) ExV[S(t)] ^ (V(x) + M*)eMf. 
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Let us next show, for any positive integer £, a similar estimate 

(A.2) EXVZ[£(*)] ^ (V\x) + M£ t)eM^. 

For this it suffices to show that V1 also satisfies (2.4a) with some con
stant M £. By direct calculation, 

XV1 = IVs--1XV + £(£ - l)V*-2V,aVx. 

By (2.3), \a(x)\ S M2(l + |x|)2; while by (2.4b) 

( 1 + |x | ) 2 |V , | 2 SM 2 ( l + V)2, 

V * " 2 V ^ V x g V*-2 |Vx |2 |a|, 

which gives with suitable Ml 

XV1 S M£ (1 + V"), 

as required. 

PROOF OF LEMMA 2.1. Given any compact se tKCR n and tx > 0 let 
Kx be the compact set consisting of all points f°(s), 0 ë 5 § fb on the 
solution £° of (2.1°) starting from some x Œ K. Given a > 0 and 0 S 
£ = *i, Px(||£

e — f°||* > a) is unaffected if we change f,a outside the 
a-neighborhood of Kx. Hence we may assume that f,a are bounded 
and Lipschitz on Rn. 

Let us write (2.1e), (2.1°) in integrated form with the initial data (2.2) 
and subtract them. We get 

m - Wt) = fo [f(iis)) - /(*»(*))] ds + e'TO, 

J o 

By standard estimates, 

where A: is a Lipschitz constant for f. Thus, 

n\\£ - *°||, > a) =1 Px(e"z\\C\\te«> > a). 

To estimate the right side, we use an exponential martingale inequality. 
For y G Rn with |y| = 1, let 

Then [16, p. 25] 
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Px(maxX(s) > c ) ^ r c , 

Since a is bounded, |ya | 2^i B for some B. Hence y£(s) > c + Bt 
implies X(s) > c. Take y = ±eh where ex, • • % en is an orthonormal 
basis for fìn. Then \\ç\\t > d implies maxo<iS^y£(s) > n~md for at least 
one of these 2n choices fory. By taking d = nll2(c + Bt), we get 

P*(||£||( > nI ,2(c + Bt)) g £ [PJmaxUs) > c + Bt) 
i = l 

+ Px(mink(s) < -c - Bt)] ^ 2ne~c. 

Take 

c = 0€- 1 / 2 X ? X = ^ n - 1 / % - k f i . 

For small enough €, 

n"2{c + Bf) ^ a€ - i / 2 e -^ 0^t^tl9 

Px(\\t - €% >a)^ Px(\\C\\t > n"*(c + Bt) g 2n exp(-fle-^X). 

This proves Lemma 2.1. 

PROOF OF LEMMA 2.2. Step 1. Suppose that A, i//(, i//x., i//v.x are con
tinuous and bounded everywhere. Then 

d(Dilß) = (dD)ifj + Ddty, 

where i// is evaluated at (t — s, £(s)) for fixed t. The ordinary product 
rule holds since the paths D( • ) are C1 functions of time. Now 

dD = AD ds, 

dty = (-tyt + X$)ds+ (Ze)ll2\\ix(jdw, 

d(Difj) = D[-ifft + £ty + Ai//] ds + D(2eyi2il/Xadw. 

We take Ex Jo of both sides, and use D(0) = 1, £(0) = * > a n d (2-5). 
Since D\fßxa is bounded and r nonanticipative 

Ex Dèx<7 dvo = 0. 
J o 

This gives (2.6) under our present assumptions on A, i/it, • • •. 

Step 2. To obtain (2.6) under the assumptions in Lemma (2.2), con
sider open sets G / , G2\x * * ' with union G, Gm ' C G^+1, and Gm ' 
compact. There exist Am, i//m satisfying the assumptions in Step 1 and 
agreeing on Gm ' with A, ifß. Then (2.6) holds with r replaced by 
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rm ' = min(t, exit time of f(s) from Gm '). Moreover, Tm ' increases to r 
as m —» oo. We get (2.6) from the dominated convergence theorem. 
This proves Lemma 2.2. 
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