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STABILITY AND BIFURCATION IN FLUID DYNAMICS 
KLAUS KIRCHGÄSSNER AND HANSJÖRG KIELHÖFER 

1. Introduction. During the last decade some of the instability 
phenomena in fluid dynamics discovered in the famous early experi­
ments of Bénard [3] and Taylor [59] have found a mathematical 
interpretation in the proof that the stationary Navier-Stokes boundary-
value problem is not in general uniquely solvable. Even for moderate 
values of the underlying similarity parameter (Reynolds number, 
Rayleigh number), infinitely many solutions exist which bifurcate from 
some basic flow at definite values of this parameter. The mathematical 
interest in this subject was stimulated by the paper of Veite [61], who 
proved by topological arguments the existence of bifurcating solutions 
for a certain convection problem. Later, Iudovich obtained the most 
complete results yet known for the Bénard and the Taylor problem 
([21] —[24]). Closely connected to bifurcation phenomena is the 
question of which, among the many solutions, is the one actually ob­
served. This is generally believed to be a stability problem. The 
fundamental result relating spectral properties of the Stokes equations 
and the stability of solutions of the Navier-Stokes equations is due to 
Prodi [45]. 

Simultaneous with the above-mentioned research, considerable 
effort was spent on the development of analytical methods for the 
study of those problems. Stuart proposed an amplitude expansion by 
which many of the results known today were obtained before they 
were rigorously proved [ 14]. Only recently has his method found 
mathematical justification to some extent [ 19]. 

This survey covers exclusively the mathematical part of bifurcation 
and stability in fluid dynamics, although other results are mentioned 
for comparison and stimulation of research. Another branch is 
excluded as well, time periodic motions of Tollmien-Schlichting type, 
since no concrete models are known for the theoretical results pub­
lished recently. 

The conception of this survey is to display the common functional 
analytic structure of the Taylor and Bénard problem. Most of the 
bifurcation models studied in fluid dynamics have the same structure. 
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Proofs are omitted where we believe them to be easily accessible in 
literature. Some new results on the class of possible solutions for the 
Bénard problem (Lemma 2.1 and Corollary 2.2), and on stability and 
instability (Theorem 5.5 and Corollary 5.4) are reported. 

In §2 the explicit equations for the Taylor and the Bénard models 
are given and, in the latter case, all possible solutions with cell 
structure are classified. In §3 a joint formulation of the two problems 
as an evolution equation is given (see (3.22)), and the properties of the 
operators appearing in (3.22) are listed. §4 contains a discussion of the 
stationary problem (Theorem 4.1), an extension to more general 
nonlinearities (Theorem 4.2), and special applications to the Taylor 
and Bénard models. In §5, stability and instability of a stationary 
solution is connected to the spectrum of the Stokes problem (Theorem 
5.5 and Corollary 5.4). Special applications follow. Finally we discuss 
the selection of certain cell sizes by a stability argument (Theorem 5.8). 

2. Two examples. In this section two examples are given which 
exhibit features typifying the bifurcation and stability phenomena 
encountered in fluid mechanics. These models are the "Taylor" and 
the "Bénard" model. The latter will be studied within the degree of 
accuracy ensured by the Boussinesq approximation. (For a mathe­
matical justification of this approximation, cf. Fife [15].) However, 
the Hilbert space formulation of the next section includes other models 
as well. 

The Taylor model. Two coaxial circular cylinders of infinite length 
with radii rx ' and r2 ' (fi ' < r2 ' ) rotate with constant angular velocities 
CU! and CÜ2. Due to the viscosity, an incompressible fluid rotates in the 
gap between the cylinders. With the notations p and v for the mass 
density and the kinematic viscosity, we introduce reference quantities, 
namely 

r2 ' - rx\ r /coi , (r2 ' - rx ')
2/i>, p W 2 

for length, velocity, time and pressure. Let 

(2.1) A : = f * , ' " ( r » , - f ' , ) , r,: = - ^ , i = 1,2, 
v r2 - rl' 

denote the dimensionless parameters; A is the Reynolds number. 
The Navier-Stokes equations for incompressible flows (cf. [54]) 

govern the motion of the fluid. Introducing r, <p, and z, the corre­
sponding velocity components for v = (vr, v ^ vz)y and the scalar pres­
sure function p, one obtains a solution independent of À, called the 
Couette flow: 
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fr V °(o)2 

t>° = (0, t ? / , 0), p°(r) = * KPJ dp + const, 
J h p 

(2.2) t,,<> =ar+ b/r, a = - ± - ^ ^ ^ , 

1 (C0i - C 0 2 ) n 2 ^ 2 2 

b = -2 . 

For small positive A this solution is unique and asymptotically stable 
in the large [53]. As shown by Synge in [58] the Couette flow is 
locally stable if a ^ 0, u / ^ 0 (cf. also [30] ). If v^ changes sign, 
the spectrum of the linearized part of the boundary-value problem 
is as yet unknown. Thus, we restrict attention to the case a < 0, 

As A grows, various types of fluid motions are observed, the simplest 
of which is periodic in z and independent of <p (Taylor vortex flow). 
Existence and quantitative behaviour of this flow can be derived by a 
bifurcation argument. We restrict the considerations to <p independent, 
z-periodic solutions of the Navier-Stokes equations (for more general 
flows see [10]), and require that the solution v be invariant under 
the group of translations TY generated by z —> z + 27r/cr, <p —»• <p + 2TT, 
cr > 0. For later use the initial-value problem is formulated for a 
general "basic" flow V = ( Vr, V„, Vz), P. Setting 

Dt = 

V + u, p= P + q 

d „ / d 
dt ' *-(-h-«-k) 

(2.3) 

dr2 r dr dz2' 

Ä« = (A- (1 - 8i3)lr
2)8ik, 

L%(V) = ~2V,8il82klr + (Vr82k + Vv8lk)8i2lr, 

L(V)u = V\V)u + (V • V)u + (u • V)V, 

Q(u)i = — u^SiJr + u^uT8i2W, 

N(u) = (u -V)u+ Q(u), i, k = 1,2, 3, 

where i = 1,2,3 corresponds to r, <p, z, one obtains the following 
initial-value problem (cf. [54] ): 



278 KLAUS KIRCHGÄSSNEH AND HANS JÖRG KEILHÖFER 

(a) Dtu - Äu + XL(V)u + XV</= -kN(u), 

(2.4) (b) V • u = 0, tt|r=ri>r, = 0, u(Tx, t) = u(x, t), T G T„ 

(c) « U = « ° . 

For V = v° the linear differential operator L(V) is denoted by L. 

L = L(t>°), 
(2.5) 

Lifc = - 2v^8ii82klr + 2aôi2ôlfc. 

Ample experimental evidence shows that for Reynolds numbers X 
greater than some Xl5 the Couette flow (2.2) becomes unstable, and a 
new rotationally symmetric stationary flow is observed, which is 
periodic in the axial direction with a well-defined period p0

 = Znl&o-
The particle trajectories are on tori forming a system of closed vortices 
(Taylor vortices). These vortices become again unstable for sufficient­
ly large X and a "wavy" vortex pattern appears, the wave number 
depending on X. Further increase of X generates more and more com­
plex flow patterns and eventually turbulence (cf. [10], [8] ). 

Mathematically, only the simplest part of this phenomenon is 
understood, namely the appearance of the vortex flow. The linearized 
stationary problem (LSP), obtained from (2.4) by setting Dt = 0, 
V = v°, deleting (2.4)(c) and the right side of (2.4)(a), has, for almost 
all a > 0, countably many real values Xj j = ± 1, ± 2 , • • -, for which 
0 is a simple eigenvalue of the LSP; furthermore, X_j = kj, |XJ + 1 | < 
|Xy|. Eveiy (XJ? 0) (0 denotes the zero element of the underlying func­
tion space) is a point of bifurcation for the stationary problem 
(Dt = 0 in (2.4)). However, the only bifurcation point of physical 
significance is (X1? 0). Two nontrivial solutions of the stationary prob­
lem emanate from this point. They are Taylor vortex flows differing 
only by the orientation of the trajectories along the torus. Stability 
and instability are determined by the geometric behaviour of the 
branches. Branching to the right (left) implies stability (instability) 
within the class of solutions of (2.4) for fixed a (§5). 

The selection of a well-defined period p0, as observed in experi­
ments, depends on the shape of the curve Xi(cr). If a is not a local 
minimum of X^o-), the solution u can be embedded into a function 
space where it is unstable (§5). Thus, if X^a) is strictly convex, an 
assumption strongly supported by numerical calculations, the local 
minimum <r0 gives the only stable mode of the secondary flow. 

The Bénard model. The second problem to be studied in detail is 
quite analogous to the Taylor model. However, the class of possible 
flow patterns is richer and can be characterized algebraically (Lemma 
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2.1). Furthermore some more information about the bifurcation be­
haviour can be obtained since the linearized stationary problem is 
selfadjoint. 

A viscous fluid in the strip between two horizontal planes moves 
under the influence of the viscosity and the buoyancy force, where the 
latter is caused by heating the lower plane. Denoting the constant 
temperatures of the upper, resp. lower, plane by T1? resp. T0, T0> Tl7 

the gravity force generates a pressure distribution which, for small 
values of TY — T0, is balanced by the viscous stress, resulting in a 
linear temperature distribution. If, however, Tx — T0 is above a 
certain critical value a convection motion is observed. 

The convection takes place in a regular pattern of closed cells 
having the form of strips (rolls) or hexagons. The actual pattern ob­
served depends strongly on the physical conditions imposed, especially 
on whether rigid or free boundaries are involved. For a good survey 
of experimental, resp. analytical, results see [36], resp. [51]. The 
shape of the cells is determined as the manifold where the normal 
component of the motion vanishes. 

In this survey the Bénard problem is treated by using the so-called 
Boussinesq approximation whose essential feature is that variations 
in density are neglected throughout the equations except in the 
buoyant force term; furthermore all other physical quantities are con­
sidered to be independent of temperature. Perturbations of this 
model for small temperature variations have been given in [4], 
[37], [15], the lowest order approximation of which always 
coincides with the Boussinesq approximation. Thus, the points of 
bifurcation are unchanged; however, the qualitative behaviour of the 
branches may be rather different (see §5). A strict justification of the 
Boussinesq approximation for slow convection has been given in [15] 
under rather weak assumptions. 

Mathematically, the class of stationary solutions of the Bénard 
problem contains all cell patterns which form a complete covering of 
the plane: rolls, triangles, rectangles, and hexagons. That these are 
the only doubly periodic solutions of cell structure is proven in Lemma 
2.1. The preference for certain cell patterns cannot be explained 
within the Boussinesq approximation. Far-reaching numerical results 
obtained by power series expansions for models more physically 
realistic have to be used (see [4], [37] and §5). 

Let a, h, g, v, p, K be the coefficient of volume expansion, the thick­
ness of the layer, the gravity, the kinematic viscosity, the density and 
the coefficient of thermometric conductivity respectively and v/h, h, 
pv2lh2

y h2jv, T0 — T{ be the reference quantities for velocity, length, 
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pressure, time and temperature. The space vector x = (x1? x2, x3) and 
the velocity vector v = (t;l51>2, v3) are given in Cartesian coordinates 
where the x3-axis points opposite to the force of gravity, § denotes 
the temperature and p the pressure. The basic stationary solution 
ô> #o> Po n a s t n e form: 

(2.6) v0 = 0, p0(x3) = - ^ ( x 3 + a(T0 - 7\)), 60(x3) = - x 3 . 

As for the Taylor model the initial-value problem for the convection 
flow is formulated for an arbitrary reference flow V, T, P. Setting 

v= V + u, p = P + q, 0= T + 0, 

w = (tt, 0), 

A = ag(T0 - TJhyv2 (Grashoff number), 

Pr = K\V (Prandtl number), 

v = (d/dxi, a/ax2, a/ax3,0), 

a2 . a2 _ 
(2.7) 

/ a2 a2 a2 w l \ 

J^ik = - 8*38*4 ~ TT 8i48fc3, i, fc = 1, • • -, 4. 

L(V)w = L°u; + (V • V)u; + (u • V)V, 

N(w) = (u - V )u>, 

one obtains the following initial-value problem (cf. [54] ): 

(a) Dtw - Aw + kL(V)w + Vg = -N(u;) , 

(2.8) (b) V -u; = 0, i < = o , i = 0, 

(c) ti>|f==0 = u;0. 

For V = £>°, P = p0, T = 0O, the linear differential operator L( V) is 
denoted by L and coincides with L°. 

(2.9) L = L(v°) = L°. 

Problem (2.8) is not yet well posed; various invariance conditions have 
to be imposed to yield a definite cell pattern. Firstly, tv, q has to be 
doubly periodic, i.e., 

w(Tx,t) = w(x,t), 
(2.8d) 

q(Tx, t) = q(x, t), T G T1? (x, t) G R3 X R+, 
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where T{ is the group generated by the translations 

* ! - * * ! + 27r/a, x2 -> x2 + 2arlß, a2 + ß2 f 0. 

Moreover, the cell pattern is determined by 

u(Tx, i) = Tu(x, t), q(Tx, t) = q(x, t), 
(2.8e) 

Ö(Tx, 0 = 6{x, t\ T G T2, (x, ^ ) E R 3 X R+, 

where T2 is the group of rotations generated by 

cos co —sin co 0 

sin co cos co 0 | , co G (0, 2TT). 

0 0 1 

In addition to the boundaiy conditions (2.8b), w is required to satisfy 
(2.8d) and (2.8e). 

It is easy to show that all differential operators in (2.8a) preserve 
invariance under Tl and T2. We indicate the proof for the non-
linearity and for T G T2, using the summation convention: 

[u(Tx, t) • Vw(Tx, t)] i = uk(Tx, t)ui>k(Tx, t) 

= TijUj^x, t)TmkTmnun(x, t) 

= [T(u(x,t) • Vu(x,t))]h 

u(Tx, t) - V 0(Tx, t) = uk(Tx, t) e tk(Tx, t) 

= S tk(x, t)TmkTmnun(x, t) = u(x, t) - V 6(x, t). 

The cases co = Znln, n = 2, 3, 4, 6, are of special interest. If n = 2 
and ß = 0, Uy and u2 vanish for xY = mrla, n G Z, yielding solutions 
of roll type; n = 2 and a,ß ^ 0 implies that % and w2 vanish for 
Xi = n7r/a, x2 = m7r//3, n, m G Z, which gives rectangular cells. For 
n = 3, Corollary 2.2 yields that ß = a V 5 and an easy geometric con­
sideration gives hexagonal cells; n = 4 implies a = ß and the cell 
pattern consists of squares; n = 6 yields again ß = a V 3 and the 
cells are triangles. It can be shown that all nontrivial stationary solu­
tions of (2.8) with cell structure are either rolls, hexagons, rectangles 
or triangles. 

LEMMA 2.1. Necessary for the existence of nontrivial solutions of 
(2.8) iso)= 27r/n, n G E0 = {1, 2, 3, 4, 6}. 

PROOF. First it is shown that cos co has to be a rational number. Let 
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to(x) = ]T wnm(x3)e
ii<mxi+ßmx2i 

n,m = — v 

be the Fourier expansion of w and 

ff, _ ( cos co — sin co \ 
w \ sin co cos co / ' 

If tun Y~ 0, then according to (2.8e) it follows, for all n E Z , that 

(2.10) 
wVntln=wn, 

Tw ' being the transposed matrix of t^ which implies ^nfin — 
(yn + fin) cos co + 1 = 0, thus cos co G Ç. If wnm ^ 0, set 
a' = net, ß' = mß, n2 + m2 ^ 0 and the same result follows. w00 

cannot be the only nonvanishing term since this would imply w = 0. 
Next we show that co = 2irlny n G N. If co = 2irr, r irrational, 

TJn($) is dense on the circle with radius (a2 + ß2)1/2, contradicting 
(2.10) which can only be satisfied for finitely many (vn, fin). Let 
co = 2irr, r G Q, r = n/ra. If np = m for some p £ Z , then T27r/P 

is a generator of T2; otherwise T27r/m generates T2. Thus, we can 
restrict the considerations to co = 2nln, n G Z. 

a = cos (2n7n) G Ç) if and only if n G E0. (We owe this proof to 
A. Grundmann.) e±2ld,n satisfies z2 — 2az + 1 = 0 which therefore 
divides zn — 1. The quotient is a polynomial of order n — 2 with 
integer coefficients. Thus 2a G N0, which implies cos (2TTIU) = ± 1, 
o r ± i ,o r0 . Q.E.D. 

In general, a, ß and co cannot be chosen independently. It is easy 
to derive from (2.7) the relations given in the following corollary, 
Evidently the role of a and/3 can be interchanged. 

COROLLARY 2.2. Let co = 2irln, n = 1, 2, 3, 4, 6, then the only pos­
sible combinations ofn, a,ß are 

n = 1, a = 0, ß = 0, no cell structure; 

fa > 0, 0 = 0, ro/fe; 

La > 0, ß > 0, rectangles; 

n = 3, a = ßlVS, ß > 0, hexagons; 

n = 4, a = ß, ß > 0, squares; 

n = 6, a = ß/V3, ß > 0, triangles. 
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For some Xt > 0, A G [0, A J , w = 0 is the only solution of the 
stationary problem (2.8), and is stable. AX depends on a = (a2 -f ß2)1 / 2 

but not on cu. Moreover, there exist infinitely many Xj(<r) > 0, 
0 < \i(a) < \2(cr) < ' ' *> s u c n that 0 is a simple eigenvalue of the LSP 
(§§4,5). Every (A,, 0) is a point of bifurcation; however, only (AX, 0) 
is of physical interest. Two nontrivial solutions branch off to the right 
of this point for every cell pattern possible. They gain stability from 
the trivial solution within the class of solutions having the same in­
variance properties. The question of which cell pattern is preferred 
by nature remains open in this approximation. Far-reaching physical 
and analytical results are discussed in §§4, 5. As for the Taylor vortex 
flow, it can be shown that the local minima cr0 of Ax (a) determine the 
only stable cell size (§5). 

3. A functional-analytic approach. The formal analogy between 
(2.4) and (2.8) suggests an abstract formulation of the bifurcation and 
stability problem. Therefore, we derive in this section an evolution 
equation in a suitable Hilbert space which includes the models under 
discussion and some other problems as well, studied in fluid dynamics. 
The properties of the differential operators appearing in this evolution 
equation are listed in Lemma 3, and are heavily used in §5, which 
deals with stability and instability questions. The stationary problem 
discussed in §4 allows some generalizations, especially as regards the 
assumptions about the nonlinearity. The first part of this section is 
strongly influenced by the paper of Iooss [19]. 

Let D C K3 be open with boundary dD which is supposed to be 
a two-dimensional C2-manifold. Tx denotes a group of translations 
and Q, its fundamental region of periodicity, which has to be bounded. 
We assume 

D = U m 
r e f i 

If Tx = {1R*}> D is bounded. For the Taylor problem we have 
n = 3, D = (ru r2) X [0, 2TT) X K, Ü = (ru r2) X [0, 2TT) X [0, 2TT/OT), 

while for the Bénard problem n = 4, and D = R2 X (0,1), and 
n = [0,27r/a) X [0,2TT7£) X (0,1). We introduce the following 
classes of functions for n G N (here cl(D) means the closure of D): 

CT^(D) = {w | w: cl(D) -* Hn, infinitely often differentiable 

in cl(D), w(Tx) = w(x), T G TA, 
(3.1) _ ' 

C0
T>°°(D) = {w | w G CT'°°(D), supp w C D}, 

Co^(D) = {w | w G C{)
T'°°(D), V- u(x) = 0,w= (u, t>), u G R3}. 
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Defining the scalar product and norm 

(v,w)m = S É f DtViixiDiWiix) dx, 

(3.2) M g m M 

\v\m= {(V>v)m}m> 

where y is a multiindex of length 3, one obtains the following Hilbert 
spaces: 

V « ci l l ow(D), ^=ci l loq.;(D), 
El = el, |, Cl:XD\ HmT = cl, LCT-"(Ö), 

8(H m
r ) = {L I L is a bounded endomorphism on Hm

T
? | | m } . 

Occasionally the spaces Lp(fl) and the Sobolev spaces Wp
l(Q) or 

products of them are used. As for (3.3) we do not distinguish in nota­
tion between spaces for different n. The norms for Lp((l) and Wp

l(ii) 
are written as | • \L}(CÌ), \ ' |w,'(n) resp. L2

T consists of those equivalence 
classes of functions whose restrictions w\n are in L2(0) and satisfy 
w(x) = w(Tx) a.e. in D, for all T G TV In view of the smoothness 
of dD, Poincaré's inequality is valid [1, p. 73] : 

(3.4) M o ^ y i | V u > | 0 . 

LEMMA 3.1 (H. WEYL). Let G J := {Vq | q : D -+ R, q G H[,loc}? 

G 0
T := { ü | ü : D ^ { 0 } C f i " - 3 } , G T : = G / X GoT, then L2

T is 
the direct sum of the orthogonal subspaces JT and GT: 

L2
T = j T © GT. 

PROOF. Set w = (a, v) G L2
T, w G R3, then u|n = Mj + Vg1? 

where ul G/(f t ) , q^ G H1>loc(fì) and w1? Vq^ orthogonal in L2(fl) (cf. 
[39, p. 22]).o Define u^Tx) = (ti^x), t?(x)), q(Tx) = 9 l(x), r £ r b 

then u^ G / T , q G flT,ioc, a?! and Vq orthogonal in L2
T and 

w = wl + (V</ ,0) ,0GG 0
T . 

The decomposition of L2
T defines an orthogonal projection 

(3.5) P:L2
T^]T. 

COROLLARY 3.2. If dD is a Cm+2-manifold, then P\HT G 8 (i7m
T), 

m £ N , holds. 

PROOF. If dD is a Cm+2-manifold the boundary-value problem 

A p = V - / inD, fGCm
T(D), 

dpldn = fn on dD, p(Tx) = p(x), T G 7\, 
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where n denotes the outer normal and fn is the normal component of 
/ , possesses a solution p G C£+Ì(D). According to Agmon-Douglis-
Nirenberg [2, Theorem ±4.1, p. 701], the estimate 

| p | m + 1 ^ cx { |V • / | m _ 1 + inf \v\m \ ^ c2\f\m 

holds, and fG Hm
T implies p G H^+ 1 . Setting g = / — V p E Hm

T, 
then V • g = 0 and 

(g>V</)o= J S/'(qg)dx= q(fn- dpldn)ds = 0. 
j a JoLJ\ i ü 

for all q G H,T . Therefore g G j T D Hm
T and 

\Pf\m = IgL ^ c3{\f\m + \Vp\m} g c4\f\m 

holds. Q.E.D. 
The operator — PA, where A is given by (2.3) or (2.7), is sym­

metric in J1 and positive definite. Moreover, by standard arguments 
(cf. [39, p. 31]) 

-PAw = f, /E]?, 

has a weak solution in /J^ for which \w\1 Si c0\f\0 holds. 
Let fì', ci fi' C fl; then the local estimates in [39, p. 33] guarantee 

that 

^\Aw(x)\2dx^clj \f(x)\2dx. 

Using the estimate [39, p. 14], for w'=w\n,, f = / | Q , one 
obtains 

l ^ ' l w ^ d i ' ^ c a l / ' l ^ n ) . 

This estimate is equally valid for every Til, thus yielding for u^ = 
w\D,, cl D ' C D, cl D ' compact, f{ = f\D>\ 

\Wl\\\,2(D'i = C3\fl\L2(D')> 

The above estimate can be guaranteed even for [Ì ' = O if the boundary 
of l ì is a C2-manifold (see [39, p. 54] ). Since only local estimates 
are involved, the assumed smoothness of dD can be used for a direct 
translation of those arguments to our case. But ft' = fl implies 

(3.6) M2^y2 | / |0 . 

Therefore, —PA is symmetric and surjective, hence selfadjoint. In 
view of (3.6) and Rellich's theorem, ( — FA) - 1 is compact. 

file:///Pf/m
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LEMMA 3.3. The operator A defined by A = — FA with the domain 
of definition D(A) = H2

T H ÊT
lfl. is selfadjoint and positive definite 

injT. A~l G %(}T) is compact. 

COROLLARY 3.4. (i) D(A1'2) = È\^ 
(ii) |A1/2w|o, \w\i, |V'w\0 are equivalent norms in ÈT

l4J. 

PROOF. Let w G D(A), then the form of A in (2.3) and (2.7) implies 

CxiVHS ^ (Aw,w)0= \A"Ml ^c2\w\l 

Using (3.4) and the denseness of D(A) in È\^ gives (ii) which again 
proves (i). 

We introduce the following notations 

((t>, w)) = (A1'2©, A ^ o , 
(3.7) 

HI = |A1/2t;|o, 

and obtain, from (3.4) and Corollary 3.4, 

(3.8) |o>|o ^y 0 |M| . 

Occasionally we use a stronger regularity result for the Stokes equa­
tions due to Cattabriga [6], which we state in a form convenient for 
the intended application. 

LEMMA 3.5 (CATTABRIGA). Let dD be a two-dimensional Cs-
manifold, s = max (2, m — 2), / G Hm

T H JT, then the solution of 
Aw = f satisfies 

Mm + 2 = y 2 l / L m G OO­

LEMMA 3.6. Let L(V) be given by (2.3) or (2.7) and let V G H2
T, 

then M(V) : = PL(V) satisfies 

(3.9) \M(V)w\o ^ y3 |A1/2^|o, w G Ü\,. 

PROOF. If V G H2
T then V|Q G W2

2(ü) and by Sobolev's embed­
ding theorem V G C°(ü). Let w = (u,v) G CJ'J0, cp G CT

0>~, then 
Corollary 3.4 and (2.3) and (2.7) yield 

|(L°u> + (V • V)u> + (u • V)V,cp)0| 

= | ( L V ç ) o + ((V • V K 9 ) o - ((u • V)?,V)0 | 

^ c , { ( | ID |O+ | A ^ | o ) | c p | o + \w\0\A^\0} 

^ c2\AUho\o\AU*y\0, 
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which for 9 = Lw implies (3.9) for w E. CT^\ The closure of this 
class in D(A112) = E\a satisfies (3.9) as well, which proves the 
assertion. 

COROLLARY 3.7. Let V G Cr'°°(fì) and w G H„+l; then 

\M(V)w\m ^ y4\w\m+l, m G NO-

PROOF. 

\P{L«w + (V • V)u> + (u • V)V}|m ^ Cl(\w\m + Mm+i) ^ y 4 k U + i -

LEMMA 3.8 (KATO-FUJITA [28, p. 258] ). Let N(w) be given by 

(2.3) or (2.7). Setting R(w) = PN(w) one obtains 

Mu?!) - R(w2)\o 

+ \A^(wl - w2)\0\A^w2\0}, Wl, w2 G D(A^). 

PROOF. The proof uses properties of the trace spaces T(L6(fl), L2(ii)) 
and T(D(A), D(A1/2)). The arguments given by Kato-Fujita can be 
applied literally in our case. In order to obtain (3.10) one takes 
advantage of the following three inequalities: 

M*,*» = Ci|A1/2w|o, \w\2 S c2\Aw\0, 
(o.llj 

|R(o?)|0S C3\W\LG([Ì)\S/W\L3(ÌÌ). 

The first inequality is a consequence of Sobolev's embedding theorem, 
(3.4) and Corollary 3.4. The second inequality coincides with (3.6) for 
/ = Aw. The third inequality follows for (2.3) by applying Holder's 
inequality with exponents 3 and f to (w * V)ti; and Q(w): 

Kiü-VMo^cM^n , | V « ^ W , 

|ç>(u>)|o2^c'MiU = C"ML
2
6 \v™\l-

The proof of (3.11) for (2.7) is analogous. 
The second part of this section contains results for the linear part 

of the equations (2.4) and (2.8) which will be used in the stability 
analysis of §5. We introduce a new notation for A + XM(V), where 
for convenience, the dependence on V is suppressed. 

(3.12) A(À, V) = A(A) = A + \M(V), A G « . 

The following lemma is essentially due to Prodi [45]. 
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LEMMA 3.9. LetVGD(A). 
(i) Ä(X) with D(A(A)) = D(A) is a closed operator in JT. 
(ii) For every \x in the spectrum a(A(X)), 

re /x ̂  (im Li)2/4(Xy3)
2 - (Xy3)

2 = : F(k, /x) 

Zio Ms. 
(iii) For jLtGC u;i#i — re it + F (A, it) > 0, u;ß /iöüß 

|(A(X) - Atl)-i|o ^ l/ |X|y3(-re xt + F(X, /x))1/2. 

(iv) For tt G C witfi _ G(X, /x) : = - re /x + i(l/yo2 ~ (Ay3)
2) > 0, 

xt is in the resolvent set of 'Ä(X) and 

KÄM-^i^lo^i/GKA,/*; 

noWs. 

PROOF. Consider the equation 

(3.13) Aw + KM(V)w - fiw = g, w G D(A). 

With the aid of (3.7), (3.8) and Lemma 3.6 one obtains 

(3.14) l A*>" ' S 

^ | | H 2 _ {i(Xy3)2+ re^} |« ; | 0
2 ^ |g|0|u>|0, 

which implies (iv). Moreover, Lemma 3.6 yields 

im ju.|u>|o ^ Iglò + M a H I 

(im /*)2K/4(Ay3)2 = |gl§/2(Xr3)
2 + \M\2-

On the other hand it follows from (3.14) that 

I H | 2 - re Lt|u;|0
2 ^ (Xy3)

2|^|o2 + lglo2/2(Xy3)
2. 

Addition of the last two inequalities gives 

( - re M + - | p £ - (Xy3)
2 ) Mo2 ^ lglo/(Xy3)

2 

which proves (ii) and (iii). To prove (i), consider wv G D(A) with 
wv —> u;, Ä(X)u^ = Ü„ —> t>. Setting xx = 0 and g = vv, (3.14) 
implies the convergence of wv in H{?(7. Thus, by Lemma 3.6; 
\M(V)wv —» w and by (3.12) one obtains Awv -+ v — u. Since 
A is closed, u; G D(A) and Ä(X)tü = t>. Q.E.D. 
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REMARK. Let 0 < a < 2ly0
2. If 

| X | g ( l / y 3 ) ( l / y o 2 - 2 a ) ^ 

we have, for every jx G o,(Ä(X)), re fi = a > 0. 

COROLLARY 3.10. (i) The spectrum of Ä(A) consists of eigenvalues of 
finite multiplicities only with a single cluster point at infinity. 

(ii) The operator — A(A) generates a strongly continuous semigroup 
injT. 

PROOF. Let /x be in the resolvent set of A(A). Then, by (3.14) and 
Corollaiy 3.4, the resolvent maps bounded sets i n / T into bounded sets 
in Ê\a. By Rellich's theorem, the compactness follows i n / r which 
implies (i) (see [27, p. 185] ). (ii) follows from Lemma 3.9(iv) and 
the Hille-Yosida theorem. 

LEMMA 3.11. Let V G D(A) and re fx è a > 0 for all [L EO-(A(A)). 

Then — A(A) is the generator of a holomorphic semigroup exp ( — Ä(\)t) 
(see [27, p. 487] ), which satisfies the following estimates: 

(i) |exp(-A(A)0|ogy6(«>-aVi=0, 
(ii) |Â(A)exp ( - À ( \ ) l ) | o § y 6 ( a ' ) r 1 r » ' , , f > 0 , 0 < a , < a 

PROOF. It suffices to show the inequality 

(3.15) |(Ä(X) - /*i)-Mo^ - r - r r r ^ - ^ a r g ^ l . + e, 
\fi\ + 1 2 ° -

for some positive constants c and e (cf. [57, p. 10]). The proof of 
(3.15) proceeds in 4 steps. 

(1) Consider the set \fi\ ^ C1? re /u, ^ 0, |im /x| ^ 2|X(-y31 re fi\. 
Choose C, = 2(1 + (Ay3)

2)(l + 4(Ay3)
2)1/2, then 

( 3 ' 1 6 ) - r e M + " 4 0 ^ - M * 4(1 + 4(Ay3)
2) 

holds, yielding, by Lemma 3.9(iii), 

(3,7) K Ä W - , ! ) - ^ 2 ^ - - 4 - ^ ) - , ^ ^ 
|Xfy3(li*l + 1) I M I + 1 ' 

(2) Consider |/x.| è C2, re /u, =̂ 0, |im JU| g 2|Xfy3|re /ti|, with C2 = 
1 + (*y.3)2(l + 4(Xy3)2)1'2,then 

(Xy3)
2 ^ 1 + H 

— r e jut ^ 
2 " 2 ( 1 + 4(Ay3)

2)1/2 

holds, and Lemma 3.9(iv) implies 
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KAw-^-.fca d i t e l i ' « 
M + 1 M + 1 

(3) Consider |/LL| = C3, re JLL ^ 0, | im /x| = 2|X|y3 re /i and choose 
C3 = 18(Xy3)

2 + 3, then (3.16) holds, which yields (3.17). 
(4) Define C = max (C1? C2, C3), then the set S = {/LL|/LL G C, 

|/A | = C, re fi = Q/2} is compact in C and belongs to the resolvent set 
of Ä(X). Since the resolvent is continuous in /LL? there is a constant c3 

such that 

\(Ä(k)- nl)-%^c3l(\ix\+l), M G S . 

Define e by sine = a/2C, 0 < e < ir 12, c = max (c1? c2, c3), then 
(3.15) holds in the sector TT/2 - e ^ arg /x g 3TT/2 4- e. Q.E.D. 

Under the conditions and the results of the preceding lemma, 
fractional powers of A(X) can be defined [57]. 

(3.18) A(X)-" = ^ j o " exp ( - Â ( A ) ^ - i dt, ß>0. 

Ä(\)~ß £ 8 (/T) is invertible and thus we may set 

Ä(X)' = (Ä(A)-^)-i, D(Â(X)<*) = R(Ä(X)-"), 

where R(Ä(k)~ß) denotes the range of A(k)~ß. According to [57], 
the fractional powers of A(X) have the following properties: 

(a) Ä(X)6Ä(X)%; = Ä(X)6+"tü, w G D(Â(X)8+"), 

(b) \Ä(kyexv(-Ä(k)t)\0^y7(a')t-f>e-°\ t>0, 

(c) Â(X)" exp ( - Â(X)*)u> = exp ( - Â(X)t)Â(X)^tu, 

wED(Ä(k)ß),t^0, 

(d) |Â(X)^|o g y8(a)\w\0^\Â(k)tv\l 

w G D(Â(X)), 0 < ß g 1. 

LEMMA 3.12. Let V G D(A) and re / i , ^ a > 0 for fx Ga(Â(X)). 
77ien A^Â(X)-8 G 8 (j r) t /0 ^ ß < 8 < 1,0 = S = 1. 

PROOF. (1) ß = 8 = 1. Ä(X) = (1 + kM(V)A~l)A. ( - 1 ) is in the 
resolvent set ofthe compact operator kMA~l, since v + kM(V)A~lv = 0 
implies Ä(k)w = 0 for w = A~lv, which, according to the assump­
tion on <T(Â(X)), yields w = 0 and thus v = 0. Therefore AÂ(X)-1 = 
(1 + kM(V)A~ ') ~ ' is a bounded linear operator i n / 7 . 

(2) 0 =i ß < 8 < 1. We observe that, in view of Lemma 3.11(ii), 

(3.19) 
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|Aexp (-A(k)t)w\0 = \AA(k)-lA(k) exp (-A(\)t)w\0 

S Cit-^-^'lwlo, t > 0 , 0 < a' < a, 

holds. The interpolation inequality 

|A%>|o=ic 2 M^|At i ; |g , wGD(A), 

yields, together with Lemma 3.11 (i), 

\A*> exp (-A(A)t)|0 ^ c3e-^t-P9 t > 0. 

Since A~ l is compact, the spectrum of A consists of eigenvalues of 
finite multiplicities. The spectral representation has the form Aßw = 
^Z=i ^(w, tpv)ocpv where çpv are the normalized eigenelements to 
the positive eigenvalues ^ of A. Thus, we obtain 

\Aßexp(-Ä(\)t)w\$= £ ^(exp (-Ä(k)t)w,^)0
2 

(3.20) "=1 

Further, we need the following estimate: 

{ J' M/ (exp i-Ä(k)t)w,^)0t
&'1 dt} 

(3.21) 

S J " ^ ^ ( e X p ( - Ä ( \ ) f ) , 9 „ ) o 2 e 2 f c ' t 2 ( 8 - c ) ^ J " e-2btt-2ll-eì dt 

with 0 < b < a', c = {1 + (8 - ß)}l2. Setting 

C= I" e~2blt-2(l~^dt, 
Jo 

one can estimate AßÄ(k)~s by using (3.20) and (3.21) as follows: 

\APÂ(k)-hv\è= 0, V»2ß(M*)-°«>,9„)o2 

= r-̂ )2 S {J0" ^(exp(-A(\)^,9,Vs^^}2 

= -FAT 2 r Mv2"(exP ( - Â(k)t)w^)0^
bH^-c) dt 

i (or „=1 JO 

= " r w / o e-™-bW*-i»-i dt\w\§S c4
2\w\2. Q.E.D. 
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Finally, we are able to formulate (2.4) and (2.8) as an evolution equa­
tion inyT: 

dwldt + A(k)w + h(k)R(w) = 0, 
(3.22) 

w\t=0 = w°, 

where h(k) = k for (2.4) and h(k) = 1 for (2.8). The operators A(k) and 
R have the properties listed in Lemma 3.4 to Lemma 3.8. They 
strongly depend on the special form of the original equations and will 
be used in §5, where stability and instability results are given. For 
the stationary problem, discussed in the next section, the assumptions 
on R can be weakened considerably. 

4. The stationary problem, bifurcation. In this section the sta­
tionary part of the equation (3.22) is discussed. It is easy to show the 
existence of nontrivial solutions as branches emanating from points 
of bifurcation (Theorem 4.1). The assumptions on R are weakened 
thereafter in order to include more general equations which are 
important in fluid dynamics (Theorem 4.2). Thus, concrete informa­
tion is obtained from the Taylor and the Bénard model on the bifurca­
tion picture (Theorems 4.3 and 4.6). 

In the stationary equation of (3.22), 

(4.1) Aw + kM(V)w + h(k)R(w) = 0, 

where V is any known stationary solution with V £ D(A), which 
may depend on X, we make the following substitution: A3l4w = v 
and obtain: 

v + XK(V) + h(k)T(v) = 0, v GJT, 
(4.2) 

K(V) = A-^M(V)A-^\ T(v) = A-!/4R(A-3%). 

Since A~1/4 G 8 (/T), the following estimates can be derived from 
Lemmas 3.6 and 3.8: 

(4.3) |K(V)o|o^y3 |c |o, |T(i>)|0 ^ y9|f|0
2. 

A - 1 and thus A~1/4 are compact, implying that K and T are completely 
continuous. 1 + kK is the F-derivative of 1 + kK + h(k)T at v — 0. 
Now, well-known theorems on bifurcation can be applied. 

THEOREM 4.1. Let be kj G R, kj ^ 0 and ( — kj)~l be an eigenvalue 
ofK of odd multiplicity, then 

(i) in every neighbourhood of (kj, 0) in R X j T there exist (A, W), 
0 f w G D(A), w solves (4.1); 
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(ii) if ( — Ay)-1 is a simple eigenvalue, then there exists a unique 
curve (\(a), w(a)), such that w(a) ^ 0 for a ^ O , which solves 
(4.1), moreover (A(0), W(0)) = (Kjy 0). 

The proof of (i) follows by using a theorem of Krasnoselskii [35, 
p. 196] for equation (4.2) and v G D(A114) which implies w G D(A). 
(ii) is a consequence of Remark 2.6 in [9]. 

In the following part of this section a generalization of Theorem 4.1 
is indicated with the purpose of showing that strong regularity for the 
branching solutions can be obtained and that the nonhnearity can be 
an arbitrary polynomial operator including differentiation operators up 
to the order 2. We assume for this part that V G CT>°°(fì) and dD 
is a C°°-manifold which is satisfied for the Taylor and the Bénard 
problem. 

We remark that w G H^+2 H tìja, m > | , implies by 
Sobolev's embedding theorem that w G C2

T H Êia and thus 
w\dD = 0. Consider Au = Pf fE.Hm

T, then, by Lemma 3.5, 
u G H7

m+2 H D(A) = # £ + 2 H Êla and, by Corollary 3.2, 

|ll|m+2 = C 1 | P / | m ^ C 2 | / | m . 

Setting Hm
T= c\n>uPHm

r, let K <E PHm
T, Ä>-* Ä in | |m. Then, 

A~xhv = w„ —> w G Hm+2 H i?][CT, where the convergence is in 
| |m + 2 and AM = /i. Since h G / / m

T D j T it follows that H m
T C Hm

T (1 
Jr C PHm

T, so P / / m
7 is closed. 

Let DiAJ = H£+2 H Ê^ C ? / /„ / , A ^ = Aw, wŒ 0 (4») , 
then A^ is a surjective, compactly invertible operator in PHm

T and 
|Am

_1u?|w+2 ^ c3\w\m holds for u; G PHm
T. In view of the assumed 

regularity of V, Corollary 3.7 yields for M = PL(V) restricted to D(Am)\ 

\Mw\m+l ^ c4\w\m+2, tv G DCA,«), 
(4.4) 

|MAm-1w;|m+1 ^ c4 |Am-1u;|m+2 ^ c5\w\m, w G PHm
T. 

Therefore, i ^ = MA,«"1 is a compact operator in PHm
T. 

Now, we discuss the feasible structure of the nonhnearity R = PN. 
Observe, that for m > | , Hm

T is a Banach algebra, i.e., \vw\m ^§ 
c6|u|m|i£>|m. Let the components of N(w) be of the following 
polynomial type: 

(4.5) 

. « i 

fl Vnec^(D), S s â 2 , i=i , 
/ = ! 
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Note that (2.3) and (2.7) are of this form. Now, m > § yields 

\N(v)-N(w)\m= { J iNM-NWtâyi* 

g c7\v - u;|m+2g(|ü|m+2 , Mm+2)> fort», w G H£+2, 

where g is continuous and g(0, 0) = 0. Thus, R(Am~lw) = PN(Am~lw) 
is a locally Lipschitz continuous mapping in PHm

T. 
Considering 

(4.6) AnW + kMw + h(k)R(w) = 0, u; G D C ^ ) , k G H, 

this equation is equivalent to 

t; 4- kKnV + h^Ri^-iv) = 0 

by An~lv = w. Um and /{(A™-1!)) satisfy the assumption of Theorem 
2.3 in [35, p. 205], and we obtain 

THEOREM 4.2. Let be V G CT>™(D), dD be a C°°-manifold; let M 
satisfy (4.4) and N be of the form (4.5). Then for every eigenvalue 
( —Aj)_1 of Km, kj jt 0, of odd multiplicity, (X,-, 0) is a bifurcation point 
of (4.6). The solutions w are in CT'CC(D) and fulfill the boundary 
condition w\ dD = 0. 

(4.6) includes equations for the generalized Boussinesq equation, 
where the physical constants are allowed to depend on the tempera­
ture, and also the case of heat sources as discussed in [15], [16]. 

Having reduced the existence of nontrivial solutions of (4.1) to the 
investigation of the spectrum of K, we now discuss this operator in 
detail for the examples given in §2. 

Taylor model Consider K = A " 1 / 4 M ( Ü ° ) A ~ 3 / 4 where t>° is the 
Couette flow defined in (2.2). Since dD is a C °°-manifold, every 
eigenfunction cp belongs to CT'CC(D) (Lemma 3.5) and satisfies (4.1) 
with R = 0 and the boundary conditions cp | dD = 0 pointwise. 

(4.7) - A? + kL(v°)y + AVg = 0, V • 9 = 0, ? | dD = 0, 

for some q G CT'0C(D). 9 and q are periodic with period Znla, 
a > 0. In order to exclude a two-dimensional eigenspace, we require 
the solutions of (4.7) to be "even", i.e., 

9(r, -z) = (-<pi(r,z), -<p2(r,z),<p3(r, z)), 

q(r,-z)= -q(r,z). 

It is easily seen that the differential operators in (2.4) preserve this 
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invariance condition. Now, the eigenfunctions have the form 

çp(r, z) = (u(r) sin kcrz, v(r) sin kcrz, w(r) cos kaz), 

q(r, z) = q(r) sin kaz, k G. N. 

Elimination of w and q in (4.7) yields (cf. [31] ) 

(Ad(rd)-.±k2a2yu = 2k2fT.2£Av, 
\ r dr \ dr / rz / r 

(--7~(r 4-)-\- k*2)v = 2̂ «-\ r dr \ dr J rz / 
(4.8) 

dr 
u,(r)=(far)-i ( ^ _ + _ L ) w ( r ) 3 

u(rj) =-^u(rj) = v(r3) = 0, j = 1, 2. 

If a ^ 0, Ü^° â; 0, (4.8) has no real eigenvalues [58]. If v^0 changes 
sign, nothing is known about the spectrum. Therefore, we restrict the 
following considerations to the case a < 0, v ^°'(r) = 0. 

With the aid of the Green's functions, G resp. H, of the fourth-, 
resp. second-, order differential operator in (4.8), we transform (4.8) 
into a system of integral equations 

(a) u(r)= -2k2a2k V* H(r, r; kcr) V ^ v(f) dr, 
J rx r 

(4.9) (b) v(r) = -2ak f '* G(r, f; ka)u(r) dr, 
J r, 

(c) w(r)= -2kcrk f '* H(r, f; kcr) ^ A ^ v(r) dr, 
J r1 r 

with H(r, f; kcr) = dH(r, f; kcr)/dr -f H(r, f; her). 
The adjoint problem has the following form: 

(a) u(r) = -2ak J '* G'(r, f; kcr)v(r) dr, 

(b) v(r) = -2kak -V*°}r) {kcr \ ** H'(r, f; kcr)ü(f) dr 

(4.9)' l J r U . , 
+ H(r, r; ka)w(r) dr \ , 

(c) w(r) = 0, 
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where G'', H', H' denote the transposed kernels. Obviously, jx = k2 

is the characteristic parameter, fx is simple if and only if 

TT f r2 

(9.> ^ ) o = ~j~ (u(r)ü(r) + v(r)v(r) + w(r)w(r)) dr ^ 0 

holds. Thus, by w(r) = 0, the simplicity of a characteristic value is 
determined by the equations (4.9a) and (4.9b) only. Before the 
number of characteristic values is counted, we mention that (4.9) gives 
an explicit representation of the equations 

9 + XA-1M(ü°)c = 0, 4 + kMf(v°)A~^ = 0, 

ç(r, z) = (u(r) sin fccrz, u(r) sin fc<7£, w(r) cos farz), 

tfe (r, z) = (w(r) sin fa7%? v(r) sin fccrz, 0). 

The solutions of ç -f AK(t;0)™ = 0 and ^ + \ K ' ( Ü 0 ) ^ . = 0 are con­
nected to cp and tjf by 9 = A~3/4£, i[r = A3/4i£. Hence (çp, t[r )0 — 
(9, ^ )0 and the simplicity of a characteristic value of K can be deter­
mined by considering (4.9a,b) only. 

Iudovich [21] has shown —using the theory of oscillation kernels 
in the sense of Krein [29] —that the spectrum of (4.9a,b) consists 
of a sequence of simple positive characteristic eigenvalues y^hj) = 
ki2(hr), 0 < fii(hcr) < /x2(/co") < • • •. The corresponding functions u, v 
have exactly i — 1 zeros in (ri9r2) which are simple. This property 
is used for the case i — 1 in the next section. Hence, K has an infinite 
sequence of simple characteristic values Xj(fccr) = ± (^(hj))112. 
Regarding the analyticity of k{ with respect to <J > 0 Iudovich [21] 
was able to prove that À^faj) 7̂  kr(sa) for i, k, r, s ëz N, not all equal, 
and for all a > 0, except at most countably many. This property 
implies the simplicity of the characteristic value ki of K(v°) for 
"almost all" o\ 

THEOREM 4.3. Let be a < 0, v ^°(r) > 0 for r G (r, r2)—a and v ^ 
defined in (2.2). Then, for all a > 0 — except at most a countable set 
of positive numbers — there exist countably many real simple eigen­
values ( —\i) _ 1 of K. Every point (ki, 0) G f i X D(A) is a bifurcation 
point of (4.1) where exactly one nontrivial solution branch (X(a), 
w(a)) emanates. These solutions are Taylor vortices. 

Recent results of Rabinowitz [47] show that every nontrivial 
solution branch is either connected to infinity or to another bifurca­
tion point. For k\, the smallest characteristic value, Theorem 4.3 was 
first proven by Veite [62] ; its general form is due to Iudovich [21]. 
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In view of the definition of k in (2.1), the negative characteristic 
values ki are of no physical significance. Moreover, strong experi­
mental evidence suggests that all solutions branching off (ki, 0), where 
ki 7̂  k{, are unstable, however no proof is known. 

The general form of the eigenfunction <p contains the parameter 
hr. However, the solution branch corresponding to this eigenfunction 
is periodic with period 2irlhcr. Thus, no generality is lost if k is 
assumed to be equal to 1. 

COROLLARY 4.4. Let the assumptions of Theorem 4.3 be satisfied and 
let a > 0 be such that kk(a) > 0 is a simple characteristic value of 
(4.8), resp. (4.7). Then the nontrivial solution branch with period 
2ITI<J 

(i) either exists to the left, resp. right, of kk and permits the para­
rne trization 

k(a) = k, w(k)= ±\kk-k\^F(k) 

where r G N is even and F : R —> D(A) is analytic in (kk — k)llr, 
resp. (k - kk)

llr; 
(ii) or exists for all k in a full neighbourhood of kk and permits the 

parametrization 

k(a) = k, w(k)= (k-kk)
l'rF(k), 

where r EL N is odd, F as above. 

PROOF. Let Ç denote the eigenprojection to kk. Setting Qv = 
ztp, z E:R, v{ = v — zy, 9 denotes the normalized (in L2

T) eigen­
function of K in (4.2), then, for sufficiently small |X — kk\, \z\ (cf. 
[33]), 

vv = X v^r\ T = k- kk, 

where the series converges in JT. The "bifurcation equation" for the 
determination of z is obtained by applying Q to (4.2), yielding 

£cp + h(k)T(zy + Vi) 
kk 

(4.10) 

= { —7-^ z + S w + 2 a^k - x*)" i? = °-
1 K>< ß = 2 ß=2;v = \ J 

z = 0 corresponds to the trivial solution v = 0. It is well known that 
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Ö2O
 = 0 [33]. If all â o = 0 then the nontrivial solutions of (4.10) 

satisfy 2(0) j£ 0. Since the corresponding v does not bifurcate from 
the trivial solution, a^0 = 0 for all /LL, yielding a contradiction to 
Theorems 4.1 or 4.3. Thus ar+l0 ^ 0, a2o

 = ' ' ' = #r0 = 0, which 
by Newton's diagram (cf. [11]) implies that the real nontrivial solu­
tions of (4.10) are power series in (X — kk)

llr, resp. (kk — À)1/r' 
depending on the sign of ar+10. By (4.2) and (4.3), the power series 
for v converges in D(A114) and therefore, w = A~3l4v possesses the 
asserted representation. 

Of special physical interest is the smallest positive characteristic 
value Xi(<7) which determines the critical Reynolds number where 
Taylor vortices are observed. Numerical calculations show that 
a30 < 0 for X = \I((T) (cf. [33] ). Thus, bifurcation is expected to 
the right, and the branching solution behaves like ±(X — Xi)1/2 near 
Xx; however no proof is known. The "upper" and "lower" part of the 
branch, corresponding to the plus, resp. minus sign are Taylor vortices 
differing only in the orientation of particle paths. 

Secondary bifurcation of Taylor vortices in form of "wavy" vortices 
[10], [38] has to be expected on experimental evidence [8], [13], 
[56] and analytical calculations. However, due to the complexity 
of the linear eigenvalue problems, no proofs are known. 

Bénard model. The analysis of this case proceeds analogously to that 
of the Taylor model. However, since two free parameters, a and ß, 
are involved, the set of solutions is richer. Moreover, quantitative 
information about the bifurcation behaviour can be obtained. 

Consider (3.22) with A(X) = A + kM(v°) = A + kPL(v°), where 
v° and L are given by (2.6) and (2.7), h(k) = 1, w = (u, 0). Sup­
pose X > 0 and replace u by uVx, then, by (2.7), one obtains the 
explicit form of (3.22): 

Dtu - Aw - VkOe + Vq = - Vk(u • V)u, 

(4.11) Dt6 - Pr~l A 6 -VXw3 = -Vk(u • V) 0, 

V • u = 0, w\dD = 0, w\t=0 = w°, 

with e = (0,0,1). If 

w E L2,loc( [0, oo ); D(A)\ dwldt G L2tloc( [0, oo ); JT)9 

u solves (4.11), scalar multiplication by (u, 6) yields (cf. (3.8)) 

(4.12) -L ^ Mo2 + H | 2 - 2VX(«3, e)0 = 0. 

The functional in the variational problem 
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sup 2 ( u 3 , 0 ) o / H | 2 = 1 / M I > 0 

is weakly upper semicontinuous. By the same arguments as used in 
Lemma 3.3, its solution belongs to D(A). It satisfies the Euler-Lagrange 
equations: 

- Au - ade + Va = 0, - Pr~l A 6 - LLU3 = 0, 
(4.13) 

u\dD = e\dD = o 

for //, = ixv which, for VX = fiÌ9 coincides with the linearized sta­
tionary problem corresponding to (4.11). Thus, /JLI is the smallest 
positive characteristic value of (4.13). Moreover, for 0 â \ < \ 1 = 
fjL^ one obtains, using (3.4), (4.12) and Corollary 3.4, 

ilw^w('-(t)") 
1 d , l2 , „ „o / , / A. V ' 2 

H 2 ( i - ( t ) 1 / 2 ) = ° 

which implies \w(t)\ —> 0 as t —> o°. This is a well-known result by 
Joseph [25]. We gave the proof, since it can be applied to the study 
of the equation dwldt + A(k)w — 0 as well. From the Hille-
Yosida theorem it follows that the spectrum of Ä(A), consisting of 
eigenvalues only, lies in the positive complex half plane. 

LEMMA 4.5. Let he A{k) = A + kM(v°), M = PL, where v° and L 
are given by (2.6), resp. (2.7), and let Xj = /Xx2, fa the smallest positive 
characteristic value of (4.13). Then, for 0 i \ < \ b 

(i) w = 0 is the unique stationary solution of (3.22), 
(ii) w = 0 is asymptotically stable for w°ŒJT, arbitrary, 

w G L2,loc( [0, oo ); D(A)), dwldt G L2( [0, » ), / T ) , 
(iii) ffoere exists a positive constant 6 such that re /x = S for every 

H Œ a(Ä(\)). 

Through Theorem 4.1 the bifurcation picture is determined by the 
spectrum of K = A~ll4M(v°)A~314, which consists of eigenvalues 
only. Since (4.2) is equivalent to (4.1), the eigenvalue problem can be 
derived by using the linear part of (4.1) which, after the substitution 
u —» M VA, for A > 0, w = (u,0), /JL = V \ , coincides with equation 
(4.13). 

In order to obtain simple eigenvalues we again have to introduce 
"even" solutions [23], [61] by requiring 
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u(-x) = (-u^x), -u2(x),u3(x)), 

0(-x)= 0(x),q(-x)= -q(x). 

It is easily verified that the differential operators in (2.8) preserve these 
invariance conditions. 

The function w G CT>°°(D) (Lemma 3.5) satisfies the boundary 
condition pointwise. Elimination of q transforms (4.13) into (cf. [7] ) 

A2w3 = VÄ(a2ö/ax1
2 + d20/dx2

2), 

(4.14) A 0 = PrV\u3, 

% U D = 0\dD = 0. 

Solutions of (4.14) are sought having the invariance properties (2.8d) 
and (2.8e). By Lemma 2.1 and Corollary 2.2, only some exceptional 
combinations of co = Znln, a and ß are possible. We give the general 
form of the eigenfunction u3 for the case of even solutions; 6 has an 
analogous representation whereas the forms of uY and u2 are obtained 
by replacing sin- by cos-terms. 

n = 1 or 2: no cell structure, rolls (ß = 0), rectangles 

u3(x) = u^(xs) c o s (vooci + nßx2). 

n = 3 or 6, a = ß V5: hexagons or triangles 

%(*) = ulil(x3)^cos{ß(pV3xl + fix2)} 

+ COS { ^ ( - ^ - ^ V S X ! - 3P* ^ X2 ) } 

n = 4, a = ß: squares 

us(x) = w^(x3)[cos {ß(vXl + t*jx2)} + cos {ß(fixx - vx2)}]. 

In either case (4.14) leads to 

(d2ldx3
2-(j2)him = <T2VkOm, 

(4.15) (d2ldx3
2 - a2) 0^ = PrVXfV 

du 
<M*) = ^ (k) = 6m(k) = 0, k = 0,1, a 2 = *2a2 + ^ 2 . 

dx3 

The analogy to (4.8) is obvious now. ludovich [22] has shown that 
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(4.15) is equivalent to an integral equation of the form (4.9) (X2 —» X, 
rk -> k — 1, /c = 0,1) with an oscillation kernel C. Thus (4.15) has a 
countable sequence of positive simple characteristic values 0 < k\(cr) 
< X2(a) < • • •. To ensure that Xfc(a) is a simple characteristic value 
of (4.14) one has to verify Xfc(VV2a2 + fx2ß2) ^ \i(Vn2a2 + m2ß2) for 
all i, k, v, fi, n, m G N, except for i = k, v = n, fi = m. Using the 
analyticity of Xi(cr), Iudovich [22] proved this to be true for all 
a,ß except a set S whose intersection with every analytic curve in the 
(a,ß)-plane consists of at most countably many points (nomenclature: 
approximately eveiywhere). 

The investigation of the quantitative behaviour in the neighbourhood 
of a bifurcation point proceeds as in the proof of Corollary 4.4. In the 
Bénard case however, one can show that for k = 1, a20 < 0 in 
(4.10) [23]. 

The general form of the eigenfunctions contains cosine-terms with 
the argument vaXi + jißx2. However, the Fourier expansion of the 
corresponding branching solution consists of terms with argument 
nvoax + m/x/3x2, n, m (E Z, only. Thus, without loss of generality, 
we may assume v = JJL = 1 and or2 = a2 + ß2. 

THEOREM 4.6 [23]. (i) The Bénard problem (2.8) possesses for 
approximately all a and ß countably many simple positive character­
istic values X,. Furthermore (ki90)£fiX D(A) is a bifurcation 
point. 

(ii) If n, a, ß are chosen according to Corollary 2.2, the branches 
emanating from (ki? 0) are doubly periodic, rolls, hexagons, rectangles 
or triangles. 

(iii) If Xt denotes the smallest characteristic value, then the non-
trivial solution branches to the right of Xx and permits the parametri-
zation 

tt?(X)= ±(X-XX)1 / 2F(X) 

where F : R -* D(A) is holomorphic in (X — Xi)1/2. 

The positive and negative signs in the above representation give 
solutions differing in the flow direction at xx = x2 = 0 (center of the 
cell). Since the characteristic values X& are determined by a = 
(i/2a2 _|_ pZßiyiz o n l V j solutions of every possible cell structure 
emanate from each bifurcation point (X*, 0), die structure depending 
on the choice of a and ß. Thus, the solution set of the stationary 
problem (4.1) is so rich that stability properties must explain the selec­
tion of distinct cell patterns by nature. 

Certain differences in the qualitative behaviour of the bifurcation 
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solutions considered in Theorem 4.6 have been found in generalized 
Bénard models for the convection flow in a heated fluid layer. We 
conclude this section with a short survey of those results. Generalized 
problems may be formed by allowing the material parameters, such 
as viscosity, to depend on the temperature — the rate of variation is 
measured by some small positive parameter y — ( [4] , [41], [52], 
[60] ), or by introducing a steady change of the mean temperature 
at the rate y caused by a steadily increasing heat supply (free or poorly 
conducting surfaces) ([36], [37], [16]). In all these cases solutions 
have been constructed in the form of double power series in e and y, 
where € measures the amplitude, in a neighbourhood of the eigen­
value Ap The method has been justified in [46], [16] by a con­
vergence proof. 

The results for y = 0 are in agreement with the assertions of 
Theorem 4.6 [50]. For y ^ 0 however, there exist "subcriticar 
solutions, i.e. solutions for X < Xx with hexagonal structure, the direc­
tion of the flow in the cell-center being determined by the sign of 
y; all other solutions bifurcate to the right of Xx. The selection of 
certain cell patterns is explained by considering the behaviour of the 
spectrum of A(XX; V(X)) near AX and by drawing conclusions about 
the stability and instability. A critical survey of these arguments is 
given at the end of §5. 

5. Stability and bifurcation. In this section the relation between 
bifurcation, stability7 and instability is studied. It is well known that 
the basic solution loses stability for some Xc G (0, Xx] , where A: was 
defined in the preceding section as the smallest parameter with 
0 Ga(A(X)). If Xc G (0, Ax) then two conjugate complex eigenvalues 
of A(XC) lie on the imaginary axis. In this case time periodic solutions 
of (3.22) may exist, as was proven by Joseph and Sattinger recently 
[26]. The condition Xc = Ai is known as the "principle of exchange 
of stabilities" (PES). The PES holds for the Bénard problem, yet its 
validity for the Taylor model is an open problem. Under the assump­
tion that Xc = X1? and XY simple, the nontrivial solution branch emanat­
ing from (Xx, 0) gains stability for X > Xx and is unstable for X < Xx 

(Lemma 5.6). This result can be derived using Leray-Schauder degree 
([24], [49]) or by analytic perturbation methods [32]. The 
applications to the Bénard and Taylor problem are formulated in 
Theorem 5.7. At the end of this section we give a proof that every 
branch, corresponding to a value of a which is not a locus of a local 
minimum of Xi(op), is unstable in a suitable function space [32]. 
This argument explains the selection of a preferred cell size in the 
Bénard case (Theorem 5.8). 
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For the intended applications we need a general result relating 
properties of <J(Ä(X)) to the stability or instability of the trivial solution 
(corresponding to the stationary solution V). (Stability is understood 
in the sense of Lyapunov.) The first result of this kind was given by 
Prodi [45] who proved asymptotic stability in Û\tV if a(A(\)) lies 
in a half plane re jx ̂  a > 0 (re<r(Ä(A)) = a > 0). Later, Iudovich 
announced theorems on stability and instability in [20]. Sattinger [48] 
has shown that re GT(A(A)) == 0 is necessary and re GT(Ä(A)) = a > 0 
is sufficient for stability in JT, if the class of solutions considered con­
sists of weak solutions of Hopf type. (For necessity one needs a slightly 
stronger condition on CF(Ä(A)) (see Theorem 5.5).) Asymptotic stability 
in D(A) — including pointwise stability — was proven by Iooss in [19]. 
Here we show the necessity and sufficiency of the spectral stability 
conditions for strict solutions in the sense of Kato-Fujita [28] in JT 

or D(AP), I S ß < 1. 
Following Kato-Fujita [28] we call w: [ 0 , T ] -+jT a strict 

solution of (3.22) if 

(i) w(0) = w0, 

(ii) u > E C ( [ 0 , T ] J r ) , 

(5.1) (iii) a ; £ C ' ( ( 0 , T ] , h 

(iv) w(t) G D(A) for all t G (0, r] and Aw G C((0, r ] , j T ) , 

(v) w solves (3.22) in (0, r ] . 

LEMMA 5.1. Let be ß G [ | 1), w0 G D(Aß). Then there exists 
a Tß G (0, oo ] such that (3.22) possesses a unique strict solution w 
in every interval [0, r ] , r < rß, with the additional properties 

(i) w(t)GD(Aß)foralltG [0, r]., and A^w G C ( [ 0 , r ] J T ) , 
(ii) limT_^TjA^(r) |o = oo, t/T/8 < » . 

For the proof we refer to the appendix. The case A = 0 was con­
sidered in [28] under the weaker assumption w0 G D(A114). Our 
proof guarantees the validity of the conditions (5.1) (iii) to (v) even in 
the closed interval [0, r] under stronger assumptions on w0 (e.g., 
A S G D ( A ) , Mw0GD(A^), R(w0) G D(AP)), Lemma 5.1 implies 
moreover that an a priori bound for |A^u?|0 yields the global existence 
of a strict solution. 

LEMMA 5.2. Let recr(Ä(X)) è a > 0, ß G ( i 1), u?0 G D(A(X)^). 
Tfoen there exists a rß G (0, oo ] ^ ^ ^ a f (3.22) possesses a unique 
strict solution w in every interval [0, r ] , r < f ß with the additional 
properties 
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(i) w(t) E D(Ä(k)ß)foralltG [ 0 , T ] and Ä(k)ßw G C([0,r] J r ) , 
(ii) \im7^Tß\A(k)ßw(r)\Q = ocjfrß < oo. 

If |Ä(X)^u;0|0 is sufficiently small, then rß = <*>. 

The proof can be found in the appendix. The condition for the 
spectrum is imposed to ensure the existence of fractional powers 
ofÄ(A). 

THEOREM 5.3. Let rea(Ä(X)) ^ a > 0, 0 < b < a, 0 E (f, 1), 
w0 E D(Ä(A)/3). To euen/ positive e there exists a 8 > 0, 8 depending 
onk andß, such that \Ä(k)ßw0\0 = 8 implies 

(i) the existence of a strict solution w in [0, co )? 

(ii) \A(k)ßw(t)\0 g ee~btfor t E [0, oo ). 

PROOF. In view of property (i) in Lemma 5.2 we may set v(t) = 
ebtÄ(k)ßw(t), t E [0,7^), 0 < b < a' < a, and we obtain from (3.19) 
and the integral representation of (3.22) 

v(t) = ebt exp ( - Ä(k)t)Ä(k)ßw0 

- h(k) J ' ebtA(k)ß exp (-A(k)(t - s))R(e-bsÄ(k)-ßv(s)) ds. 

Lemmas 3.12 and 3.8 yield the boundedness of the nonlinearity; 
together wTith (3.19b) and Lemma 3.11 this implies the estimate 

\v(t)\0^y6e^'-b»\A(kyw0\0 

+ y7cl j* e-w-w-'Xt- s)-f*\v(s)\%ds. 

Set x0 = \Ä(k)ßw0\0. There exists an €0 > 0 such that, for all 
0 < e ^ e 0 andx 0 = 8(c), 

y6x0 + e ^ C i [ e-^-b^ss~ß ds<€ 

holds. The set / = {t\tE. [0, fß), \v(s)\0 ^ €, s E [0, t] } is closed 
and open in [0, fß). Thus, by Lemma 5.2(h), fß = °° , which yields the 
assertion. 

The trivial solution w = 0 of (4.1), and therefore (see (3.12)) the 
stationary solution V, is asymptotically stable in D(Ä(k)ß) if 
re CT(Ä(A)) = a > 0. An analogous result is valid in D(Aß). We state 
explicitly the notion of stability used in this context: w = 0 is called 
stable in a Banach space (X, || |j) if, for every e > 0, there exists a 
0(e) > 0 such that 
of (3.22) with ||u>0 

w(t)\\ = e holds in [0, r) for all strict solutions w 
^ 8(e), [0, T) denoting the maximal interval of 
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existence, w = 0 is called asymptotically stable in X if it is stable 
andlin^ao||u>(f)|| = 0. 

COROLLARY 5.4. Let be rea(A(X)) i^ a > 0. Then w = 0 is 
asymptotically stable in D(Aß),ß £= [f, 1). 

PROOF. The solution w solves the integral equations (see (3.12)): 

(a) w(t) = exp ( — A(\)t)w0 

+ f exp(-Ä(\)(t-s))(-h(\)R(w(s)))ds, 

(5.2) 
(b) w(t) = exp ( — At)w0 

+ P exp ( -A(* - S ) ) ( - X M « J ( « ) - h(X)R(w(s))) ds. 

Setting v(t) = ebtAßw(t), 0 < b < a' < a, one obtains, from (3.20), 

Lemmas 3.6 and 3.8 as in the proof of Theorem 5.3, 

(a) |0(t)|o^c2e-<-'- fc"r"Klo 

+ c4 P e-(«'-bw-°\t- s)~'1\v(s)\öds, 
(5.3) 

(b) \o(t)\o^e-«-b>'\Ai>wQ\Q 

+ c5 J^e-<«--b)«-*>-/»(p^| |Ü(S) |0 + |Ä(x)| |c(s)|.*)ds, 

By (5.3b) there exist constants T0 E: (0, T^), e0 > 0, such that, to every 
e, 0 < e S € o , there is a 8 = 8(e) with |o(t)|0 = e, ( E [ 0 , T O ] , if 
only |AfiW()|0 = 8- For £ S T0 we get, from (5.3a), 

\v(t)\0 S CelA^olo + c4 fo *-<«'-*><*-*)(* - s)-*\v(s)\*ds. 

Choose € J > 0, 8 ' = 8(c ') so that, if \Aßw0 \0=8', 

c6\Af>w0\0 + c4€ ' 2 J " e-<«'-*»s-* ds < e ', 0 < e ' S e 1 , 

holds. Let be € = min (€0, 8 ', € ') then, \v(t)\0 = « ' for all £ E [0, r^) 
and for all w0 with |A^u;0|0 ^ min (8,8 '). Q.E.D. Moreover, 
Lemma 5.1(ii) implies r^ = °° . 

Except for a slightly different notion of strict solution, Prodi's 
result [45] is the case ß = {. Sattinger [48] proved asymptotic 
stability in J1 for weak solutions in the sense of E. Hopf. Hence, the 
stability estimate of Corollary 5.4 is stronger than those mentioned 
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above; however, whether Sattinger's class of solutions is larger than 
the one considered here is still an open problem. Iooss' Corollary 1.1 
in [19] is the limit case ß = 1. A somewhat complementary version 
of Corollary 5.4 is stated in the following theorem. 

THEOREM 5.5. If w = 0 is stable in j T and if A(k) has no eigen­
values with vanishing real part, then re cr(Ä(A)) > 0. 

Note. The condition that A(\) has no eigenvalue with vanishing 
real part is obsolete, as was shown by the second author recently. 

PROOF. Assume that cr(Ä(\)) has spectral points with negative real 
part. In view of Lemma 3.9 and Corollary 3.10, there exist only finitely 
many of those spectral points and they are eigenvalues with finite 
multiplicities. Let F, resp. Q = 1 — P, denote the eigenprojections 
corresponding to the negative, resp. positive, part of the spectrum. 
Then, by Lemma 3.9, the restriction A(X)2 = Ä(\)|c>jr satisfies 
re <J(Ä(A)2) = a > 0 for some a. A(k)2 is densely defined in QJT, 
and generates a holomorphic semigroup with the properties stated in 
Lemma 3.11. Thus, A(k)2

ß can be defined as in (3.18) and the estimates 
(3.19) and Lemma 3.12 hold. 

Let w be a strict solution of (3.22) in [0, r), where [0, r) is the 
maximal interval of existence, with the initial condition w0, and 
QWQ = 0. Since P projects j T into a subspace spanned by finitely 
many generalized eigenfunctions, w0 is arbitrarily smooth and, by 
Lemma 5.1, w(t) G D(A3>4) for all t G [0, T) and A^w G C( [0, r), j T ) . 
Therefore, Qw solves the integral equation 

Qw(t) = -h(k) J"' exp (-A(k)2(t - s))QR(Pw(s) + Qw(s)) ds. 

Set v = Ä(k)2
ßCtv for some/3 G (f, 1). Then v satisfies 

v(t) = -h(k) J ' A(À)/exp (-A(k)2(t - s))QR(Pw(s)+ Ä(k)2-
ßv(s)) ds 

since A(k)2
ß is closed and the following inequality is valid. Observe 

that in the finite-dimensional space PJT, |A3/4
 W\Q = CI\W\Q holds. In 

view of the Lemmas 3.8 and 3.12 and by (3.19b) we obtain 

(a) | t>(*) |o^ / (*)+c 2 J 'o e-™-Kt-s)-f>\v(8)\*ds, 

(5.4) 0 < a' < a, 

(b) f(t) = cx ' j ' e-«'<(-s>(f - s)-"|Ptt>(s) \tds. 
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The integral in (5.4a) exists since v = Ä(\)2
ßQw is bounded by 

Ä(k)2Qw in [0, T), and this is bounded by AQw. The boundedness 
of An; follows from Lemma 6.1 in the appendix for smooth w0. 

The assumed stability in JT guarantees that \Pw(t)\ ^i e, t £E [0, r), 
if only limolo = 5(e). In the course of the proof we shall dispose of €. 
Now we assert 

K*)|o^2/(0, * G [ 0 , T ) , 
(5.5) 

e2 < (4ci 'c2c3
2)-1, where c3 = e-a'ss-ß ds. 

Jo 

Define / = {t 11 G [0, r), \v(s)\0 S 2f(t) for all s G [0, t] }. Since 
\v(t)\o is continuous, I is closed in [0, r). The openness of I follows 
from (5.4a) by the inequality 

\v(t)lo ^ fit) + 4c2c3/(*)2 < 2/(0, * G /, 

by the choice of e, therefore Z= [0, r). Hence, A^Çu; = t> is 
bounded in [0, T). By Lemma 3.12, A3l4Qw and thus A3l4w is 
bounded in [0, r) as well. Lemma 5.1(ii) implies r = °°. 

We set M = Pw and 

Ä(X)! = Ä(k)\PjT9 rea(A(X)1) ^ - 9 < 0. 

Choose a basis 9 1 , • • - , 9 m in PJT such that 

( À ( X ) l M ) M ) g - ^ | U | 2 

where the scalar product is defined by 

m m 

i = l i = l 

Applying F to (3.22) yields 

(5.6) dWA + Ä(X)!ii + h(\)PR(u + Ä(X) 2 -^Ü) = 0. 

By the Lemmas 3.8 and 3.12 and the equivalence of the norms | • |, | • |0 

in Py we obtain 

\h(k)PR(u + Ä(X)2-"o)| =i c4(|«P + \v\t). 

Scalar multiplication of (5.6) by u implies (in view of (5.5)), for 
eS(4c 4 ) - '< / , 

jtHtW^^\u(tW-2c4(tnu(t)\. 
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For some r) > 0, \u(t)\ strictly increases for t G [0,17], since f(0) = 0. 
As long as \u(t)\ is increasing, f(t) = cx

 fc3\u(t)\2 holds by (5.4b). 
Choose e <(4ci'2c3

2c4)~
lq, then 7) = 00 and \u(t)\ grows exponentially. 

This contradicts the assumed stability. 
Assume that a(Ä(X)) has an eigenvalue with negative real part and 

no purely imaginary eigenvalue. Then, Theorem 5.5 states that in 
every /^neighbourhood of w = 0 there exists a w0 and a strict 
solution w(t, u>o) of (3.22), with the maximal interval of existence 
[0, T), such that \w(t, w0)\0 > €0 for some t G [0, r) and some €0 > 0. 
In this sense w = 0 is called unstable. Particularly, Theorem 5.5 
implies the result of Sattinger [48] who proved instability i n / T for 
weak solutions of Hopf-type. 

V = VQ + w+, where w+ is a stationary solution of (4.1), is called 
stable if, for A(X) = A + XM(V), W = 0 is stable with respect to 
strict solutions in D(Aß). V is called unstable, if it is not stable inJT . 
Since we have to investigate stability and instability for different V, 
we indicate the dependence of A(k) and K on V by the notation 

(5.7) A(A; V) = A + XM(V), K(V) = A-1 '4M(V)A-3 '4. 

By Corollary 5.4 and Theorem 5.5, stability and instability of V are 
essentially determined by a(A(X; V)). For small positive X there 
exists a unique stationary solution v0 which, by Lemma 3.6, Corollary 
3.4 and (3.4), is stable since 

(Aw,w)0 + k(M(v0)w,w)0^ |A^u;|0
2(l - Xy3yi') 

holds. Asymptotic stability can also be proved (see [53] ). 
Let us denote 

(5.8) Xc = sup {X I X > 0, rea(Ä(p; vQ)) > 0 forp G [0, X)}. 

Since cr(A(X; v0)) is closed, Lemma 3.9(h) and Corollary 5.4 imply 
that v0 is stable for X < Xc. If A(X; v0) has spectral points with 
negative real parts for X > Xc and no eigenvalues with re X = 0, then 
VQ becomes unstable. We know that Xc = Xl5 where ki is the smallest 
characteristic value of K(v0), since 0 G cr(l + kiK(v0)) if and only 
if0Gcr(Ä(X1;ü0)). 

For the case that Xc equals ki and under some additional assump­
tions on the nature of the eigenspace, the stability behaviour of v0 

and of the bifurcating solution V can be studied if it is possible to 
parametrize V "piecewisely" in X, i.e. if the nontrivial solution branch 
(X(a), V(a)) in R X JT, \a\ ^ 1, (X(0), V(0)) = (Xl7 v0\ can be 
written 
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<*(A)= ± C 1 | X - X 1 | 1 " , 

V(X) = i?o+ |X-X1 |1^F(X), rGN, 

where F : R -» D(A) is analytic in (X - Xi)1/r and F(ki)f 0 
(see Corollary 4.4 and Theorem 4.6). The following lemma explains 
the stability behaviour for this case. R in (4.1) is a quadratic operator 
and maps analytic functions w : C —» D(A) into functions v : C-* JT, 
analytic near 0 as well. Lemma 3.8 implies that (5.9) and this analytic-
ity property hold for the two models under consideration. 

LEMMA 5.6. Assume kc = Xx and re /x = a > 0 for all nonvanishing 

fi in a(A(ki; £>0)). Let k{ be a simple characteristic value of K(v0), 
let 0 be a simple eigenvalue of A(X1; v0), and let (5.9) be satisfied. 
Then, ifk is restricted to a suitable neighbourhood of X1? 

(i) v0 is stable for X < kl and unstable for X > Xl5 

(ii) V(X) is stable for X > ki and unstable for X < Xi-

PROOF. Part (3) of the proof follows an argument given in [32]. 
(1) Let T0 > 0 be sufficiently small and choose 

K := {z | z E C, 0 ^ re z ^ a/2, |im z\ g fr |z| è a/4}? 

j8 = 2|Xi + r\y3{al2 + (k, + T0)2y3}1/2, 

then K is a compact subset of the resolvent set of Ä(Ai; v0). By 
Lemmas 3.6, 3.9, the family of operators (Ä(Xi; v0) — /Ltl)_1M(t;0) : 
È\a —» H\ a is unifoimly bounded for |X — Xj = r0, / i E K 
Denote the bound by c{. Since V(X1) = v0 and V(X) £ 0(A) is con­
tinuous in X, we can find a rx > 0, rx = r0 such that 

X1||(A(X1;t;0) - /il)-'(M(V(X)) - Af(t>0))|| + |X - X ^ < 1 

for |X - X! | g Tt. By the identity 

{A(X i ; V(X) ) - / x l}^ 

= {1 + ((A(Xi; t>0) - iil)-KkMV(k)) - kMv0)) 

^ ( X - X ^ M ^ o ) ) } - 1 

• ( A ( X I ; Ü 0 ) - ni)-\ 

it follows that K belongs to the resolvent set of A(X; V(X)) for 
|X — X j ^ T j . In view of Lemma 3.9(ii), all eigenvalues of 
A(X; V(k)) belong either to the set \z\^oJ4 or to the set re z ̂  a/2. 

(2) For V(X) = v0, the above consideration yields that A(X; v0) 
has a simple eigenvalue /Xj(X) near 0, and that all other eigenvalues 
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are to the right of re /x = a/2. Observe, that A(A; v0) = A + XM(i?0) : 
D(A) - ^ / T depends analytically on A with D(A), independent of X, 
as domain of definition. Thus, A(X; v0) is of type A (cf. [27, p. 375] ) 
and /uq as well as the eigenprojection P(X) are analytic in X, /x1(X1) = 0, 
PiW = M>n(* ~ *i) + 0((X - Ax)2). One obtains 

Mn(9o,4o)= - ( A ^ ^ A ^ ^ c A i 

where ç 0 , resp. t£0, are the eigenvector of A + AiM(ü0), resp. the 
adjoint eigenvector, solving 

A*o + X1M'(oo)*o= 0. 

The simplicity of /UL^A) yields (<p0, t//0) ^ 0. Setting / 0 = A 3 / 4 9 0 

and g 0 = A i / ^ 0 7 we get (1 + AiK(i>o))/0 = 0, (1 + A ^ ' ^ g o 
= 0. Since Ax is a simple characteristic value of K(v0) : (f0, g0) = 
(A1/29o, A1/2tio) 7̂  0. juti(A) is positive for A < Ai according to 
Ax = Ac. Hence, fin < 0 and (i) is proved. 

(3) By R(v, w) we denote a bilinear operator (not necessarily 
symmetric) such that R(v,v) = R(v). Since V(A) = v0 + w+(\) 
we obtain 

(5.10) M(V(A)) = M(t)0) + fc(A){R(u>+(A), • ) + « ( ' , w+(A))}. 

Consider the case A > Ax and choose T = (A — Ax)1/r, w+(k) = 
^, x

= 1 T X , where the series converges for |T| = r0, To sufficiently 
small, in D(A). M;+ is a solution of (4.1). Comparison of powers of 
T, A = Ai + r r yields 

Ä(Ai; v0)wl = 0, 

A(Ai; v0)wn 4- MAO 2 R(w- wn-v) = °> 2 = " = r> 
(5.11) "=1 

Ä(A1;t?o)u?r+1 + M(v0)w1 + fe(^i)Gr = 0, 

r 

An argument analogous to the one used in part (2) of this proof 
shows that the eigenvalue /XX(T), fi\(0) = 0, of A(A; V(A)) and the cor­
responding eigenprojection P(T) are analytic in r. Choose 9 0

 = Wù 
then by an elementary calculation, one obtains, for P(T)^0 = 
2*=o T"Ç„, /ÌI(T) = 2"=i M^from (5.10) and (5.11), 
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(5.12) ^ = 0, l ^ ^ r - 1 , 

/V¥>r+i = Ä(Xi; v0)yr+l + M(v0)y0 + (r + l)ft(X1)Gr. 

Define t j0 as in (2). Scalar multiplication of the third equation of 
(5.11) and (5.12) by * 0 yields 

Mr(<Po, *o)o = Ai(A1/29o> A^tloJo. 

According to (2), (ço> 4fo)o a n d (^1/29o>^1/2*I?o)o n a v e the same sign. 
Thus fir > 0 and /X(T) > 0 if T > 0. 

The proof for X < k{ coincides with the above proof by setting 
r = XL — X. Hence, we obtain ^ ( T ) = fJir(k — Xx) + o(|X — Xj) 
which proves the lemma. 

In [49] Sattinger has given a proof of Lemma 5.6 for general 
analytic nonlinearities R using the Leray-Schauder degree. He needs 
the simplicity of the eigenvalue /x = 0 of Ä(kx; v0), although this is 
not mentioned explicitly. The above proof could be extended to this 
general case as well by tedious calculations. 

The assumptions of Lemma 5.6 are satisfied for fixed n, a, ß (see 
Corollary 2.2) in the Bénard case. The fact that Xc = Xx follows from 
Lemma 4.5(iii). Xi is a simple characteristic value of K(v0) by 
Theorem 4.6. System (4.13) shows that Ä(Xx; v0) is selfadjoint. Thus, 
in part (2) of the above proof we have i|f0 = çp0 which implies 
(Ço> 4fo) 7̂  0 and hence the simplicity of /LL = 0 in a(Ä(X1; v0)). For 
the Taylor problem only the simplicity of Xx as a characteristic value 
of K(v0) is known. Even if Xc = ki is assumed, it has not yet been 
determined generally whether V(X) exists to the right or to the left 
of Xi. The simplicity of /x = 0 in a(Ä(X1; v0)) is an open problem as 
well. 

THEOREM 5.7. (1) For the Bénard problem, every solution with a 
given cell pattern (fixed n, a, ß) exists in some right neighbourhood of 
\Y and is asymptotically stable in D(Aß), ß G (f, 1). The basic 
solution v0 is asymptotically stable for X < Xx and unstable for X > Xx. 

(2) For the Taylor problem, let the assumptions of Lemma 5.6 on 
the spectrum of Ä(X; Do) be valid. Then, for every period (a fixed), 
V(X) is asymptotically stable if it exists for X > Xx and is unstable if 
it exists fork < k{. 

Some of the authors mentioned at the end of §4 have considered 
the "stability" and "instability" of cellular solutions for generalized 
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Bénard problems among the class of general doubly periodic solutions 
of (3.22) ([4] , [5], [36], [50] ). For y = 0 (notations from the end of 
§4), rolls are the only stable cellular solutions. For y ^ 0 the solution 
with hexagonal structure bifurcates "subcritically". The subcriticai 
branch increases in amplitude with decreasing À up to a certain 
Kr < Ai> this part being unstable. At Acr the solution turns into a 
stable branch which exists for k > kct. For some \a > AX the hexagonal 
solution loses stability to the roll solution. Thus, at kcr the basic solu­
tion is predicted to snap into a finite amplitude solution of hexagonal 
structure. 

In this context stability and instability were understood as properties 
of the spectrum of A(A; V(A)). If all eigenvalues have positive real 
parts V(k) is called stable, whereas if an eigenvalue wTith negative 
real part exists, V(A) is called unstable. The sign of the real part is 
determined by exploiting properties of a double power series in e and 
y for the smallest eigenvalue /Xi(€, y), /^(O, 0) = 0. But jxi as a function 
of e and y might have rather complicated singularities at e = y = 0 
even for a linear problem [27, p. 117]. Since superpositions of 
doubly periodic solutions of (3.22) are considered, /xl has multiplicity 
greater than one and the above remark applies as well. When in­
stability is shown, usually some eigenvalues with vanishing real parts 
are present. No rigorous instability result is known for this case. 

It can be proved, however, that all cellular solutions are unstable 
for almost all values of a in a suitably chosen function space. The 
distinguished values are the local minima of ki(a) and the excep­
tional set mentioned in the proof of Theorem 4.6. Geometrically the 
following theorem excludes almost all ratios of wave numbers a and/3. 

THEOREM 5.8 [32]. Let (ao,ßo) be not in the exceptional set men­
tioned in Theorem 4.6. Moreover, assume that Ax (a) does not have 
a local minimum at cr0 = (<XQ2 + ßo2)112 and let V(k;(T0) be a 
bifurcation solution of the Bénard problem in \ i . Then there exists 
a space j T such that V(X;a0) £ / r and V(k; <r0) is unstable for all 
knearki(a0),k ^ Ai(cr0). 

PROOF. Note that k^a) ^ cxu
2 + C^J~X [31] and that \Y(p) 

is a real analytic function for a > 0 [22]. Thus, ki(<r) has finitely 
many local minima. Assume Ai(cr) to be strictly increasing at a0. 
Denote by jXfc(A; a) the eigenvalues of A(A; V0) for given a—they are 
real—and let be jjL^a) < fjLk(k;cr), k i^ 2. Then ^ (A^CT) , a) = 0 
holds. By Lemma 5.6 we have fi\(\i((To)9 a) < 0 for a G S — 
(o"o — ô, o-0), and suitable ô > 0. If jLtfc(Xi(o"o); °") = 0, ixk is simple 
(Theorem 4.6(i)) and /X*(A; <T) ^ 0 in some neighborhood of 
Ai(cr0), k 7̂  Mao). (Proof (2) of Lemma 5.6.) 
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Choose p > 0 such that (n — l)p G S, np = cr0, n E N , For at 
most finitely many m,k G N, 1 = ra = n, fx*(Xi(ao); mpln) = 0 
holds. An arbitrary small variation of X yields /JLk(ki(cr0); mpln) ^ 0. 
Set X 7̂  Ai(o"o), m e n V & G r o ) ^ / r > where / T consists of functions 
periodic with period 27rn/oo, resp. 27m//30, in the x r , resp. ^^direc­
tion, and there exists a negative eigenvalue /^(X; a0/(n — 1)) of 
A(X; u0). Hence, V(X; o"0) is unstable for every X near ki(<T0), X ^ 
\i((T0). If X^cr) is strictly increasing in cr0, the proof proceeds 
analogously (replace n — 1 by n + 1). Q.E.D. 

For the Taylor case it is not known whether all p,k are real. Thus, 
the change of sign as X crosses X^CTQ) cannot be guaranteed. How­
ever, for values of a close to a local minimum the same argument 
could be applied. For analytical, resp. experimental, results see [ 12], 
[34], resp. [55]. 

Ample numerical evidence suggests that X^cr) is a convex curve 
with a unique minimum. The locus of this minimum would determine 
the only possibly stable cell size of the convection flow. 

6. Appendix. 

(1) PROOF OF LEMMA 5.1. Consider the integral equation 

(6.1) v(t) = exp (~At)v0 + f A^exp ( - A(t - s))F(v(s)) ds 

with 

F(v) = -kMA-ßv - h(\)R(A-Pv). 

(6.1) is solved locally by some t> G C([0, r] , / r ) . The operator F 
can be written as follows: 

F(v) = Bv + G(v, v) 

where, by Lemma 3.6 and Lemma 3.8, B G 8 ( / r ) and G is a bounded 
bilinear form on JT. Then, for fixed u G j T , 

F(I I , v) = Bv + G(u, v) 

is bounded and linear in v. The estimate 

(6.2) | F(u, v) |o ^ C l ( l + |A»2-%|o)Mo 
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yields that the mapping F ( -,v) is completely continuous in j T for 
fixed v G JT. 

The local solution of (6.1) can be constructed iteratively. Let 
X, = C( [0, T] , JT) and u G X,; define 

v°(t)= exp(-Af)ü0 , 

vn+i(t)= P A ^ e x p ( - A ( f - s))F(tt(s),t>n(s))ds, * E [ 0 , T ] . 

Then, for all n G N0, t)n G XT. For sufficiently small r the series 

^n=o vH converges normally in X,., i.e., 

00 

S M x r < ° ° , M x r = SUp | < f ) | o . 
n=0 [0 ,T] 

Setting Ü = ^n°°=o vn G XT, u solves 

(6.3) v(t) = exp (-At)vo + f A^exp ( - A(f - s))F(u(s), v(s)) ds. 

Setting H(u) = v where v solves (6.3), H maps a closed ball with 
center 0 in X^. completely continuous into itself. Thus, H has a fixed 
point which solves (6.1) on [0, r ] . 

By applying the above process to an interval [T, TX] with v0 = 
V(T), v can be continued to a continuous solution of (6.1) in a 
maximal interval of existence [0, Tß). Furthermore 

lim |Ü(*) |O= °° 

holds if Tß < °° . Hence w = A~ßv solves the integral equation 

w(t) = exp (— At)w0 

(6.4) „ 
4- J exp (~A(t- s))(-kMw(s) - h(\)R(w(s))) ds 

in [0, Tß) with the properties (i) and (ii) of Lemma 5.1. As was shown 
in [ 17], w is the unique strict solution of (3.22) in every interval 
[0,T] C [0,Tß). 

(2) PROOF OF LEMMA 5.2. Since A(A) is the generator of a holo-
morphic semigroup (Lemma 3.11), fractional powers Ä(k)ß with the 
properties (3.19) can be defined. Setting Ä(k)ßw = v, one obtains 
the estimate by Lemma 3.8 and Lemma 3.12: 

(6.5) \F(u, c) |0 Si c2(l + \A-^(A^A(k)-e)u\0)\v\0 
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with F(v,v) = F(v) = — h(\)R(Ä(\)~ßv). The proof proceeds as for 
Lemma 5.1, since, by (6.5), F has the same properties as F. 

LEMMA 6.1. Let w0 G D(Aß) be such that Aßw0 G D(A), 
Mw0 G D(Aß), R(w0) G D(Aß), ß G [f, 1). Then the unique strict 
solution of (3.22) constructed in Lemma 5.1 satisfies (5.1)(iii) — (v) in 
the closed interval [0,T],T < rß. 

PROOF. We show (5.1)(iii) — (v) for t — 0. With the same notations 
as in the proof of Lemma 5.1, equation (6.1) is solved in X,.1 = 
Cl([0,r]JT). Setting u(0) = t>0, u Œ XT\ the functions vn belong 
to XT

 l. This is clear for 

v°(t) = exp(-At)v0. 

For general n observe the identity obtained by twice using the sub­
stitution s —» t — s: 

-^vn(t)= J' Aß exp (-A(t - s)) 

• { G (-^u(s), v"-\s)) + F (II(Ä), ~ t^-K*))} ds 

+ 8nlexp(-At)AßF(v0) 

where, for n = 1, F(v0) G D(Aß) is used. « " E I , 1 follows induc­
tively. For sufficiently small r the series v = ^n=o vn converges 
normally in X,.1, and ü G X , 1 solves (6.3). The mapping H1 : Xr

1 —> 
X,.1 maps u G X ^ , M(0) = t?0, into the constructed solution v of 
(6.3). For the closed, bounded, convex set 

K = {u G XT' | «(0) = «o, |«|xT ^ d, \duldt\Xj ^d'} 

and appropriate positive numbers r, d, d ' , we have H^K) C K and Hl 

is completely continuous. The existing fixed point v of Hx in K 
solves (6.1) in [0, r] and u; = A~^Ü is a solution of (6.4). According 
to [17], w is a strict solution of (3.22) in [0, r ] , i.e., 

dwldt + Aw + KMw + h(K)R(w) = 0 on (0, r ] . 

Since u > e C ( [ 0 , T ] , D(A")), du?/dt G C([0, r ] , / r ) it follows that 
u>GD(A) for * E [ 0 , T ] and A u ; G C ( [ 0 , r ] , / T ) . Thus, (3.22) is 
satisfied on [0, r ] . Q.E.D. 
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