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ABSTRACT. Classes of second order, one- or two phase-
elliptic systems with time-fractional boundary conditions
are studied. It is shown that such problems are well
posed in an Lg-setting, and stability is considered. The
tools employed are sharp results for elliptic boundary
and transmission problems and for the resulting Dirichlet-
Neumann operators, as well as maximal Lj-regularity of
evolutionary integral equations, based on modern functional
analytic tools like R-boundedness and the operator-valued
H°-functional calculus.

1. Introduction. In applied fields, in particular, in mathematical
physics, there are many problems leading to time-fractional equations
on surfaces or interfaces; some are also nonlocal in space. Such problems
occur, for example, in elasticity and fluid dynamics through fractional
boundary dissipation or in electrodynamics as impedance boundary
conditions. In this paper, we want to present general classes of such
problems and study their well-posedness as well as their stability
properties. To describe the classes of problems we have in mind, we
consider the following general framework.

Let Q CR?, d > 2, be a bounded domain with boundary of class C3~,
i.e., of class C? with Lipschitz curvatures, and set I' := 09; the outer
normal of  is denoted by v*. The domain €2 consists of two disjoint
open subsets Q;, j = 1,2, such that {; is not in contact with I', i.e.,
we assume Q; NT' = @. Then, ¥ := 909, C Q forms a closed, compact
hyper-surface in R%, which we also assume to be of class C®~. The outer
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normal of €; on ¥ is denoted by v*. In applications, s typically is
connected; we assume this, below, but € is allowed to be disconnected.

Next, we let E be a finite-dimensional Hilbert space and consider
the second order differential operator (using Einstein’s sum convention)

Az, V) = =0y, (aij(:c)&,;j), x €9,

where the coefficients o’/ € BUC(Q\ X; B(E)) are self-adjoint in E in
the sense that a%(x)* = a?*(x), which are uniformly normally strongly
elliptic, see Section 2 for the definition. Typical examples for A(z, V)
will be the diagonal negative Laplacian or the Lamé operator from
elasticity theory. Then, we define the conormal boundary operator
Bs(z,V) on ¥ by means of

Bs(z,V) =v](2)a" (2)0,;, x€%;

Br(z,V) is defined on I' in the same way. Note that the coefficients
a%(x) may jump across the interface Y. Furthermore, we assume that
Ps € C?~(X;B(E)) is a given family of orthogonal projections in E,
and we let Qx, = I — Py, be its complementary projection; Pr and Qr
are defined similarly. One should think, e.g., of Py as the identity I,
a projection onto a fixed subspace of E, or of the projection to the
tangent bundle of X.

Then, with >0, in the one-phase case, we consider the two problems

w + Az, V)v=0 in Oy,

(L1) Ox(2)Bs(z,V)v=0, Ps(z)v=u on,

where here, without loss of generality, we may assume that 2, is
connected, and

wo+ Az, V)v =0 in Qq,
(1.2) Or(x)Br(x,V)v=0, Pr(z)v=0 onT,
Ox(z)Bs(z,V)v=0, Ps(z)v=u onX.

The condition Ox(x)Bx(x, V)v =0 can be replaced by Ox(z)v=0. In
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the two-phase case, we have the problems

w+ Az, V)v=0 in Q\X,
(13) Or(x)Br(z,V)v =0, Pr(z)v=0 onT,
[Qs(2)Bs(z, V)v] = Os(2)Bs (2, V)v =0 on X,
[Ps(x)v] =0, Ps(x)v=u on X,
and
w+ A(z, V)v=0 in Q\%,
(1.4) Or(z)Br(z,V)u=0, Pr(z)v=0 onT,
[Qs(2)Bs(z, V)v] = Qs (2)Bs (2, V)u=0 on X,

[Ps(x)Bs(z,V)v] =0, [Ps(x)v]=u on X.

Here, [w](z) = limco, (w(z + evs(x)) — w(z — evg(x))) denotes the
jump of a quantity w across the interface X.. In the two-phase problems,
we may exchange the conditions of the Q-part on ¥ by

[Os(x)v] = Os(x)v=0 orby [Qs(x)Bs(z,V)v]=[Qxs(z)v]=0.

Thus, the main variable u lives on the hyper-surface ¥, and it serves as
a boundary input for various elliptic problems. The outputs will yield

the Dirichlet-Neumann operators which are defined by
(1.5) Ajpu(@) = (=17 Pe(@)Bs (2, Viv(z), z€2, j=1,2,4,
. As yu(z) = —[Ps(x)Bs(z, V)v(z)], ze€X.

In Section 3, we prove that all of these operators are R-sectorial with
the R-angle equal to zero, in a proper L,-setting. In all cases, the
operators A; ,, are self-adjoint in Ly(X, PxE), and we have

(1.6) (Aj pulu)e = wvl2 + (aVo|Vu)y > 0.
The dynamics lives on the hyper-surface 3. It reads
(1.7) u(t) +bx Au(t) = f(t), t>0,

where the forcing function f(t) is given, and A denotes any of the
Dirichlet-Neumann operators introduced above. Here, * denotes
convolution in time,

bxw(t) = /Ot b(t —s)w(s)ds, t>0.
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The kernel b(t) is a scalar function b € L1 j,.[0,0) of subexponential
growth, which is 1-reqular and sectorial, see Section 2 for the definitions.
Typical examples for kernels b(t) are the standard kernels go ,(t), defined

by
—1
o "

G (t) = o) , t>0,

where o € (0,2) and > 0. Then, for « € (0,1], =0 and f =ug+b*h,
equation (1.7) is equivalent to the time-fractional equation of order
a<l

O (u—wug)+Au="h, t>0, u(0)=uo.

On the other hand, for a € (1,2), n=0 and f =wug+tu; +bxh, we obtain
the equivalent time-fractional evolution equation of order « € (1,2)

O —uy)+ Au=h, t>0, u(0)=ugp, u(0)=mu;.

However, of course, the kernels b(¢) in (1.7) can be much more general
among others; also fashionable limiting cases, like the so-called ultra-slow
diffusion are allowed. An example for this is the kernel:

] tafl
bt:eft/ da, t>0.
W=} @

In the simplest case, (1.1) with E=C, A= —-A, Ps =1 and By =9,
becomes the problem
po—Av=0 in Qq,
(1.8) v=u on X,
u+bxd,v=f onX.

Here, A;, is the standard Dirichlet-Neumann operator. For this
problem, we refer to Section 4, Example 4.1.

In the general case, the analysis is based on the strong L,-theory
for elliptic problems. Thus, for each time ¢ > 0, the bulk variable v
will belong to the standard space H, 3 . Trace theory then yields the
reqularity space X1 = qu_l/q(E;PgE) for u, and, as the Dirichlet-
Neumann operators are all of order 1, the base space for the dynamic
equation will be Xy = qu*l/q(Z;PgE).

For the elliptic theory, we refer to the monograph by Priiss and
Simonett [8, Chapter 6], in particular, for the construction and
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properties of Dirichlet-Neumann operators. On the other hand, the
analysis of the dynamic equation (1.7) is based on vector-valued
harmonic analysis, in particular, on maximal Ly-regularity. For this, we
refer to the monographs [6, Section 8] and [8, Chapter 4].

The organization for this paper is as follows. In the next section,
we state the main results which are proven in Section 3. Section 4
deals with several applications to problems in mathematical physics,
and in the last two sections, we consider extensions of our theory to
Stokes problems with fractional boundary damping, and to fractional
impedance boundary conditions in electrodynamics.

2. Main results. As previously mentioned, we let ¢ € (1,00), and
set
Xo =W V(S PoE), X, =W, PoE).

These spaces are well known to be of class H7T (equivalently UMD).
The first result concerns the Dirichlet-Neumann operators A; ,,.

Theorem 2.1. Let 1 < g < oo, E a finite-dimensional Hilbert space
and Q, T and 3 as above. Assume

(H1) a¥ € BUC'=(Q\ %;B(E)) are self-adjoint in E and A(z,V) is
uniformly, normally strongly elliptic.

(H2) Pr € C*~(I;B(E)) and Ps € C?>~(%;B(E)) are families of
orthogonal projections in E.

Then, the Dirichlet-Neumann operators A; . introduced above are well-
defined R-sectorial operators in Xy with R-angle zero. These operators
have compact resolvent, their spectra consist only of nonnegative eigen-
values, their domain is D(4; ,) = X1, and A, ,, is invertible if and only
if the kernel N(A; ) is trivial. In particular, A; . is invertible for all j,
i case p> 0.

This result is proven in Section 3. Recall from [8, Chapter 6] that
A(x, V) is strongly elliptic, if there is a constant ¢(x) > 0, such that

Re(A(z,i€)v|v) g > c(x)|v|%, forallve B, ¢€R? ¢ =1.
A(z,V) is called normally strongly elliptic if in addition
Re(a™ (2)(&0 + vyw) |0 + viw) > e(2)|Tm(v]w)|
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holds, for all ¢, v €R?, |¢| =|v|=1, (£]v) =0 and v,w € E. The attribute
uniformly means that the constant ¢(z) can be chosen independently
of r € Q\ X. Note that, by self-adjointness, of the coefficients a®/, the
terms (A(z, V)v|v)g and (a(z)(&v + vjw)|&v + v;w) g are actually
real.

Next, we consider the kernel b € Ly j5.[0,00). It is of subezponential
growth if

/000 e M|b(t)| dt < oo, for each n > 0.
Then, the Laplace transform
Lb(z) ::Z(z) = /000 e 'b(t)dt, Rez>0,
is well-defined and holomorphic on the right half-plane C, = ¥,
where we use the notation for sectors

Y9 ={z€C\{0}:|arg(z)| <0}, 6¢€(0,7).

We say that a kernel b(t) of subexponential growth is sectorial, if 3(2) #0
in C, and

o~

sup{|arg(b(z))|: 2 € C1} =: 0, € (0, 7);

then, we call 6, the angle of b.
Given k € N; the kernel b of subexponential growth is called k-regular,
if there is a constant ¢ > 0 such that

1270 ()| < ¢fb(2)], z€Cq, 0<n<k.

For properties of k-regular kernels, see [6, Sections 3, 8]. In particular,
we note that the Laplace transform of a 1-regular kernel b continuously
extends in C to C, \ {0}, g(z) does not vanish there, and the function
b(i-) belongs to WL 10e R\ {0}).

Typical examples are the standard kernels previously introduced,
with a € (0,2) and n > 0. We have

ga,n(2)2(2+77)_a7 ZG(CJr;

therefore, these kernels are k-regular for any k € N, and they are sectorial
with angle 0, ==ar/2<m.
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Another class of typical examples are kernels, which are nonnegative,
nonincreasing and convex; such kernels are 1-regular and sectorial with
angle 6, < /2.

Let b be a l-regular sectorial kernel. Then, we may define an
operator B in L,(R;Y) by means of
1) FBu(E = F)O, €CR Fu) DE\(0)Y)
Here Y denotes a UMD-space and F means the Fourier transform.
Since the set D(R\ {0};Y) is dense in L,(R;Y) for 1 < p < o0, B is
well defined with dense domain. It was shown in [6, subsection 8.4]
that B is sectorial, causal and admits bounded imaginary powers. The
proof given there also actually shows B € H*°(L,(R;Y')) with H>-angle
¢% = 0, which means that, for any ¢ > 6, there is a constant Cy > 0,
such that

|[h(B)| < Cylhloo, forall he H>(Xy).

By causality, its restriction to L,(R4;Y’) has the same properties.
In [6, Section 8], it is also shown that the spectrum of B in L,(R;;Y)
is given by
o(B) = 1/b(C+);

in particular, B is invertible if and only if B(z) is bounded on C,. This
is trivially the case if b € L1 (Ry).

Of interest are also the weighted spaces L, ,(R4;Y), defined by
W€ Ly (Ry;Y) <=t Fue L,(Ry;Y),

where 1 <p<ooand 1/p<p<1. It turns out that the above properties
of B are also valid in the weighted spaces L, ,,(Ry;Y’). The reader is
referred to [7] for an elementary proof of this fact.

Obviously, the operators A = A; ,, and B commute in the resolvent
sense; hence, we may apply a variant of the Dore-Venni theorem, see [8,
Chapter 4, Corollary 4.5.9] to obtain closedness of A+ B with domain
D(A)ND(B), and A+ B is invertible if either A or B is invertible. This
yields the following, global result.

Theorem 2.2. Let 1<p,q<oo, 1/p<pu<1, assume that b€ L1 joc[0, 00)
is of subexponential growth, 1-reqular and sectorial with angle 6, < 7,
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and let A denote any of the Dirichlet-Neumann operators introduced
above. Furthermore, assume

N(A)=0 or beLi(Ry).
Then, for each g € Ly, ,,(Ry; Xo), the equation
(2.2) u(t) +bx Au(t) =bx*g(t), t>0,

admits a unique solution w € Ly, ,,(Ry; X1). Moreover, there is a constant
C >0 such that

|U‘Lp,u(R+§X1) S C|g|LP~M(R+§XU)'

There is also a local version of this result, which is obtained by
an exponential shift. For this purpose, multiply (2.2) with e™*¢, set
uy (1) = e “tu(t), g,(t) = e “g(t) and b, (t) = e~ “!b(t). Then, (2.2) is
equivalent to

Ugy () 4+ by * Auy, (t) = by x g (), t>0.

Since b, is in Ly (Ry) and is also 1-regular and sectorial with the same
angle 6, we may apply Theorem 2.2 to this equation to obtain the
following corollary.

Corollary 2.3. Let 1 <p, g<oo, 1/p<u<1, J=(0,a), assume that
b € L1 10c[0,00) is of subexponential growth, 1-reqular and sectorial with
angle 0, < w, and let A denote any of the Dirichlet-Neumann operators
introduced above. Then, for each g € Ly, ,(J; Xo), the equation

(2.3) u(t) +bx Au(t) =bxg(t), teJ,

admits a unique solution u € Ly, ,(J; X1). Moreover, there is a constant
C(a) > 0 such that

|U|Lp,u(J;X1) < C(a)|g|LP,M(J;X0)-

A natural question which arises is that of the precise time-regularity
of the solution of (2.2). Of course, this will depend on the kernel, and,
for the standard kernels, it is easily seen that u € oH}, ,(Ry; Xp). Based
on the characterization of D(B) obtained in [6, Section 8] for L,,, which
carries over to L, ,, we have the following corollary.



ELLIPTIC SYSTEMS WITH FRACTIONAL BOUNDARY RELAXATION 93

Corollary 2.4. In addition to the assumptions of Theorem 2.2, suppose
that:

(2.4) hzg(l)rj_f |b(z)| > 0,
and, for some a € (0,2),

(2.5) 0 < liminf 7*[b(r)| < lim sup 7*[b(r)| < co.
=00 r—00
Then, u € oHy, ,(Ry; Xo). Moreover, we have
u € Hpy((6,00); Xo) N Ly((6,00); X1),

for any 6 > 0.

Note that (2.4) is only a mild restriction; it holds as soon as
lim;, o0 fot b(s)ds # 0 exists in CU{oo}. In particular, this condition is
satisfied if either b € Li (R ) with 3(0) # 0, or if b(t) is nonnegative on
R;.

By [8, Theorem 3.4.8], for a > 1 — 1+ 1/p, we have the embedding
Hy (R Xo) N Ly u(Ry; X1) = C([0,00); (Xo, X1) (1 (1-pt1/p)/ap))-
This implies the following result, which in particular, yields parabolic

regularization of the solution of (2.2).
Corollary 2.5. Let the assumptions of Corollary 2.4 hold, and let
a>1—u+1/p. Then,

u € C([0,00); W (X; PeE)) N C((0, 00); Wi (X P E)),

where so =2—1/g— (1—p+1/p)/a and s1=2—1/q¢—1/ap.

For the solution v of the bulk-part, we have

Corollary 2.6. Let the assumptions of Corollary 2.4 hold. Then, the
solution v of the elliptic problem satisfies

veoHy (R Hy(Q\ S E) N Ly, 0 (Ry s H (Q\ 55 E).
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Since either A= A; , is invertible or the eigenvalue 0 is semisimple, we
have the decomposition Xo=N(A)@DR(A). Let P denote the projection
of Xy to N(A) along R(A4), and @ =1 — P. Then, we may split the
dynamic equation u+ b* Au = f into two parts, namely,

Qu+bx AQu=Qf,  Pu=Pf.

This shows that, in the half-line case, the conditions for well-posedness
are Pfe L, ,(Ry;X1) and Qf =b* Qg with g € L, ,(Ry; Xo). Then,
the solution belongs to Ly, ,(R4; X1) as N(A) C D(A4) = X;.

3. Proof of Theorem 2.1.

Step 1. The Dirichlet-Neumann operators. Here, we show that the
Dirichlet-Neumann operators A; ., introduced in Section 1, are well
defined and bounded from X; to Xy. The exposition will be brief
since all essential ingredients are available in the literature, see e.g., [8,
Chapter 6].

(i) Since, by assumption, A(x, V) is uniformly normally strongly
elliptic, by [8, subsection 6.2.5], we see that, in all four problems under
consideration, the Lopatinskii-Shapiro condition is satisfied on T' as
well as on X. Therefore, by localization and perturbation arguments,
given u € X1, problems (1.1) ~ (1.4) are uniquely solvable with solution
v e HZ, provided p > 0 is large enough. Therefore, the Dirichlet-
Neumann operators A; . are well defined and bounded from X; to Xg
for large p > 0.

(ii) Next, we set X ; = Lq(Q;; E) for j =1,2 and Xo; = Ly(; E)
for j = 3,4, and define operators A; in Xy ; by means of

Aju(z) = Az, V)v(z), veD(4)),
with domains X; ; := D(A;), defined by
D(A1) ={ve H}(): QuBs(z,V)v=Psv=0 on %},
D(Az) ={v e H}(Q): QxBk(z,V)v=Pxv=0 on K,
K=3%T},
D(A3)={ve H,?(Q\E) :9rBr(x,V)u=Prv=0onT,
[QeBs(z, V)v] = QuBs(z, V)v = [Pxv]
=Pyv=0 on X},
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D(Ay) ={ve H}(Q\X): QrBr(2,V)v=Prv=0 onT,
[Bs:(z, V)v] = QuBs(z, V)u
= [Psv] =0 on X}.

Then, the results in [8, Chapter 6] show that A; 4 are R-sectorial in
Xo,j, with R-angle < 7/2, provided pn > 0 is sufficiently large. Moreover,
A; is self-adjoint for ¢ = 2, as the coefficients a*/ are self-adjoint in
E. Since () is bounded, the embeddings X; ; — Xy ; are compact, A;
has compact resolvent, and thus, the spectrum o(A;) consists only
of countably many eigenvalues of finite multiplicity, which by elliptic
regularity are independent of ¢q. Hence, to study these eigenvalues, it is
sufficient to consider the case ¢ = 2.

(iii) For each j =1,...,4, by integration by parts, we have
(Aju|v)r, = (aVv|Vv)r,, veD(A)),

as the boundary terms disappear due to the imposed boundary con-
ditions. The coefficients a¥ are, by assumption, self-adjoint, and also
positive definite by strong ellipticity; therefore, (Ajv|v)r, is real and
nonnegative, which shows that o(A;) C [0, 00) for all j, and thus, by a
perturbation argument, A; is also R-sectorial and invertible if and only if
its kernel N(A ) is trivial. More generally, we have N(A;)®R(A;) =X ;
for each j.

(iv) To solve problems (1.1) ~ (1.4) for a given u € X; and any u > 0,
we proceed as follows. Decompose the solution as v = vy + w, where vg

solves the corresponding problem with large enough py. Then, w must
solve the problem

(b+ Az, V))w = (n+ Az, V))v — (u+ A(x, V))vo = (o — 1)vo,
and w must have homogeneous boundary data. This means

(n+Aj)w = (1o — 1)vo;

hence, w=(u+A4A;) " (o—p)vy. This shows that (1.1)~ (1.4) is uniquely
solvable for each p > 0 as well as for n =0 in the case N(A;) = 0.

From (iii), we see that, if e € N(A;), then Ve=0. Hence, e is constant
in Qo (as 9 is connected by assumption), and e is constant in the
components of 1. This implies, in particular, that Bs(z, V)v = 0; thus,
Ajoe=0. On the other hand, if N(A,) is nontrivial, then the problem
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Ajv = f admits a solution if and only (fle)r, = 0 for all e € N(A;).
From integration by parts, we obtain

0= (aVuwo|Ve)r, = (A(z, V)vle)r, = —ro(v]e),

which shows that (1.1) ~ (1.4) admits a solution v € HZ even if u = 0.
Therefore, the Dirichlet-Neumann operators A; . € B(X1, Xo) are well
defined, for all u > 0.

Step 11. R-sectoriality of Aj ..

(i) To obtain the resolvent of A,,, ie., to solve the problem
A+ Aj u = f, we must replace the boundary condition Pxv = u
by the condition

MPsv+ (=1 PsBs(z, Vv = f

and set u = Pgw, for the cases j =1,2,3. For j =4, in a similar manner,
we must replace the condition [Psv] =u by

AlPev] = [PeBs(x, V)v] = f,

and set u = [Pgv]. Since X; — X compactly, we see that the operators
A; .. also have compact resolvents; hence, their spectra are discrete and
consist only of countably many eigenvalues of finite algebraic multiplicity,
which are also independent of ¢ provided the resolvent sets are nonempty.
Furthermore, if this is the case, by (1.6), we see 0(4;,,) C [0, o), for
all >0 and j.

(ii) To prove that A; , is R-sectorial with R-angle zero, we observe
that it is sufficient to prove this for some large pp > 0. In fact, A4;
is a relatively compact perturbation of A;,,. In order to see this, let
u € X; be given, and let T} ,,u denote the solution of problem (1.j).
Then, v := T} ,u—1T} ,, satisfies the problem

(L+Aj)v= (1o — WT} o,

since the boundary conditions for v are homogeneous. Hence, we obtain
the identity

T uu=Tjwou+ (mo — 1) (L4 A;) 7 T 1w,
which yields, for j =1,2, 3,

Ajpu=Aj u+ (o — ) (=1 T PeBy(z, V) (1 +A;) Ty, u.
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Obviously, the second term on the right hand side is compact in
B(X1,Xp).

As a consequence, well-known perturbation theory, see [8, Chapters
3, 4], shows that, with A; ,, A; . is also R-sectorial with the same
R-angle zero.

(iii) To show that A;, is R sectorial with R-angle zero for > 0
large, we apply the standard techniques of localization and perturbation,
as in [8, Chapter 6], to reduce to the following three model problems
at points on X.

(3.1) w+ AV)jp=0 in RIIxR,,
QB(V)u=0, APv—PB(V)v=f on RIL

w+AV)p=0 in RIIxR,
(3.2) [QB(V)v] = QB(V)v = [Pv] =0, on R
MPu+[PB(V)v]=f on RIL

w+ AV)p=0 in RI!xR,

(3.3) [B(V)v] = QB(V)u=0 on R
MPv]+PB(V)v=f on RIL

Here, A(V) is normally strongly elliptic and self-adjoint, P is an
orthogonal projection in £, @ =1 —P, and A € ¥,. The inhomogeneity

FeWs IR is given.

The most important fact is that each of these model problems
satisfies the corresponding Lopatinskii-Shapiro condition. This condition
means that the ode-systems resulting from the Fourier transform in the
tangential space directions are uniquely solvable. In order to prove this,
we replace V by i€ +v0,, with y > 0 for (3.1) and y € R =R\ {0} for the
others, and we set f = 0. With integration by parts, in each problem,
we obtain

NPolg, + o[z, + (a(i& + vy, )v|(i€ +vd,)v)r, =0.
This implies the unique solvability in Ly of the Fourier transformed
problems.

In the sequel, we concentrate on problem (3.1) since the other two
can be treated in a similar manner, reflecting the lower half-space to the
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upper and doubling the variables, as explained in [8, subsection 6.5].

(iv) Thus, we must solve the Fourier transformed problem (3.1),
which reads

(n+ A(iE+vdy))v =0, y>0,
(3.4) QB(i +vd,)v =0, y=0,
NPT —PB(i¢ +v0,)o = f, y=0.

Here, we have suppressed the dependence of v and f on £ The
appropriate scaling is

p=A+ W+ o= yi/p, b=E&/p, A=1— (0% +b]")V2.

Proceeding as in [8, subsection 6.2], we find a function M, bounded
and holomorphic such that

(3.5) d=((A+Au) ) =Po= %M(a, o

Then, by [8, Theorem 4.3.9], the operator family {\(A+A; )" :A€X,}
is R-bounded in L,(R?"1; E), for any ¢ < 7. Since the tangential
variables commute with Ay, this is also true in H}(R*"!; E), and

then, by real interpolation, also in Xg = qu_l/q(Rd’l; E). This shows
that Ay ,, is R-sectorial in Xy, with R-angle zero.

4. Examples and applications. The first example serves as the
prototype example for our theory. It appears in several applications,
for example, in eddy current models in electrodynamics, cf., [1].

Example 4.1. Let E=C, Pr=Px =1 and a” =§;;, i.e., A(z,V)=—A
and B(x,V)=0,. Then, obviously, the assumptions of Theorem 2.1 are
satisfied, and thus, the results in Section 2 apply. Therefore, it remains
to compute the kernels N(A4; ).

Therefore, let A; yu=0. From (1.6), then, we deduce that Vo =0
in ©; hence, v is constant in Q9 and in the components of Q. This
implies that v =0 in Qy for j =2,3,4; hence, u =0 for j =2,3. Thus,
in these cases, A; is invertible. On the other hand, for j = 1,4, we
only see that u is constant on the components of . Therefore, for
7 =2,3, Theorem 2.2 yields well-posedness on the half-line without any
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further assumptions on the kernel b(t), while, for j =1, 4, we will need,
in addition, b € L (Ry).

In the second example, we consider an elastic body with boundary
relaxation. Let v denote the displacement, and assume the linear
homogeneous isotropic stress-strain relation

S = ps (Vo +[Vo] ") + pp(div o)1,

where ps, p, € R are constants.

Example 4.2. Let E=C¢%, Prv=v-v" and Ps;v =v-v>, the orthogonal
projections to the normal component of v, and A(z, V)v = —divS, as
well as B(z, V) =v-S. We restrict attention here to the one-phase case
7 =2. In this case, we have

As pu= Sv® vt = (215 + pp) 0y v1 + ppdivsyy,

which is the normal component of the normal stress on X, where
v=v +v 1> denotes the normal decomposition of v near . It
is well known that, in this case, A(x, V) is strongly elliptic if and only if

ws >0 and 2us+pp >0,

while it is normally strongly elliptic if, in addition, ps + pp > 0, see,
e.g., [8, Chapter 6.2.5]. Thus, Theorems 2.1 and 2.2 apply, and we
only must compute the kernel of As ,,. From the identity (1.6), we see
that N(Asz,) =0 if p > 0. In the cases of p =0 and Ajou =0, we
obtain v = const in s, and, on I', we have the boundary condition
vy =v-vl =0. Set p(p) =v-p; since I is compact, ¢ attains its
maximum on I' at some point pgy, and there we have, for the tangential
derivatives,

dip(po) =v-dipo =v -7} (po) =0,

i.e., v L T, I @span{v' (pg)}, and thus, v = 0. This, in turn, yields
u=v-v> =0, and thus, N(A2 ) =0. As a consequence, we obtain, with
Theorem 2.2, global existence in L, , without any further restrictions
on the involved kernel b(¢). Note that, in contrast to this, for the first
one-phase problem, i.e., j =1, the kernel N(A; o) is nontrivial, and it
consists of functions of the form u = v-v>, with v € E arbitrary.
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5. Stokes flows with the dynamic Navier condition. The
results from Section 2 on problems (1.1) ~ (1.4) can be extended for
E = C? to the case of Stokes problems, where the elliptic problem
o + Az, V)v =0 is replaced by

w + Az, V)v+Vr =0, dive=0,
and the boundary operator B(z, V)v = v,a*'d,,v by
B(x, V)v = v.a™ (2)0y,v — .

We will not carry out this extension in full generality here, but restrict
attention to the Stokes analogue of the one-phase problem (1.1). Thus,
we consider the problem

w+ A(z, V)o+Vr=0 in Qq,
(5.1) dive=0 in Oy,
v-v¥ =0, Pg(z)v=u onX,

where Ps(x) denotes the orthogonal projection onto the tangent bundle
of X, and with the dynamic equation

(5.2)  w(t)+bxAu(t) = f(t), t>0, Au = PsviaF ()0, v.

This models a one-phase Stokes flow with dynamic Navier condition on
the boundary.

Then, as in Section 3, we can prove that A is R-sectorial with R-angle
¢% = 0, employing the results in [8, Chapter 7]. In this case, the kernel
of A is trivial. In fact, also in this situation, we have the identity

(Aulu)s = plof3 + (aVo[Vv)s;

hence, Au =0 and p > 0 imply Vo = 0 in 4, by strong ellipticity.
Therefore, v is constant, and v-v> =0 on X. As in the previous section,
the function ¢(p) = v -p has a maximum at some point py € ¥ by
compactness of ¥, which implies v- 7% =0 for all i at pg, and thus, v =0.
Hence, u=0.

As a consequence, Theorem 2.2 is also valid in the Stokes case, and
(5.2) is globally well-posed in the L, ,-setting. More precisely, we have

Corollary 5.1. Let 1 < p,q < 00, 1/p < u < 1, assume that b €
L1 16c[0,00) is of subexponential growth, 1-regular and sectorial with
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angle 0y, < 7; suppose that a € BUC'~(Qq; B(E)) is self-adjoint and
uniformly normally strongly elliptic. Then, for each f = bx*g and
g€ Ly, (Ry; Xo), there is a unique solution u € L, ,(Ri; X1) of (5.2).
If, in addition, (2.4) and (2.5) hold for some a € (0,2), then we also
have u € o Hy, ,(Ry; Xo).

6. Impedance boundary conditions.

(i) There is much physical and engineering literature on eddy current
models and surface impedance conditions, also called Leontovich condi-
tions in electro-magnetics, see e.g., [4, 9] for the physical background.
A 3D-prototype example for this consists of the quasi-steady Maxwell
equations

rotrotE=F, divE=0 in o,
(61) EH =0 on F,
Ej+b*x(v”xE)=0 onX.

In this problem, E denotes the electric field in €3, consisting of a
nonconducting material, €; is (not ideally) conducting, and the exterior
of €2 is considered to be perfectly conducting. Here, E| := E —v(E|v)
means the parallel component of E near the boundary. We found in
frequency domain expressions like

b(Z) _ 271/2’ _ 271/2(14»2)71/2’ 1271/2(1+Z)71, :271(14»2)71/2

that the kernel b(t) differs from case to case. These examples have
been normalized, but, in each case, b is 1-regular and sectorial. In this
last section, we want to show that our approach also works for such
impedance boundary conditions.

(ii) For this purpose, observe that, with divE = 0 and R(E) =
VE - [VE]T,

rot rot E = —AE + Vdiv E = —div(VE — [VE]T) = —div R(E)) = —AE,

and
v= xrot E = —v* . (VE — [VE]']) = —v> - R(E).

Therefore, the generalization of (6.1) to arbitrary dimensions d > 2
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(without loss of generality, with F = 0) reads
po + A(V)v := pv —div R(v) = 0, dive=0 in Qo,

vy=0 onT, v=u on X,

(6.2)

where v = Pgv, K =T',%, with Pr and Pyg the orthogonal projections
to the tangent bundles of I" and 3, respectively. The dynamic boundary
equation reads

(6.3) ut+bxAyu=f, Ayu=-v>-R(v).
For this problem, we have in analogy to (1.6),

1
(6.4) (Auulu)z = ulvl3 + SR©)[5 >0,

as v- R(v)v =0. In order to remove the divergence condition for v, we
observe that (6.2) is equivalent to

po—Av =0 in Q,
(6.5) v = o, =0 onT,
Oyv) = —divgu, vj=wu on 2.

Here, we used the decomposition v = v + v vE near K =%,T. In fact,
on I', we have dive =0 if and only if d,v; =0, and on ¥, accordingly, if
and only if divsv +9,v1 =0. Thus, if v is a solution of (6.5) for given
u, then, necessarily, div v = 0; hence, v solves (6.2), and vice versa.

(iii) The equivalent problems (6.2) and (6.5) are not quite of the
form (1.2) since A(V) = —div R is not strongly elliptic, and, in (6.5),
both boundary conditions on ¥ are non-homogenous. In addition, the
resulting Dirichlet-Neumann operator is not of the form A ,,. Instead,
it reads

(6.6) Ayu=—v*-R(v) = —9,v| + Vsvi + Lsu,

where Ly, = —Vsv” denotes the Weingarten tensor on ¥. Nevertheless,
by means of similar arguments as in Section 3, Step I, we show that
A, € B(Xo,X1) is well defined.

For this purpose, define A = —A in Xy = L,(Q2; C?) with domain

X;=DA)={ve Hq2(Q2;(Cd) cvp=0,v1. =0on 'UX}.
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This operator is R-sectorial in Xy with R-angle zero, it has compact
resolvent and is self-adjoint in Ls. It is also invertible, as Av =0 implies
that v is constant in 5, and

Oz/divvdmz/v-vdl":/vldl"
Q r r

shows that v (zo) = 0 for some g € I'; the boundary condition v =0
on I' yields v = 0. As in Step I of Section 3, this implies that the
Dirichlet-Neumann operator A,, € B(X1,Xo) is well defined, for each
n>0.

(iv) Next, we show that A, is R-sectorial in X, with R-angle zero,
for all > 0. Following the strategy in Section 3, Step II, we consider
the problem

po—Av=0 in o,

(6.7) vy =0,v. =0 onT,
divsy+ 0,01 =0 on X,

v — VER(v)=f onX.

It is not difficult to show that this problem satisfies the Lopatinskii-
Shapiro condition for all > 0 and all A € ¥,. As in Step II of Section
3, we deduce that A, is R-sectorial in Xy with R-angle zero, provided
p > 0 is sufficiently large.

Further, we use (6.4) to extend this result to all values of p > 0.
Therefore, Theorem 2.1 and so also Theorem 2.2 are valid in the case
of surface impedance conditions as well. Summarizing, we have

Corollary 6.1. Let 1 <p,qg< oo and 1/p < p <1, and assume that
b e L1[0,00) is of subexponential growth, 1-regular and sectorial with
angle 0, < m. Then, for each f =bxg and g € L, ,,(Ry;Xy), there is
a unique solution u € L, ,,(Ry; X1) of (6.3). If, in addition, (2.4) and
(2.5) hold for some o € (0,2), then we also have u € oHy, ,(R1; Xo).

(v) Tt is of interest to determine the kernel N(Ag). Here, we will
do this only if Qs is simply connected. Then, if Aqu =0, by (6.4), we
obtain R(v) =0 in Q5. If Q5 is simply connected, there is a potential
¢ € H}(22) such that v = V¢ in Qy; hence, u = v = V¢ on .
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Conversely, suppose u = Vx for some ¢ € W(?*l/q(E). Then, we
solve the Laplace problem

Ap=0 in Q, ¢=0 onl, ¢=1 on .

¢ is well defined, unique and belongs to Hg(Qg). Then, v = V¢ satisfies
R(v) =divo =0 in Qy, as well as

u = ’UH = VZQ/’ = Vm/;

This shows that
N(Ao) = VeWE11(%),

provided €25 is simply connected.

Acknowledgments. The author thanks Ralf Hiptmair for problem
(6.1).
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