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PROJECTION METHODS FOR 
SINGULAR INTEGRAL EQUATIONS 

DAVID ELLIOTT 

ABSTRACT. Both necessary and sufficient conditions are 
given under which the direct and indirect methods of finding 
the approximate solution of singular integral equations, with 
Cauchy kernel, are the same. The theory is applied to two 
examples and the paper concludes by considering the Sloan 
iteration applied to the direct method. 

1. Introduction. We consider projection methods for the approxi
mate solution of the singular integral equation 

(1.1) a{t)ct>{t) + — f ffl^+ f k(t,r)<l>(T)dT = f(t), 
n J-\ T~t J-i 

on the arc (-1,1). The first integral is to be interpreted as the Cauchy 
principal value. The functions a, ò, k and / are given and the unknown 
function (j) is required or, through the projection methods, approxima
tions to 0. Rewrite (1.1) as 

(1.2) M(f) + K(t) = f 

where 

(1.3) M m = a(Mt) + m f1 ^ 
TT J_x r - t 

and 

(1.4) K</>(t)= f k(t,r)(t){T)dT. 

Suppose that the linear operators M and K each map a normed space 
X into a normed space Y. The spaces are chosen so that M is bounded 
and K compact. The function / is an element out of Y and (j> G X. 
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Much of the theory of such equations is given by Muskhelishvili [6] to 
which the reader is referred for further details (in particular, Chapter 
14). Assume that M has index K which may be positive, negative or 
zero. To regularize equation (1.2) define a bounded linear operator 
M1 : Y -> X by 

(1.5) M va=^m_mm.if1 y*-
V ; W r2(t) r(t) ir 7_! r(T)Z(T)(T - ty 
for t G (—1,1) where Z denotes the fundamental function of M and 
r2 = a2 -f b2. This operator has the property that 

(1.6(a)) MTM = I on X, when K < 0, 

and 

(1.6(6)) MM1 = I on y, when « > 0. 

M 7 is the inverse of M only when K; = 0 (see also Elliott [1]). From 
(1.2) we have, premultiplying by M 7 , that 

(1.7) 0 + MtRct) = M1! + 0(°> 

where 0̂ °̂  denotes any solution of the homogeneous dominant equation 
M(j) = 0. It is known that dim ker(M) = max(/^, 0) so that 0 (o ) = 0 
whenever K < 0. We now make an assumption which will be taken to 
be true throughout the remainder of this paper. 

ASSUMPTION A. The operator (I + M1^1 : X -> X exists. 

This means that we are supposing (-1) is not an eigenvalue of the 
compact operator MlK. Given Assumption A (1.7) shows that when 
K < 0 the solution </>, if it exists, will be unique. However, when K < 0 
the existence of the solution requires that certain consistency conditions 
be satisfied. These are given by 

(!-8) /ir(T)Z(T){f{T)~K<PiT)}dT = 0i i = 0(l)(-«-l)-

In other words we require that / — Kef) G ran (M) and we shall assume, 
throughout the remainder of the paper, that 

(1.9) f-Kxe r a n ( M ) V i € X 
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Returning to the case when K, > 0 we see from Assumption A and 
since 0(°) ^ 0 in this case, that the solution of (1.7) will not be 
unique. We can make it unique by imposing n additional conditions 
on <j). Assume these to be specified and that any approximations to <\> 
also satisfy the same conditions. For K > 0 there is no need for any 
consistency conditions so that a solution of (1.2) exists for all / and K. 

Many approximate methods for the solution of (1.2), or the equivalent 
equation (1.7), are projection methods. These may be summarized as 
follows. Let Pn : X —> Xn denote a projection operator from X onto 
an n-dimensional subspace Xn of X. If K is the index of M then 
suppose that Q m : Y —> F m is a projection operator from Y onto an 
m-dimensional subspace Ym where 

(1.10) n — m — K. 

Consider now the so-called direct and indirect methods for the approx
imate solution of (1.2). First, for the indirect methods, start with the 
regularized equivalent equation (1.7) and look for approximate solu
tions ipn 6 Xn such that 

(1.11) Vn + Pn^K^n = PnM1 f + Pn^\ 

For many projection operators it is known that given Assumption A, 
the inverse operator (/ + PnM

lK)1 : X —• X will exist for n large 
enough, say for n > no- If K > 0 assume that ipn satisfies the same 
additional K conditions as imposed upon 0. 

For the direct methods start with equation (1.2) and look for an 
approximate solution </>n G Xn such that 

(1.12) QmMcj)n + QmK(j)n = Qmf. 

Again, when K > 0 we assume that (j)n satisfies the same additional n 
conditions as does (j). 

The main result of this paper is to give both necessary and sufficient 
conditions on the projection operators Pn and Qm so that we have 
<t>n = ipn- Sufficient conditions are given in §2 and, in §3, we will es
tablish necessary conditions. In §4 we consider two methods for the 
approximate solution of (1.2), both based on polynomial approxima
tions to (j) taken over (-1,1). For a Galerkin method we show that the 
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sufficient conditions for the two approximate solutions to be the same 
are satisfied, whereas for a collocation method they are not. This paper 
concludes by considering, in §5, the Sloan iteration of the approximate 
solutions. 

2. Sufficient conditions. Now consider sufficient conditions on the 
projection operators Pn and Qm so that <j>n and ipn should be the same. 
The results are given in the following theorem. 

THEOREM 2.1. Suppose, forn > n0, that 

(2.1) MPn = QmM,onX, 

and 

(2.2) kei(M)CXn. 

Then (j)n = ipn where ipn and 4>n are given by equations (1.11) and 
(1.12) respectively. 

PROOF. We break the proof into two parts depending upon the value 
of K and assume first that K, < 0. In this case (2.2) is satisfied trivially. 
From (1.12) and (2.1) we have 

(2.3) MPn<t>n + Qm{K(j>n - / ) = 0. 

Since, referring to (1.9), K<j>n—f G ran (M) then there exists an element 
gn in X such that 

(2.4) K$n-f = Mgn. 

Substituting this into (2.3) and using (2.1) again we have 

(2.5) M(ßn + MPngn = 0, 

since Pn(j)n = <t>n- But, from (2.4), 

(2.6) gn = MI(Kct>n-f) 
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so that we can rewrite (2.5) as 

(2.7) M{4>n + PnM'K<l>n - PnM'f} = 0. 

Since ker (M) = {0} we conclude that 

(2.8) </>n + PnM'KcPn = PnM'f. 

Compare this equation with (1.11) and recall we are assuming n > no 
so that (7 + PnM

J K)1 exists then we have (j)n = ipn, as required. 

Suppose now that K > 0. From (2.1) and (1.6(b)) we have 

(2.9) MPnM1 = Qm on Y. 

From (1.12) and (2.1) we have 

(2.10) MPn<t>n + MPnM^K^n - / ) = 0. 

Since Pn(j)n = (j)n we can rewrite this as 

(2.11) M{<t>n + PnM'(K<l>n-f)}=0 

so that 

(2.12) cj>n + Pji'KK = PnM'f + 0(o>, 

for some <A(0) e ker (M). Using (2.2) we see that <j>n satisfies the same 
equation as that for ipn (see (1.11)) so, imposing the same additional 
K conditions on both (f>n and -0n, we find <pn = ipn. o 

So much for sufficient conditions on Pn and Qm to assure that the 
approximate solutions of the direct and indirect equations are the same. 
The question is then whether these conditions are necessary. This we 
address in the next section. 
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3. Necessary conditions. In this section we prove the following 
theorem. 

THEOREM 3.1. If from equations (1.11) and (1.12) we assume, for 
n > no, that (j)n = ipn, then 

(3.1) QmMPn = QmM, on X. 

PROOF. Suppose that K, < 0 then 0 (o ) = 0. From (1.11) we have 

(3.2) ^ n + P n M J ( ^ n - / ) = 0 . 

From (1.12), with (f)n — ij)n, we have 

(3.3) QrnM^n + Qm(Klßn - f) = 0. 

Since, referring to (1.9), / — Kx G ran (M) for every x £ X then there 
exists an element gn G X such that 

(3.4) Kil>n-f = Mgn. 

Operating on (3.2) with M, using both (3.4) and (1.6(a)) we find 

(3.5) MPn^n + MPngn = 0, 

since PnV>n = ipn- Then (3.3) and (3.4) together give 

(3.6) QmMiPn + QmM<?n = 0, 

so that subtracting this equation from (3.5) we have 

(3.7) (MPn - QmM)tyn + gn) = 0. 

But from (3.4) and (1.6(a)) 

(3.8) gn = MI(K^n-f), 

so (3.7) becomes 

(3.9) (MPn - QmM){(I + M'Ktyn ~ Ml/} = 0. 
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Using the observation that if S and T are operators, with T being 
invertible, then 

ST1 = I + (S - T)Tl 

a routine calculation shows that 

(3.10) (/ + MlK)(I + PnM
lKy = I+(I- P^M^il + PnM'K)1. 

Recall from (1.11) we have ipn = (I + PnM1K)1PnM1 / . Since n > n0, 
we can substitute for ipn in (3.9) and use (3.10) so 

(3.11) (MPn-QmM)(I-Pn){M'K(I + PnM
IK)IPn~I}MIf = 0. 

This will be true for every / G ran (M). If we write / = Mg where 
g G X then we have 

(3.12) (MPn - QmM)(I - Pn){M'K(I + PnM*K)1 Pn - I}g = 0, 

for all g G X. It is not difficult to show that the only g G X for which 

(3.13) {M'Kil + PnM'KYPn -l}g = 0 

is g — 0. Operating on (3.13) with Pn and adding an appropriate term 
to each side gives 

(/ + P„Af7A')(/ + PnM'K)'Png = Png + (I + Pjl1 K)1 Png 

from which it follows that 

(3.14) Png = 0. 

Substituting this condition on g into (3.13) gives g = 0. Thus the 
operator given in the brackets { } in (3.13) is one-to-one from X into 
itself. That it is also onto X follows from the Fredholm alternative on 
recalling that M1 and Pn are bounded and K is compact so that the 
operator in { } is a second kind Fredholm integral operator. As g varies 
in X, the term { }g in (3.13) takes all values in X and we have 

(3.15) (MPn - QmM)(I - Pn) = 0 on X. 

The necessary condition as given by (3.1) now follows. 
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So much for the case when k < 0. Suppose now that n > 0. From 
(1.11), since ipn = Pnipm we have 

(3.16) MPn^n + MPniM'Ktßn - M1/) = MPn^°l 

From (1.12) and recalling (1.6(b)) we have, since <j)n = ^ n , that 

(3.17) QmM^n + QmM(MIKißn - M1/) = 0. 

Subtracting (3.17) from (3.16) gives 

(3.18) (MPn - QmM){^n + M 7 ^ n - M 7 / } = M P n ^ . 

Let us consider the term in brackets { }. Assuming that for n > 
no, (/ + PnM1 K)1 exists, then from (1.11) we have 

{ } = (! + MTK)(I + PnM1K)1(PnM1/ + Pn0<°>) - M 7 / . 

Recalling (3.10) we find, after some algebra, that 

(3.19) { } = (I-Pn){M*'K(I + PnM
2K)1Pn-IUM1f+ 0«») + ^o>. 

Since M0(°> = 0, by definition of 0<o>, then 

(3.20) (MPn - QmM)<f>M = MPn^K 

Substituting (3.19) and (3.20) into (3.18) the result is 

(MPn - QmM)(I - Pn){M*K{I + PnM'K)'Pn - 1} 
[ ' ' • ( M / / + 0(O)) = O. 

It follows from (1.6(b)) that every element g G X can be written in 
the form M1f + 0<o> by choosing / = Mg and </>M = (I - MTM)g. 
Consequently arguing as above we have that 

(MPn-QmM)(I-Pn) = 0 o n X , 

from which (3.1) follows at once, concluding the proof. D 

It is of interest to compare the sufficient condition (2.1) with the 
necessary condition (3.1). Obviously MPn — QmM immediately 
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implies QmMPn — QinM, since Q^ — Qrn. The converse is, of course, 
not true. 

4. T w o a p p r o x i m a t e m e t h o d s . The two methods considered here 
are the Galerkin method [4] and the method of classical collocation [2]. 
In each case assume in (1.1) that the coefficients a and b are real and as 
a consequence tha t r > 0 and tha t the fundamental Z is real. Instead 
of solving directly for <j> a new dependent variable ip is introduced where 

(4.1) (j) = Ztß/r. 

Thus, for example, if a, 6, k and / are Holder continuous it turns out 
that ip is Holder continuous on [-1,1], unlike (j) which may be unbounded 
at the end points ± 1 . Consequently, a new operator A is defined such 
that 

(4.2) Ai) = M(Zil>/r). 

But A will possess similar properties to M with regard to index, etc. 
so tha t the results of the preceding sections can be applied to A. For 
both the methods we are considering the weight functions w\ and w2 

are defined by 

(4.3) wi = Z/r, w2 = l/(Zr) 

which are integrable and induce on (-1,1) sets of orthonormal polyno
mials {tn} and {un} respectively; tha t is 

/ wi(T)tj(r)tk(T) dr = 6jM 

(4-4) J~l 

and / W2{r)uj{r)uk{r) dr = 6j^. 

for j , k = 0 , 1 , 2 , 3 , . . . . The relationships between these two sets of 
polynomials and the operators A and A1 are given in [2] and [4]. 

In the Galerkin-Petrov method let X and Y be the weighted Hilbert 
spaces H\ and H2 respectively where the inner product on Hi, i — 1, 2, 
is denoted and defined by 

(4.5) < ^ i , ^ 2 > i = / W1{T)^I{T)^2{T) dr i= / Wi 
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for all ^ i , ìp2 £ Hi. The projection operators Pn and Q™ on Hi and 
# 2 respectively, are defined by 

n - l 

(4.6) Pn^ = 5^<t j , ^> i t„ 
j=o 

and 

m—1 

(4.7) Qmip = ^2 < Uj,4) >2 Uj. 

It can be shown that when b is a polynomial then for n large enough 

(4.8) APn = QmA and P n{ker (A)} = ker (A), 

see [4, §2]. Thus the sufficient conditions of Theorem 2.1 are satisfied 
and the direct and indirect methods give the same approximate solu
tion. This was already observed in [4] and generalized a result given by 
Ioakimidis [5] for the case when the coefficients a and b are constants. 

For the classical collocation method, see [2]. In order to define the 
projection operators we need to introduce the zeros of the polynomials 
tn and um respectively. Suppose tha t 

(4.9) tn(Tj,n) = 0, j = l(l)ra and um(U,m) = 0, z = l ( l ) r a . 

The projection operators Pn and Qjn are now essentially the Lagrange 
interpolation operators defined on tn and urn respectively. We have 

and 

um(t)y(ti,m) 
(4.11) (Qmy)(t) = ^ -

Um[tirn)yt tini). 

Although for n large enough we have P n{ker (A)} = ker (A) we do not 
have in this case that APnx = Q7nAx for every x € X. This relation 
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turns out to be true when x G P n - i ? the space of all polynomials of 
degree < (n — 1), but not otherwise. To see this, choose x(t) — tn(t), 
then Pntn(t) = ntn and, from [3], we have APntn = (—l)Knum. On 
the other hand, since Atn = ( — l)Kumi then QmAtn — { — l)KQ7riUrn — 
( — l)Kmum. Since, in general, n ^ m the statement follows. Thus for 
classical collocation the direct and indirect methods will give different 
approximate solutions. 

5. Sloan iteration. For Galerkin methods applied to Fredholm 
integral equations of the second kind, Sloan [7] has proposed an 
iteration which gives an improvement on the approximate solution first 
obtained. This can be described as follows. With a solution ipn of 
(1.11) we return to (1.7) and consider an improvement 0* such that 

(5.1) C + M'K^n = M 7 / + 0<o). 

From this equation we have 

(5.2) Pnrn = P „ { M 7 / + 0 (o ) - M'Kfa} = V„, 

using (1.11). It follows that the component of 0* in Xn is given by ijjn 

but, in general, 0* £ Xn. From (5.2) we see on substituting into (5.1) 
that 0* satisfies the equation 

(5.3) rn + M'KP^l = M'f + </>(0). 

Let us see how to apply this technique to the direct method of 
solving (1.2) once an approximation (j>n satisfying (1.12) has been found. 
Proceeding as in the preceding paragraph suggests that we solve for </>* 
where 

(5.4) M C + A>„. = / . 

Thus irrespective of the value of ^, provided / — K(j)n G ran (M) we 
have, 

(5.5) C = M 7 ( / - A > „ ) + ^ 0 ) , 

and 

(5.6) F „ C = PnM'(f - K4>n) + Pn4>(0). 
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If we assume that our projection operators Pn and Qm satisfy the 
sufficiency condition of Theorem 2.1 then (f)n — ipn and from (1.11) we 
obtain 

(5.7) Pn</>*n - ^ = </>n. 

This gives rise to the following theorem. 

THEOREM 5.1. Under the sufficiency conditions of Theorem 2.1 the 
Sloan iteration <p^7 as defined by equation (5.4), satisfies the equation 

(5.8) M4>*n + KPn<t>*n = f. 

This is a good generalization of the comparable result for Fredholm 
integral equations of the second kind. 
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