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1. Introduction. We consider a differential equation of the second
order

(1 )  x "  F ( t ,  x ,  x ' )  ,

where F(t, x, x ') is periodic of t. Massera has proved that i f  all
the solutions exist in the future and if one of them is bounded
in the future, then a periodic solution exists [1]. Therefore, even
i f  a ll the solutions are not bounded, when we see the existence
of a  bounded solution, we can prove the existence of a periodic
solution in some cases.

In  this paper we discuss the existence of a bounded solution
and w e apply it to  the existence of a periodic solution.

N ow  w e assume th a t F(t, x, x') is continuous in  Ix R  x R ,
w h ere  /  is  th e  interval 0 < t< c o  and R " i s  the n-dimensional
Euclidean space. For Theorem 1, the periodicity of F(t, x, x') is
not necessary.

2. Existence of a bounded solution. We shall obtain an existence
theorem of a  bounded solution by considering the boundary value
problem.

Theorem 1. Suppose that two functions a(t) and ( ( t )  are
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def ined o n  I, tw ice dif ferentiable an d  bounded o n  I  w ith their
derivatives and that they  satisfy  the following inequalities;

q?(t) <(7)(0
E6"(t) < F(t, (i5(0, &At))
fp"(t) > F (t , W O, f_,At)) .

L et D be the  dom ain such that 0<t<00 , .@ (t)<x< (75 (t). A nd we
represent tw o dom ains (t, x) E D, y > K  an d  (t, x) E D, y < — K  by
D, and D 2  respectively, where K  i s  a  positive num ber and  may be
sufficiently large.

W e assum e that there ex ist tw o positive continuous functions
V,(t, x, y ) defined in  D , an d  V,(t, x, y ) defined in  D, satisfy ing the
following conditions;

1 °  V i (t, x, y)<a(ly1) (1=1, 2 ) ,  w here a (r) i s  a positiv e con-
tinuous function,

20 V i (t, x, y ) tend to inf inity  uniformly as CO ,

3 °  V i (t, x, y) EC 0 (x, y ) (cf . [2 ])  and w e hav e in  the interiors
o f  D, and D2

V (t, x, y) lim I
 IV i (t +h, x+hy, y+hF(t, x, y))—V,(t, x, y)}

h-) + 0 h

V (t , x, y) lim —

1  

{V 2 (t + h, x + hy, y + hF(t, x, y)) — V 2 (t, x, y)} <  0.h-,+0 h

Then the equation (1) has a  bounded solution, where a  bounded
solution m eans a so lu tion  x (t ) su c h  th at  x(t) 2 +x '(t) 2 is bounded
f o r all t > t o .

P r o o f .  L e t n  b e  a n  arbitrary integer a n d  le t  D „ b e  the
domain such that

0 < t < n , (t) <  x  <  -05(t) , y  < 0 0  .

First of all, we show that there is a solution x ( t )  of (1) such that

x„(0) = _@(0) , x „(n) (n)

and that for O < t< n  we have

(t) < x„(t) < ai(t)
and

14 (t )  < M ,

where M  is  a positive number independent of n.
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B y  the assumptions fo r (T)(t) and ( ( t ) ,  w e can  assume that
o3/(t) < K  and I T V ) < K , because K  may be sufficiently large.

We can choose K  independent o f n. By the condition 1 0 ,  we have

V,(t, x, K) < a(K) , 11 2 (t, x, —K)< a(K) .

Since V i (t, x, y ) ten d  to infinity uniformly a s  I y I 0 ° ,  we can
choose a positive number M  such that for (t, x) E D,

a(K) <V 1 (t, x, M ) , a(K ) <V 2 (t, x, —M) .

And this M  is independent o f n.
Then considering the function H(t, x, y ) such that

F(t, x, M) (y > M )
H(t, x, y) F(t, x, y) (IYI

F(t,x, —M) (y < —M) ,

F* (t, x, y)

Q.2 (t) — x  1

This function F*(t, x, y) is defined, continuous and bounded on
0 <t < n, '<co. Therefore the equation

( 2 ) x" =  F*(t, x, x')

h a s  a t  le a s t  a  solution x„(t) such that x„(0)= (22(0), x „(n)= ((n).
From the assumption for 65(t) and f_o(t), we can see that we have
ce(t) < x ( t )< (t) for 0 < t <  71.

Now we show th a t ix (t) K M. S in c e  w e  have c ( t ) < x ( t )
<(7)(t), w e have — K<xL(0). Suppose that at some t, say t„  we
have xat,)< — M . Then there exist t ,  and t , such that t2< 1 .3,
xL(t2 ) = —K, — M  and that for t,< t < t ,

— M  < x (t )<  —K.

Now we consider the function V,(t, x„(t), x„'(t)). This function is
non-increasing along the solution b y  the condition 3 0 . Hence
there arises a contradiction. Therefore we have

we define the function F*(t, x, y) as follows,

H(t , (7)(t), y)+  x  w ( t )  

x — ((t) +1

(t)— x  H(t,a,)(t), y)—

H(t, x, y)

(x > (DV))

( (t) < < eu (t))

(x <  rAt)) .
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4 (0 >  —M.

By considering the function V ,(t, x„(t), 4(0, we can see that we
have x (t)< M .

Since in the region 0 < t < n, N W < x <(7)(t), yl<M, F*(t, x, y)
is equal to F(t, x, y), the solution x ( t )  o f (2) becomes the desired
solution of (1).

Now we consider the sequence o f functions { „(t)} such that

f xn (t) (0 t n)
Lo(t) (n < t < co) .

Since this sequence o f functions is uniformly bounded and equi-
continuous, we can choose a  uniformly convergent subsequence
and let x(t) be its lim iting function. It is clear that we have

(At) < x(t) < (7)(0 (0 t <  co),
ixi(t)I < M

and that x(t) is  a solution of (1).
When we have (A0)=e5(0), in place of the condition 30 , it is

sufficient that we have V (t, x, y) < O , V (t , x, y) <0.

3. Existence o f a  periodic so lu tion . For the continuability of
solutions, w e have the following theorem. M ore generally, we
consider a system

( 3 ) x' F(t, x),

where x  i s  an n-dimensional vector and F(t, x) i s  a  continuous
vector field defined on I x  R .

Theorem 2 .  I f  corresponding to each T  there ex ists a  posi-
tive continuous function W(t, x) satisfy ing the following conditions
in the domain

0 < t <  T , jjxJjR o (R0 may be suff iciently  large);

1° W (t , x )  tends to inf inity  uniformly as 11x11—.
2 °  W(t, x) E C0 (x) and

- 1W'(t, x) lim IW(t + h, x + hF(t, x))— W(t, x)}0 ,
h-OH-0 h

then every solution of (3) ex ists in the future.

e(t)
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In  some cases, the following theorem is more convenient.
Namely we consider a system

f x' = F(t, x, y)
t y' = G(t, x, y) ,

where x is  an n-dimensional vector, y is  an m-dimensional vector
and F(t, x, y ), G(t, x, y ) are continuous on /x Rnx x .

Theorem 3. W e assum e that corresponding to each T  there
ex is ts  a p o s it iv e  continuous function Wi (t, x, y) satisf y ing the
following conditions in  the domain

0  < t <T , ily112> R g  (R, may be sufficiently large);

1° W ,(t, x, y ) tends to inf inity  uniform ly  as  ilyll—.00,
2 °  W,(t, x, y) E Co(x, y) and

M(t, x, y)
. 1 = {W,(t + h, x +hF(t, x, y), y+hG(t, x, y))— W,(t, x, y)} <  0 .h

M oreover we assum e that corresponding to each K  and  each
T  there ex ists a positiv e continuous function W2 (t, x, y )  satisfying
the following conditions in the domain

0 < t < T ,  . x 1 1  R 1 ,  HA < K  (R , may be sufficiently large);

1° W 2 (t, x, y )  tends to inf inity  uniform ly  as  11x11- - -> 00,
2 °  W2 (t, x, y) G Co(x, y )  and  W(t, x, y)< 0.
T hen all the solutions of  (4) ex ist in the future.
P r o o f .  We show that for any ce> R o and an y  T > 0 , all the

solutions starting from the domain Dc, [0 < t<  T, 11x112 +11Y1 12 _< cr2 ]
are continuable to t= T .  Now le t  W,(t ,x, y) be the one corre-
sponding to T .  We put

=  m ax Wi(t, x, y) .
0< 1 < T

11x112 -TIly11 2 r=c6 2

Since W,(t, x, y) tends to infinity uniformly as I 00, we can
choose a positive number 3 such that 3 > a  and

m () =  in f  W,(t, x, y) >  M(a) .
HyU
11x11< 0 0

( 4 )

Now we suppose that at some t, say t „  we have II
 y (t1 ) I I =3, where
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x = x(t), y= y(t) is a solution of (4) starting from D . Then there
exist t, and t3 such that

lix(t2)112 +11.11(t2)112 =  a 2 , 11Y(t3)11
and that for t2 < t < t 3 , we have Ilx(t) + II,Y(t)II 2 > a 2 . Considering
the function W,(t, x(t), y(t)), we have

m ce)1 4 1(4, x(t2), Y(t2))1 4 7
1(t3 , x(t3), Y(t3)) m(3)

This contradicts m (0 )> M (a ). Therefore we have 11Y (t )1 1 < 3  for
t <  T.

Next le t W2(t, x, y ) b e  the one corresponding to T  and /.3.
We can assume that a>12

1
. We put

M(a, 3) max W2(t, x, y) .
0
Ilx11=d
llyll 13

We can choose a positive number 7 (> a ) such that

m(7, /3) = min W2(t, x, y) > M(a, 19).0._‹_tsT
11;11=1'
Ily11 13

In the same way as the above, considering the function W2(t, x(t),
y(t)), i f  we suppose that we have Ix(t)I I =7 at some t, there arises
a contradiction. Therefore we can see that Ilx(t) < y  for t<  T.

From the above-mentioned, we have Ilx(t)H<7, 11.Y(t)11< ie  for
t <  T. H ence th is solution is continuable to t= T. S in c e  T  is
arbitrary, we can see that this solution exists in the future.

Therefore by Theorem 1 with Theorem 2 or Theorem 3, we
can prove the existence of a periodic solution of the equation (1).
For example we consider the equation

( 5 ) x)+g(t, x) = p(t) ,

where f(x, y ) and g(t, x) are continuous and locally Lipschitzian
with respect to x  and y, p (t)  and g(t, x) are periodic in t  and p(t)
is continuous. We assume that f(x, y )  y 0 and — co <G (t, x ) for

IGt I  all (t, x), where G(t, x)=S:g(t, s)ds and that is
/G(t, x)+C

bounded, where G  a c t , x ),— and C  i s  a constant such thatat
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G(t, x)+ C > 0 .  Moreover we assume that there exist two constants
a, b such that a < b  and

0  <  f(a, 0)+ g(t, a) — p(t)
( 6 )

0 f(b, 0) + g(t, b) —p(t)

and that there ex ists a positive continuous function p (u ) for
— oc <u< + 00 such  that f(x, y)1<q)(y) and

- -u   du — du =  +co ,
cp(u)+ cJ  r p ( u ) + c

w here g (t, x )i+ Ip (t)i< c  for 0 < t< co , a < x < b .
For an  arb itrary  T > 0, in  th e  domain 0 t <  T, j< 0 0  ,

I yl <00, we consider a system

( 7 ) =  y ,  3  =  — f(x , y)—g(t, x)+ p(t)

which is equivalent to th e  equation (5). Since IGt   is
v G(t, x)+C

bounded, there is a positive constant k such that

1G»  < k .
N/2(G(t, x)+C) *

In the domain 0 t <  T, x2-1-y2 Rg, we put

Wi (t, x, y) = exp 2(G(t, x)+C)+ y2 —Ç p(t)id t — kt}

Then we have

W(t, x, Y) Wi(t, x, y) 
{Gt + g(t, x)y—f(x, y)y— g(t, x)y+ p(t)y

\./2(G(t, x)+ C)+

—  P (t)I k }

< W,(t, x,Y)f IG» 
t V2(G(t, x)+C) ±  P ( t ) I  — P ( t) I  — 1 4

< 0.

Therefore Wi (t, x , y ) is non-increasing along the solution of (7).
The function Wi (t, x, y ) is  the one in Theorem 3. In the system
(7), the boundedness o f  y (t)I implies the boundedness o f  Ix(t)j,
because of N am ely both x(t)I and I y(t)1 are bounded on
0  t T  and hence all the solutions of (7) are continuable to t=  T.
Since T  is arbitrary, all the solutions exist in the future.
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Now if we put tb(t)---b and o (t )= a, these satisfy the conditions
for 63(0 and fo(t) by (6). In the domains DP< t< 0 0 , a < x< b ,
y.>X1I and D2 E0 < t<00, a<x<b, y<— .K1, we define V,(t, x, y)
and VP, x, y ) respectively as follows ;

V,(t, x, y) = exp {x + V duK cp(u)+c

V2 (t, x, y) exp fx+ f Y  du-K rp(u)+c •
Then we have

V (t , x, y) =  V,(t, x, y)[y+  Y  {— f(x, y)— g(t, p(t)} ]
y (y )-F

Y  (p (y )+c )]
P(Y)+c

0

and in the same way, we have V (t, x, y )<  0 .  Since Vi (t, x, y) and
V2 (t, x, y )  satisfy the conditions in Theorem 1, we can see that
there exists a bounded solution. Therefore, by Massera's theorem,
we can see that there exists a periodic solution.

For exam ple, th e  equation +k sin x= At) (k> 0 ) h as  a
periodic solution if p ( t )  is periodic and lp(t)1 < k.

When we assume that in  p lace  o f — 00 < G (t, x ), w e have
G(t, x) < 0 0  and Ig(t, x)1 <0 0, we can also see that the equation
(5) has a periodic solution.

Since the equation :i + f(x ) +g (x )=p (t) is a special case of the
above-mentioned, we can see the existence of a periodic solution
under the condition

0 < g(a)—p(t)
1.0g ( b ) —  At) .

But Seifert showed the author that in this case he can prove the
existence of a periodic solution only under the condition (8 ) with-
out the condition such that — 0 0  < G (x ) and f (x ) 0 by seeing the
index of the bounding curve of a simply-connected region relative
to a vector field induced by the mapping.
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