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## 1. Introduction

Suppose that $\boldsymbol{M}=\left\{M_{t}, t \in I\right\}$ is a continuous $L^{p}$-martingale ( $p \geq 2$ ), where $I$ is an interval of $\boldsymbol{R}_{+}=[0, \infty)$ (may be $\boldsymbol{R}_{+}$itself). By the well-known DoobMeyer decomposition theorem, there exists a unique increasing process $\langle\boldsymbol{M}\rangle$ $=\left\{\langle M\rangle_{t}, t \in I\right\}$ such that $\boldsymbol{M}^{2}-\langle\boldsymbol{M}\rangle$ is a continuous $L^{p / 2}$-martingale. Moreover, P. W. Millar [12] and D. Nualart [13] showed that the process $\langle\boldsymbol{M}\rangle$ can be obtained as the $L^{p / 2}$-limit of sums of the form $\sum M\left(\Delta_{i}\right)$, where $\left\{\Delta_{i}\right\}$ is a subdivision of the interval $I$, as $\max _{i}\left|\Delta_{i}\right| \rightarrow 0$.

In the present paper we propose to study the quasi sure properties of the quadratic variation of smooth martingales, a notion introduced recently by P . Malliavin and D. Nualart [9]. We shall prove that the process of the quadratic variation of a smooth martingale admits an $\infty$-modification, which can be constructed as the quasi sure limit of sums of the form $\sum M\left(\Delta_{i}\right)$. Our tool is the quasi sure version of Kolmogorov's criterion for the continuity of trajectories of stochastic processes (cf. [17]). Necessary estimations which enable us to apply this criterion will be obtained. This makes the subject of section 3. In section 4 we will be able to extend the results of section 3 to the case of two-parameter smooth martingales. At last in section 5 we discuss possible extensions and applications. We prove, in particular, that the quadratic variation of the Brownian motion is quasi surely $t$.

The main results of this paper were announced in [21].

## 2. Preliminaries

Now let us recall and fix some notations and notions. We shall work on the probability space $(X, H, \mu)$, where $X$ is the space of continuous maps from $[0,1]$ to $\boldsymbol{R}^{d}$, null at zero; $H$ is the usual Cameron-Martin subspace and $\mu$ the standard Wiener measure. Denote by $W_{2 r}^{p}$ the Sobolev space of order $2 r$ and of power $p$ over $X$ and $W_{\infty}$ their intersection over indexes $p>1$ and $r$ $\geq 0$. For any natural number $r$, two equivalent norms in $W_{2 r}^{p}$ are defined

[^0]respectively by
$$
\|F\|_{p, 2 r}=\left\|(I-L)^{r} F\right\|_{p}
$$
and
$$
\|F\|_{p, 2 r}^{\prime}=\left\|\nabla^{2 r} F\right\|_{p}+\|F\|_{p},
$$
where $L$ is the Ornstein-Uhlenbeck operator and $\nabla$ the gradient operator (cf [8], [20]). Given an open set $O$ of $X$, its ( $p, r$ )-capacity is defined by (cf [7])
$$
C_{p, r}(O)=\inf \left(\|F\|_{p, 2 r} ; F \geq 0, F \geq 1 \quad \mu \text {-a.e. on } \quad O\right) ;
$$
and for any subset $A$ of $X$, by
$$
C_{p, r}(A)=\inf \left(C_{p, r}(O) ; O \text { open and } A \subset O\right)
$$

Let $\left\{w_{s}, 0 \leq s \leq 1\right\}$ be the $d$-dimensional Brownian motion realized by the coordinate process on $(X, H, \mu)$ and $\mathscr{F}_{t}$ the $\sigma$-algebra generated by $\left\{w_{s}, 0 \leq s\right.$ $\leq t\}$. Then any $\left\{\mathscr{I}_{t}\right\}$-continuous square integrable martingale $\boldsymbol{M}=\left\{M_{t}, 0 \leq t\right.$ $\leq 1\}$ can be represented as a stochastic integral

$$
\begin{equation*}
M_{t}=\sum_{i=1}^{d} \int_{0}^{t} f_{s}^{i} d w_{s}^{i}, \quad 0 \leq t \leq 1 \tag{1}
\end{equation*}
$$

Following P. Malliavin and D. Nualart, we say that $\boldsymbol{M}$ is smooth if the following condition is fulfiled:

$$
\begin{align*}
& f_{s} \in W_{\infty}\left(\boldsymbol{R}^{d}\right) \text { for almost all } 0 \leq s \leq 1  \tag{C1}\\
& \text { and } \quad \int_{0}^{1}\left\|f_{s}^{i}\right\|_{p, 2 r}^{p} d s<\infty \text { for all } p, r .
\end{align*}
$$

(Note that we do not impose in the definition the condition guaranteeing the quasi sure convergence in [9], since we work now on a finite time interval instead of $\boldsymbol{R}_{+}$.)

## 3. Main results

Let $\boldsymbol{M}$ be a smooth martingale represented as (1). Then by [9, Theorem 4.2], $\boldsymbol{M}$ admits an $\infty$-modification, which will be denoted still by $\boldsymbol{M}$ for notational simplicity. It is well known that the process of quadratic variation of $\boldsymbol{M}$ is given by

$$
\begin{equation*}
\langle M\rangle_{t}=\sum_{i=1}^{d} \int_{0}^{t} f_{s}^{i^{2}} d s, \quad 0 \leq t \leq 1 \tag{2}
\end{equation*}
$$

At first we give
Theorem 3.1. $\langle\boldsymbol{M}\rangle$ admits an $\infty$-modification.

Proof. By [16, Theorem 3.1 and lemma 4.1] (cf. also [17]), it is sufficient to prove the following two facts:

$$
\begin{aligned}
& \left\|\langle M\rangle_{t}-\langle M\rangle_{s}\right\|_{p}^{p} \leq C|t-s|^{p-1}, \quad p \geq 2,0 \leq s, t \leq 1 . \\
& \langle M\rangle_{t} \in W_{\infty}, \quad \forall t \in[0,1] \quad \text { and } \quad \sup _{0 \leq t \leq 1}\left\|\langle M\rangle_{t}\right\|_{p, 2 r}<\infty \forall p, r .
\end{aligned}
$$

But they are both trivial from the expression (1), condition (C1) in section 1 and Stroock's commutation formula.
Q.E.D.

Denoting still by $\langle\boldsymbol{M}\rangle$ itself its $\infty$-modification, we can state the following
Theorem 3.2. The convergence:

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{2 n-1}\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i} \wedge \wedge t}\right)^{2}=\langle M\rangle_{t}
$$

holds uniformly in $t \in[0,1]$, q.s., where $t_{i}{ }^{n}=i 2^{-n}$.
Proof. To avoid surcharging the calculus, in the sequel all the constants depending only on $M, p$ and $d$, but not on $n$ and the parameters $s, t, \cdots$, will be simply denoted by $C$. Put

$$
X\left(2^{-n}, t\right)=\sum_{i=0}^{2 n-1}\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right)^{2},
$$

and

$$
X(s, t)= \begin{cases}X\left(2^{-n}, t\right)+\left(s-2^{-n}\right)\left(2^{-n}-2^{-(n+1)}\right)^{-1}\left(X\left(2^{-n}, t\right)-X\left(2^{-(n+1)}, t\right)\right) \\ & \text { if } 2^{-(n+1)} \leq s \leq 2^{-n} \\ \sum_{i=1}^{d} \int_{0}^{t} f_{u}^{i^{2}} d u & \text { if } s=0\end{cases}
$$

Then it is sufficient to prove that $X(s, t)$ admits an $\infty$-modification. By the quasi sure version of Kolmogorov's criterion (cf. [16, Theorem 3.1]; also [17] and [18]) and [16, Lemma 4.1], and taking (2) into account, we need only to prove the following inequalities:

$$
\begin{equation*}
\left\|X(s, t)-X\left(s^{\prime}, t^{\prime}\right)\right\|_{p}^{p} \leq C\left[\left|s-s^{\prime}\right|^{\frac{(p-1)}{2}}+\left|t-t^{\prime}\right|^{\frac{p-1}{2}}\right], \quad \forall p . \tag{3}
\end{equation*}
$$

(4) $\sup _{s, t}\|X(s, t)\|_{p, 2 r}<\infty, \quad \forall p$.

We do the proof in two steps.
Proof of (3). Since it is trivial to see that

$$
\left\|X(0, t)-X\left(0, t^{\prime}\right)\right\|_{p}^{p} \leq C\left|t-t^{\prime}\right|^{p-1},
$$

it is enough to prove that (note that $X$ is piecewise linear in $s$ )

$$
\begin{equation*}
\sup _{n}\left\|X\left(2^{-n}, t\right)-X\left(2^{-n}, t^{\prime}\right)\right\|_{p}^{p} \leq C\left|t-t^{\prime}\right|^{\frac{p-1}{2}} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t}\left\|X\left(2^{-n}, t\right)-X(0, t)\right\|_{p}^{p} \leq C 2^{-\frac{n}{2}(p-1)} \tag{6}
\end{equation*}
$$

We first look at (5). Put $t_{n}=\frac{\left[2^{n} t\right]}{2^{n}}, t_{n}{ }^{+}=\frac{\left[2^{n} t\right]+1}{2^{n}}$, where $[s]$ denotes the maximal integer not bigger than $s$. We can of course assume $t<t^{\prime}$. We will discuss in the following two cases.
(A) The case $t_{n}=t_{n}^{\prime}$. In this case we have

$$
\begin{aligned}
\| & X\left(2^{-n}, t\right)-X\left(2^{-n}, t^{\prime}\right) \|_{p}^{p} \\
& =\left\|\left(M_{t}-M_{t_{n}}\right)^{2}-\left(M_{t^{\prime}}-M_{t_{n}}\right)^{2}\right\|_{p}^{p} \\
& =\left\|\left(M_{t}-M_{t^{\prime}}\right)\left(M_{t}+M_{t^{\prime}}-2 M_{t_{n}}\right)\right\|_{p}^{p} \\
& \leq C\left\|\left(M_{t}-M_{t^{\prime}}\right)\right\|_{2 p}^{p}\left\|_{L_{t}}+M_{t^{\prime}}-2 M_{t_{n}}\right\|_{2 p}^{p} \\
& \leq C\left\|\sum_{j=1}^{d} \int_{t}^{t^{\prime}} f_{u}^{j} d w_{u^{j}}^{j}\right\|_{2 p}^{p} \\
& \leq C \sum_{j=1}^{d}\left\{E\left(\int_{t}^{t^{\prime}}\left|f_{u}^{i}\right|^{2} d u\right)^{p}\right\}^{1 / 2} \quad \text { (by Burkhoder's inequality) } \\
& \leq C\left|t-t^{\prime}\right|^{\frac{p-1}{2}} .
\end{aligned}
$$

(B) The case $t_{n}<t_{n}^{\prime}$. In this case we have

$$
\begin{aligned}
& \left\|X\left(2^{-n}, t^{\prime}\right)-X\left(2^{-n}, t\right)\right\|_{p}^{p} \\
& =E\left|\left(M_{t_{n^{+}}}-M_{t_{n}}\right)^{2}-\left(M_{t}-M_{t_{n}}\right)^{2}+\sum_{i=t_{n^{2}+2 n}}^{t_{n^{\prime 2}}^{2 n}}\left(M_{t_{i+1}^{n} \wedge t^{\prime}}-M_{t_{i^{n}} \wedge t^{\prime}}\right)^{2}\right|^{p} \\
& \leq C E\left|\left(M_{t_{n^{+}}}-M_{t}\right)\left(M_{t_{n^{+}}}+M_{t}-2 M_{t n}\right)\right|^{p}+C E\left(\sum_{i=t_{n^{+}+2 n}}^{t_{n^{\prime} 2 n}^{n}}\left(M_{t t^{n} \wedge t^{\prime}}-M_{t_{i^{n} \wedge t^{\prime}}}\right)^{2}\right)^{p} .
\end{aligned}
$$

The first term of the RHS can be estimated in the same way as in the case (A), and is bounded by $\left|t_{n}{ }^{+}-t\right|^{\frac{p-1}{2}}$. The last term can be estimated by using Burkholder's inequality for martingales with both discrete and continuous parameter, and in both ways:

$$
E\left({ }_{i=t_{n^{\prime}+2 n}^{t 2^{\prime} 2^{n}}}\left(M_{t^{n}+1 \wedge t^{\prime}}-M_{t_{i} \wedge t^{\prime}}\right)^{2}\right)^{p}
$$

$$
\begin{aligned}
& \leq C E\left|\sum_{i=t_{n^{+}+n^{n}}^{t n^{\prime 2 n}}}^{t^{\prime}}\left(M_{t_{i+1}^{n} \wedge t^{\prime}}-M_{t_{i^{n}} \wedge t^{\prime}}\right)\right|^{2 p} \\
& =C E\left|\int_{t_{n^{+}}+}^{t_{n^{\prime}}} \sum_{j=1}^{d} f_{u}^{j} d w_{u^{j}}^{j}\right|^{2 p} \\
& \leq\left.\left. C \sum_{j=1}^{d} E\left|\int_{t_{n^{+}}}^{t^{\prime}} \sum_{j=1}^{d}\right| f_{u^{j}}^{j}\right|^{2} d u\right|^{p} \\
& \leq C\left|t^{\prime}-t_{n}^{+}\right|^{p-1} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|X\left(2^{-n}, t^{\prime}\right)-X\left(2^{-n}, t\right)\right\|_{p}^{p} & \leq C\left[\left|t_{n}^{+}-t\right|^{\frac{p-1}{2}}+\left|t^{\prime}-t_{n}\right|^{p-1}\right] \\
& \leq C\left|t^{\prime}-t\right|^{\frac{p-1}{2}} .
\end{aligned}
$$

Combining case (A) and case (B) implies (5). For (6) we have:

$$
\begin{aligned}
& \left\|\sum_{i=0}^{2 n-1}\left(M_{t i+1}^{n}-M_{t^{n} \wedge t}\right)^{2}-\int_{0}^{t} \sum_{i=1}^{d} f_{u}^{i 2} d u\right\|_{p}^{p} \\
& =\left\|\sum_{i=0}^{2 n-1}\left(M_{t_{i+1}^{n} \wedge t}-M_{t i^{n} \wedge t}\right)^{2}-\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t} \sum_{i=1}^{d} f_{u}^{i^{2}} d u\right\|_{p}^{p} \\
& =\left\|\sum_{i=0}^{2^{n-1}} \sum_{j=0}^{d} \int_{t_{i^{n} \wedge t}^{t_{i+1} \wedge t}}^{t^{n}}\left(M_{u}-M_{t i^{n} \wedge t}\right) f_{u}^{j} d w_{u}^{j}\right\|_{p}^{p} \text { (by Ito's formula) } \\
& \leq C \sum_{j=0}^{d}\| \|_{i=0}^{2 n-1} \int_{t_{i} i^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left(M_{u}-M_{t_{i} i^{n} \wedge t}\right) f_{u}^{j} d w_{u}^{j} \|_{p}^{D} \\
& \leq C \sum_{j=0}^{d} E\left|\sum_{i=0}^{2 n-1}\left(\int_{t_{i} i^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left(M_{u}-M_{t_{i}{ }^{n} \wedge t}\right) f_{u}^{j} d w_{u^{j}}\right)^{2}\right|^{p / 2}
\end{aligned}
$$

(by Burkholder's inequality for martingales with discrete parameter)

$$
\leq C 2^{n\left(\frac{p}{2}-1\right)} \sum_{j=1}^{d} E \sum_{i=0}^{2^{n-1}}\left|\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left(M_{u}-M_{t_{i}^{n} \wedge t}\right) f_{u^{j}} d w_{u}^{j}\right|^{p}
$$

(by Hölder's inequality)

$$
\leq C 2^{n\left(\frac{p}{2}-1\right)} \sum_{j=1}^{d} \sum_{i=0}^{2^{n-1}} E\left(\int_{t_{i} \wedge t}^{t_{i+1}^{n} \wedge t}\left(M_{u}-M_{t_{i} n \wedge t}\right)^{2}\left|f_{u}^{j}\right|^{2} d u\right)^{p / 2}
$$

(by Burkholder's inequality for martingales with continuous parameter)

$$
\leq C 2^{n\left(\frac{p}{2}-1\right)} 2^{-n\left(\frac{p}{2}-1\right)} \sum_{j=1}^{d} \sum_{i=0}^{2^{n}-1} \int_{t^{n} \wedge t}^{t_{i=1}^{n} \wedge t} E\left|M_{u}-M_{t_{i} \wedge \wedge t}\right|^{p}\left|f_{u}^{j}\right|^{p} d u
$$

(by Hölder's inequality)

$$
\leq C \sum_{j=1}^{d} \sum_{i=0}^{2^{n-1}} \int_{t_{i} \wedge t}^{t_{i+1}^{n} \wedge t}\left(E \mid M_{u}-M_{t_{i}{ }^{n} \wedge t^{2 p}}\right)^{1 / 2}\left(E\left|f_{u}^{j}\right|^{2 p}\right)^{1 / 2} d u
$$

## (by Hölder's inequality)

But for $u \in\left[t_{i}^{n} \wedge t, t_{i+1}^{n} \wedge t\right]$, we have

$$
\begin{align*}
& E\left|M_{u}-M_{t i^{n} \wedge t}\right|^{2 p}  \tag{8}\\
& \quad=E\left|\sum_{j=1}^{d} \int_{t_{i}{ }^{n} \wedge t}^{u} f_{v^{j}}^{j} d w_{v^{j}}^{j}\right|^{2 p} \\
& \quad \leq C \sum_{j=1}^{d}\left(\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left|f_{v}^{j}\right|^{2} d v\right)^{p} \\
& \quad \leq C 2^{-\frac{n}{2}(p-1)} \sum_{j=1}^{d} \int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left|f_{v}^{j}\right|^{2 p} d v \\
& \quad \leq C 2^{-\frac{n}{2}(p-1)} .
\end{align*}
$$

Substituting (8) into (7) and taking (C1) into account, we get

$$
\begin{align*}
& \left\|\sum_{i=0}^{n-1}\left(M_{t i+1 \wedge t}-M_{t_{i} \wedge \wedge}\right)^{2}-\int_{0}^{t} \sum_{i=1}^{d} f_{u}^{i 2} d u\right\|_{p}^{p}  \tag{9}\\
& \quad \leq C 2^{-\frac{n}{2}(p-1)} \sum_{j=1}^{d} \sum_{i=0}^{2^{n}-1} \int_{t_{i}^{n} \wedge t}^{t_{i+1 \wedge t}^{n}}\left(E\left|f_{s}^{j}\right|^{2 p}\right)^{1 / 2} d s \\
& \quad \leq C 2^{-\frac{n}{2}(p-1)} \sum_{j=1}^{d} \int_{0}^{1}\left(E\left|f_{s}^{j}\right|^{2 p}\right)^{1 / 2} d s \\
& \quad \leq C 2^{-\frac{n}{2}(p-1)} \sum_{j=1}^{d}\left(\int_{0}^{1} E\left|f_{s}^{j}\right|^{2 p} d s\right)^{1 / 2} \\
& \quad \leq C 2^{-\frac{n}{2}(p-1)}
\end{align*}
$$

as desired. (6) is thus established.
Proof of (4) To prove (4) we need the following result which is easily deduced from [6, lemma 2.2].

Proposition 3.1. Let $f_{u}{ }^{j} \in W_{\infty}(\boldsymbol{R})(j=1, \cdots, d, u \in[0,1])$ and define

$$
M_{t}=\sum_{j=1}^{d} \int_{0}^{t} f_{u}^{j} d w_{u}^{j} .
$$

Put $f_{u}=\left(f_{u}{ }^{1}, \cdots, f_{u}{ }^{n}\right)$. Then we have

$$
\nabla^{n} M_{t}=\sum_{j=1}^{d} \int_{0}^{t} \nabla^{n} f_{u}^{j} d w_{u}^{j}+n \int_{0}^{t \wedge \cdot} \nabla^{n-1} f_{u} d u, \quad n \geq 1
$$

Now we turn to the proof of (4). Since it is trivial that $\sup _{t}\left\|\int_{0}^{t} f_{u}^{2} d u\right\|_{p, 2 r}$ $<\infty$, it suffices to prove that

$$
\begin{equation*}
\sup _{n, t}\left\|\sum_{i=0}^{2^{n-1}}\left(M_{t i+1 \wedge t}^{n}-M_{t i^{n} \wedge t}\right)^{2}\right\|_{p, 2 r}<\infty, \quad \forall p, r . \tag{10}
\end{equation*}
$$

First we look at the derivative of the second order. By the chain rule of $L$ it follows that

$$
\begin{align*}
& L\left(\sum_{i=0}^{2^{n-1}}\left(M_{t i+1 \wedge t}^{n}-M_{t_{i} n \wedge t}\right)^{2}\right)  \tag{11}\\
& \quad=\sum_{i=0}^{2 n-1} 2\left(M_{t i+1 \wedge t}-M_{t i^{n} \wedge t}\right) L\left(M_{t_{i+1} \wedge t}-M_{t i^{n} \wedge t}\right)+\left\|\nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i} n \wedge t}\right)\right\|_{H^{2}}{ }^{2} \\
& \quad \triangleq I_{1}^{n}+I_{2}^{n} .
\end{align*}
$$

By [17, lemma 4.3], $L M$ is also an $L^{p}$-martingale. Hence we have by Millar [12] (cf. also [13]):

$$
\lim _{n \rightarrow \infty} \sup _{t} E\left|I_{1}^{n}(t)\right|^{p}=\sup _{t} E\left|\langle M, L M\rangle_{t}\right|^{p}<\infty .
$$

Consequently

$$
\begin{equation*}
\sup _{n, t} E\left|I_{1}^{n}(t)\right|^{p}<\infty . \tag{12}
\end{equation*}
$$

Now we deal with $I_{2}{ }^{n}$. From Proposition 3.1 we deduce that

$$
\begin{equation*}
\nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right)=\sum_{j=1}^{d} \int_{t_{i} n \wedge t}^{t_{i+1}^{n} \wedge t} \nabla f_{u}^{j} d w_{u}^{j}+\int_{t_{i} \wedge \wedge \wedge \wedge .}^{t_{i+1}^{n} \wedge t \wedge .} f_{u} d u . \tag{13}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& \sum_{i=0}^{2^{n}-1} \| \nabla\left(M_{t i+1}^{n} \wedge t\right.  \tag{14}\\
& \left.\quad \leq M_{t_{i} \wedge \wedge t}\right) \|_{H}^{2} \\
& \quad \triangleq \sum_{j=1}^{2 n-1}\left\|\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t} \nabla f_{u}^{j} d w_{u}^{j}\right\|_{H}^{2}+\sum_{j=1}^{d} \sum_{i=0}^{2^{n}-1} \int_{t_{i} n^{\prime} \wedge t}^{t_{i+1}^{n} \wedge t} f_{u}^{j 2} .
\end{align*}
$$

For $I_{21}^{n}$ we have

$$
E\left|I_{21}^{n}(t)\right|^{p} \leq \sum_{j=1}^{d} E\left(\sum_{i=0}^{2^{n}-1}\left\|\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t} \nabla f_{u^{j}}^{j} d w_{u^{j}}^{j}\right\|_{H}^{2}\right)^{p} .
$$

By Burkholder's inequality for Hilbert-valued martingales with discrete parameter it is bounded by

$$
C \sum_{j=1}^{d} E\left(\sup _{i}\left\|\int_{0}^{t_{i+1}^{n} \wedge t} \nabla f_{u}^{j} d w_{u}^{j}\right\|_{H}\right)^{2 p} .
$$

Therefore (again by Burkholder's inequality, but in reverse way)

$$
\begin{align*}
E\left|I_{21}^{n}(t)\right|^{p} & \leq C \sum_{j=1}^{d} E\left(\int_{0}^{t}\left\|\nabla f_{u}^{j}\right\|_{H}^{2} d u\right)^{p}  \tag{15}\\
& \leq C \sum_{j=1}^{d} E \int_{0}^{1}\left\|\nabla f_{u}^{j}\right\|_{H}^{2 p} d u<\infty .
\end{align*}
$$

And for $I_{22}^{n}$ we have

$$
\begin{align*}
E\left|I_{22}^{n}\right|^{p} & =E\left(\int_{0}^{t} \sum_{j=1}^{d} f_{u}^{j^{2}} d u\right)^{p}  \tag{16}\\
& \leq C \sum_{j=1}^{d} \int_{0}^{1} E\left|f_{u}^{j}\right|^{2 p} d u<\infty .
\end{align*}
$$

A combination of (14), (15) and (16) yields

$$
\sup _{n, t} E\left(\sum_{i=0}^{2^{n-1}}\left\|\nabla\left(M_{t i+1}^{n}{ }^{n}-M_{t_{i} \wedge \wedge t}\right)\right\|_{H}^{2}\right)^{p}<\infty .
$$

Hence

$$
\sup _{n, t}\left\|_{i=0}^{2^{n-1}}\left(M_{t_{i+1} \wedge t}-M_{t_{i} \wedge \wedge t}\right)^{2}\right\|_{p, 2}<\infty,
$$

proving (10) for $r=1$.
Now we proceed to estimat the derivative of the fourth order (i.e, $r=2$ in (10)). For this we need one more lemma whose proof, which we omit, can be done in the same way as in the scalar case (cf. e.g., [8]).

Lemma 3.1. Let $f, g \in W_{\infty}(H)$. Then $(f, g)_{H} \in W_{\infty}$ and

$$
L(f, g)=(L f, g)+(f, L g)+(\nabla f, \nabla g)_{H \otimes H}
$$

By this lemma we have

$$
\begin{align*}
& L^{2}\left(\sum_{i=0}^{2 n-1}\left(M_{t i+1}^{n}{ }_{t i t}-M_{t i^{n} \wedge t}\right)^{2}\right)  \tag{17}\\
& =\sum_{i=0}^{2 n-1}\left\{2 \left(\left(M_{t_{i+1}^{n} \wedge t}-M_{t^{n} \wedge t}\right) L^{2}\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i^{n} \wedge t}}\right)+\left(L\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i} \wedge \wedge t}\right)\right)^{2}\right.\right. \\
& +\left(\nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}{ }^{n} \wedge t}\right), \nabla L\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right)\right)_{H} \\
& \left.+\left(L \nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right), \nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right)\right)_{H}\right) \\
& \left.+\left\|\nabla^{2}\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}^{n} \wedge t}\right)\right\|_{H \otimes H}\right\}
\end{align*}
$$

$$
\triangleq \sum_{j=1}^{5} J_{j}^{n}
$$

The estimation of $J_{j}{ }^{n}(j=1,2,3)$ being done in a way similar to that of $I_{1}{ }^{n}$ and $I_{2}{ }^{n}$, we first have

$$
\begin{equation*}
\sup _{n, t} E\left(\left|J_{1}^{n}\right|^{p}+\left|J_{2}^{n}\right|^{p}+\left|J_{3}^{n}\right|^{p}\right)<\infty . \tag{18}
\end{equation*}
$$

For $J_{4}{ }^{n}$ we write

$$
\begin{align*}
\left|J_{4}{ }^{n}\right| \leq & \sum_{i=0}^{2^{n}-1}\left\|L D\left(M_{t+1 \wedge t}-M_{t_{i}{ }^{n} \wedge t}\right)\right\|_{H}^{2}  \tag{19}\\
& +\sum_{i=0}^{2^{n-1}}\left\|\nabla\left(M_{t_{i+1}^{n} \wedge t}-M_{t_{i}{ }^{n} \wedge t}\right)\right\|_{H}^{2} \\
\triangleq & J_{41}^{n}+J_{42}^{n} .
\end{align*}
$$

$J_{42}^{n}$ will cause no problem, as we have seen above. To estimate $J_{41}^{n}$ we first make the following observation:

$$
\begin{aligned}
& L D\left(M_{t_{i+1}^{n} \wedge t}-M_{t i^{n} \wedge t}\right) \\
& \quad=\sum_{j=1}^{d} \int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left(L \nabla f_{u}^{j}-\frac{1}{2} \nabla f_{u^{j}}^{j}\right) d w_{u}^{j}+\int_{t_{i} \wedge \wedge t \wedge .}^{t_{i+1}^{n} \wedge t \wedge .} L f_{u} d u .
\end{aligned}
$$

Then we obtain

$$
\begin{aligned}
& \sum_{i=0}^{2^{n}-1}\left(\left\|L D\left(M_{t_{i+1}^{n} \wedge t}-M_{t t^{n} \wedge t}\right)\right\|_{H}^{2}\right) \\
& \leq \sum_{j=1}^{d} \sum_{i=0}^{2^{n}-1}\left(\left\|\int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t}\left(L \nabla f_{u}{ }^{j}-\frac{1}{2} \nabla f_{u}^{j}\right) d w_{u}^{j}\right\|_{H}^{2}+\left\|\int_{t_{i}{ }^{n} \wedge t \wedge .}^{t_{t+1}^{n} \cdot} L f_{u} d u\right\|_{H}^{2}\right) .
\end{aligned}
$$

But the RHS can be estimated in the same way as for $I_{2}{ }^{n}$, so we have

$$
\begin{equation*}
\sup _{n, t} E\left|J_{41}^{n}\right|^{p}<\infty . \tag{20}
\end{equation*}
$$

Finally for $J_{5}{ }^{n}$ we use the Proposition 3.1 to obtain

$$
\begin{aligned}
J_{5}^{n} & =\sum_{i=0}^{2^{n}-1}\left(\left\|\sum_{j=1}^{d} \int_{t_{i}{ }^{n} \wedge t}^{t_{i+1}^{n} \wedge t} \nabla^{2} f_{u}^{j} d w_{u}^{j}+\int_{t_{i} n \wedge t \wedge .}^{t_{i+1}^{n} \wedge t \wedge \cdot} \nabla f_{u} d u\right\|_{H \otimes H}^{2}\right) \\
& \leq C \sum_{i=0}^{2 n-1}\left(\sum_{j=1}^{d}\left\|\int_{t_{i} i^{n} \wedge t}^{t_{i+1}^{n} \wedge t} \nabla^{2} f_{u^{j}}^{j} d w_{u^{j}}^{j}\right\|_{H \otimes H}^{2}+\left\|\int_{t_{i} i^{n} \wedge t \wedge .}^{t_{i+1}^{n} \wedge t \wedge .} \nabla f_{u} d u\right\|_{H \otimes H}^{2}\right),
\end{aligned}
$$

which can also be estmated in exactly the same way as for $I_{2}{ }^{n}$. Therefore

$$
\begin{equation*}
\sup _{n, t} E\left|J_{5}^{n}\right|^{p}<\infty . \tag{21}
\end{equation*}
$$

Combining (17) (18) (19) (20) (21) we get

$$
\sup _{n, t}\left\|_{i=0}^{2 n-1}\left(M_{t+1,1}-M_{t^{n} \Lambda t}\right)^{2}\right\|_{\rho, 4}<\infty,
$$

proving (10) for $r=2$. Doing the same thing for higher order derivatives, step by step, we can complete the proof of (10).

Now the proof of Theorem 3.2 is finished.
Q.E.D.

## 4. Two-parameter smooth martingales

Different to the one-parameter case, a two-parameter Brownian martingale does not always admit a representation of an ordinary Ito stochastic integral in the plane: some additional term called stochastic integral of the second type, which seems to be more difficult to handle, especially when Malliavin calculus is involved, appears in the representation. It is for this reason that we restrict ourselves in this section to the case of strong martingales, which admit always representation of stochastic integrals of the first type, i.e., the ordinary Ito integrals in the plane.

We still start by introducing some notions and notations. Parallel to the one-parameter case, we now work on the probability space $X=C_{0}([0,1] \times[0$, $1] \rightarrow \boldsymbol{R}^{d}$ ), together with its Cameron-Martin subspace

$$
H=\left\{f \in X, \frac{\partial^{2} f}{\partial s \partial t} \text { exists a.e. and } \int_{0}^{1} \int_{0}^{1}\left\|\frac{\partial^{2} f(s, t)}{\partial s \partial t}\right\|_{R^{d}} d s d t<\infty\right\}
$$

and the two-parameter standard Wiener measure $\mu$ defined on the Borel $\sigma$ algebra $\mathscr{F}$ of $X$. Let $\{w(s, t), 0 \leq s, t \leq 1\}$ be the coordinate Brownian sheet on $X$ and $\mathscr{I}_{s, t}$ the sub- $\sigma$-algebra of $\mathscr{I}$ generated by the Brownian paths up to time ( $s, t$ ). Then any $\left\{\mathscr{I}_{s, t}\right\}$-strong continuous $L^{2}$-martingale has a representation (cf. [3], [11])

$$
\begin{equation*}
M_{s, t}=\sum_{j=1}^{d} \int_{0}^{t} \int_{0}^{s} f_{u, v}^{j} d w_{u, v}^{j}, \quad 0 \leq s, t \leq 1 . \tag{22}
\end{equation*}
$$

With the same notations in Malliavin caculus used in section 1, we can state the following

Definition 4.1. We say that $\boldsymbol{M}=\left\{M_{s, t}, 0 \leq s, t \leq 1\right\}$ is a two-parameter smooth martingale if

$$
\begin{equation*}
f_{u, v}^{j} \in W_{\infty}\left(\boldsymbol{R}^{d}\right), \text { for almost all } 0 \leq u, v \leq 1 \text { and } \int_{0}^{1} \int_{0}^{1}\left\|f_{u, v}\right\|_{p, 2 r} d u d v<\infty \tag{C2}
\end{equation*}
$$ $\forall p, r$.

Analogue to [9, Theorem 4.2], we have

Theorem 4.1, Given a two parameter smooth martingale $M$ represented as (22), then
(i) $M_{s, t} \in W_{\infty}\left(\boldsymbol{R}^{d}\right)$, for all $0 \leq s, t \leq 0$.
(ii) There exists a decreasing sequence $\left\{O_{n}, n \geq 1\right\}$ of open subsets of $X$ and a function $\tilde{M}:\left(\cup_{n \geq 1} O_{n}{ }^{c}\right) \times[0,1]^{2} \rightarrow \boldsymbol{R}^{d}$ such that
(a) $\tilde{M}$ is continuous on $O_{n}{ }^{c} \times[0,1]^{2}$, for each $n \geq 1$.
(b) $C_{p, r}\left(O_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ for all $p, r$.
(c) $\quad \tilde{M}_{s, t}=M_{s, t}$ almost surely, for all $0 \leq s, t \leq 0$.

Proof. Though the proof is similar to that of [9, Theorem 4.2], we give it for completeness. First we have by Stroock's commutation formula:

$$
L\left(\sum_{j=1}^{d} \int_{0}^{t} \int_{0}^{s} f_{u, v}^{j} d w_{u, v}^{j}\right)=\sum_{j=1}^{d}\left\{\int_{0}^{t} \int_{0}^{s}\left(L f_{u, v}^{j}-\frac{1}{2} f_{u, v}^{j}\right) d w_{u, v}^{j}\right\} .
$$

Hence by Burkholder's inequality for two-parameter martingales (cf. [15]), we obtain

$$
\sup _{s, t}\| \|_{j=1}^{d} \int_{0}^{t} \int_{0}^{s} f_{u, v}^{j} d w_{u, v}^{j} \|_{p, 2}^{p} \leq \int_{0}^{1} \int_{0}^{1}\left(\sum_{j=1}^{d}\left\|f_{u, v}^{j}\right\|_{p, 2}^{p}\right) d u d v<\infty, \forall p>1 ;
$$

and in the same way

$$
\sup _{s, t}\left\|\sum_{j=1}^{d} \int_{0}^{t} \int_{0}^{s} f_{u, v}^{j} d w_{u, v}^{j}\right\|_{p, r}^{p} \leq \int_{0}^{1} \int_{0}^{1}\left(\sum_{j=1}^{d}\left\|f_{u, v}^{j}\right\|_{p, r}^{p}\right) d u d v<\infty
$$

for all $p, r$. In particular, (i) holds. Using again Burkholder's inequality we obtain for $p \geq 2, s \leq s^{\prime}, t \leq t^{\prime}$ :

$$
\begin{aligned}
& \left\|M_{s, t}-M_{s^{\prime}, t^{\prime}}\right\|_{p, 2}^{p} \\
& \quad \leq C E\left\{\sum_{j=1}^{d} \int_{s}^{s^{\prime}} \int_{t}^{t^{\prime}}\left|L f_{u, v}^{j}-\frac{1}{2} f_{u, v}^{j}\right|^{2} d u d v\right\}^{p / 2} \\
& \quad \leq C\left(\left.\left|t^{\prime}-t\right|\right|^{\prime}-s \mid\right)^{p / 2-1}\left(\sum_{j=1}^{d} \int_{s}^{s^{\prime}} \int_{t}^{t^{\prime}}\left\|f_{u, v}^{j}\right\|_{p, 2}^{p} d u d v\right) \\
& \quad \leq C\left(\left|t^{\prime}-t\right|^{p-2}+\left|s^{\prime}-s\right|^{p-2}\right)
\end{aligned}
$$

And in general we can prove that

$$
\left\|M_{s, t}-M_{s^{\prime}, t^{\prime}}\right\|_{p, r}^{p} \leq C\left[\left|t^{\prime}-t\right|^{p-2}+\left|s^{\prime}-s\right|^{p-2}\right]
$$

for all $r>0$. Therefore Theorem 3.1 and Lemma 4.1 of [16] apply and the proof is complete.
Q.E.D.

The following result is the counterpart of Theorem 3.1, and we omit its
proof.
Theorem 4.2. $\langle M\rangle=\left\{\langle M\rangle_{s, t} 0 \leq s, t \leq 1\right\}$ admits an $\infty$-modification.
We still denote by $\boldsymbol{M}$ (resp. $\langle M\rangle$ ) itself its $\infty$-modification $\tilde{\boldsymbol{M}}$ (resp. $\langle\tilde{\boldsymbol{M}}\rangle$ ). Our main result in this section is the following counterpart of Theorem 3.2.

Theorem 4.3. We have the following convergence:

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2^{n-1}}\left(M\left(\Delta_{i j}^{n}(s, t)\right)^{2}=\sum_{k=1}^{d} \int_{0}^{s} \int_{0}^{t} f_{u, v}^{k^{2}} d u d v\right.
$$

uniformly in $(s, t) \in[0,1]^{2}$, q.s., where $\Delta_{i j}^{n}(s, t)=\left[t_{i}{ }^{n} \wedge t, t_{i+1}^{n} \wedge t\right) \times\left[s_{i}{ }^{n} \wedge s, s_{i+1}^{n} \wedge\right.$ s) and $M\left(\Delta_{i j}^{n}(s, t)\right)=M_{t_{i+1}^{n} \wedge t, s s_{+1}^{n} \wedge s}-M_{t_{i}^{n} \wedge t, s^{n}+1 \wedge s}-M_{t_{i+1}^{n} \wedge t, s^{n} \wedge s}+M_{t_{i}^{n} \wedge t, s j^{n} \wedge s}$.

Proof. The idea of the proof remains the same as that of Theorem 3.2, though the calculus is more delicate. This is why we do not give all the details below. Our effort will be concentrated only on those terms which didn't appear in the proof of Theorem 3.2. First, note that, as in Theorem 3.2, we should define a random field parametrized by $[0,1]^{3}$ as follows:

$$
X(\xi, s, t)=\left\{\begin{array}{lll}
X\left(2^{-n}, s, t\right)+\left(\xi-2^{-n}\right)\left(2^{-n}-2^{-(n+1)}\right)^{-1} & \\
\times\left(X\left(2^{-n}, s, t\right)-X\left(2^{-(n+1)}, s, t\right)\right) & \text { if } & 2^{-(n+1)} \leq \xi \leq 2^{-n} \\
\sum_{k=1}^{d} \int_{0}^{s} \int_{0}^{t} f_{u, v}^{k 2} d u d v & \text { if } & \xi=0 .
\end{array}\right.
$$

where

$$
X\left(2^{-n}, s, t\right)=\sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2^{n-1}}\left(M\left(\Delta_{i j}^{n}(s, t)\right)\right)^{2}
$$

Then we can reduce the proof to proving the following facts:

$$
\begin{align*}
& \sup _{\xi}\left\|X(\xi, s, t)-X\left(\xi, s^{\prime}, t^{\prime}\right)\right\|_{p}^{p} \leq C\left|s-s^{\prime}\right|^{\frac{p-1}{2}}+C\left|t-t^{\prime}\right|^{\frac{p-1}{2}}  \tag{23}\\
& \sup _{s, t}\left\|X\left(2^{-n}, s, t\right)-X(0, s, t)\right\|_{p}^{p} \leq C 2^{-\frac{n(p-1)}{2}} \\
& \sup _{s, t}\|X(s, t)\|_{p, 2 r}<\infty
\end{align*}
$$

Proof of (24). Put

$$
\begin{aligned}
N^{k, l}\left(\Delta_{i j}^{n}(s, t)\right)= & \iiint \int_{\Delta_{i_{j}}^{\prime}(s, t){ }^{\prime}} \chi\left(u_{1}, v_{1} ; u_{2}, v_{2}\right) \\
& \times f_{u_{1}, v_{1}}^{k} f_{u_{2}, v_{2}}^{l} d w_{u_{1}, v_{1}}^{k} d w_{u_{2}, v_{2}}^{l},
\end{aligned}
$$

where

$$
\chi\left(u_{1}, v_{1} ; u_{2}, v_{2}\right)= \begin{cases}0 & \text { if } \quad\left(u_{1}, v_{1}\right) \leq\left(u_{2}, v_{2}\right) \quad \text { or } \quad\left(u_{2}, v_{2}\right) \leq\left(u_{1}, v_{1}\right) \\ 1 & \text { otherwise }\end{cases}
$$

Then by Ito's formula for two-parameter processes (cf. [3], [11], [14]) we have

$$
\begin{align*}
& \sup _{s, t}\left\|X\left(2^{-n}, s, t\right)-X(0, s, t)\right\|_{p}^{p}  \tag{26}\\
& =\sup _{s, t}\| \|_{i=0}^{2 n-1} \sum_{j=0}^{2 n-1}\left\{M\left(\Delta_{i j}^{n}(s, t)\right)^{2}-\iint_{\Delta_{i, k}^{n}(s, t)} \sum_{k=1}^{d} f_{u, v}^{k 2} d u d v\right\} \|_{p}^{p} \\
& =\sup _{s, t} \| \sum_{i=0}^{2 n-1} \sum_{j=0}^{2^{n}-1}\left\{\sum_{k=1}^{d} \int_{\Delta_{i \jmath}^{n}(s, t)} 2 M\left(\Delta_{i j}^{n}(s, t)\right) f_{u, v}^{k} d w_{u, v}^{k}\right. \\
& \left.+\sum_{k=1}^{d} \sum_{l=1}^{d} N^{k, l}\left(\Delta_{i j}^{n}(s, t)\right)\right\} \|_{p}^{p} \\
& \leq C \sup _{s, t} \sum_{k=1}^{d} f\left\|\sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2^{n}-1} \iint_{\Delta_{i, s}^{n}(s, t)} M\left(\Delta_{i j}^{n}(s, t)\right) f_{u, v}^{k} d w_{u, v}^{k}\right\|_{p}^{p} \\
& \left.+\left\|\sum_{k=1}^{d} \sum_{l=1}^{d} N^{k, l}\left(\Delta_{i j}^{n}(s, t)\right)\right\|_{p}^{p}\right\} \\
& \triangleq C \sum_{k=1}^{d}\left\{\left\|K_{1}\right\|_{p}^{p}+\left\|K_{2}\right\|_{p}^{p}\right\} .
\end{align*}
$$

For $K_{1}$, we use Burkholder's inequality for both two-parameter martingales with discrete parameter (cf. [10]) and continuous parameter (cf. [15]) to obtain, in the same way as in the last section,

$$
\begin{equation*}
E\left|K_{1}\right|^{p} \leq C 4^{-n(p / 2-1)} \tag{27}
\end{equation*}
$$

For $K_{2}$ we use again Burkholder's inequality and the properties of double stochastic integrals to obtain

$$
\begin{align*}
& E\left|K_{2}\right|^{p}  \tag{28}\\
& \leq C \sum_{k=1}^{d} \sum_{l=1}^{d} E\left\{\sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2 n-1} N^{k, l}\left(\Delta_{i j}^{n}(s, t)\right)^{2}\right\}^{p / 2} \\
& \leq C 4^{n(p / 2-1)} \sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2^{n-1}} E\left|N^{k, l}\left(\Delta_{i j}^{n}(s, t)\right)\right|^{p} \\
& =C 4^{n(p / 2-1)} \sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{i=0}^{2^{n-1}} \sum_{j=0}^{2^{n-1}} E \mid \iiint \int_{\Delta_{i, j}^{n}(s, t)^{2}} \chi\left(u_{1}, v_{1} ; u_{2}, v_{2}\right) \\
& \times\left. f_{u_{1}, v_{1}}^{k} f_{u_{2}, v_{2}}^{l} d w_{u_{1}, v_{1}}^{k} d w_{u_{2}, v_{2}}^{l}\right|^{p}
\end{align*}
$$

$$
\begin{aligned}
\leq & C 4^{n(p / 2-1)} 16^{-n(p / 2-1)} \sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{i=0}^{2 n-1} \sum_{j=0}^{2 n-1} E \iiint \int_{\Delta_{i, l}^{n}(s, t)^{2}} \\
& \times\left|f_{u_{1}, v_{1}}^{k} f_{u_{2}, v_{2}}^{l}\right|^{p} d u_{1} d v_{1} d u_{2} d v_{2} \\
\leq & C 4^{-n(p / 2-1)} .
\end{aligned}
$$

Combining (26), (27) and (28) we get (24).
Proof of (23) and (25). The proof of (23) and (25) is completely similar to that of (4) and (5), since now we needn't to use Ito formula and so no term with double stochastic integrals will appear (of course we should use Burkholder's inequality for two-parameter martingales instead of that for oneparameter martingales). We don't give the details. This completes the proof.
Q.E.D.

## 5. Remarks and Applications

In this final section we would like first to remark that the above results can extend to mutual quadratic variation of so-called smooth semimartingales. To be precise, let $S_{1}$ and $S_{2}$ be two smooth semi-martingales of the form

$$
S_{l}(t)=\sum_{j=1}^{d} \int_{0}^{t} a_{s}{ }^{l j} d w_{s}^{j}+\sum_{j=1}^{d} \int_{0}^{t} b_{s}{ }^{{ }^{j}} d s, \quad l=1,2, \quad t \in[0,1] .
$$

Here $a$ and $b$ satisfy the condition (C1). Then the techniques used above allow to prove that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \Sigma\left(S_{1}\left(t_{i+1}^{n} \wedge t\right)-S_{1}\left(t_{i}^{n} \wedge t\right)\right)\left(S_{2}\left(t_{i+1}^{n} \wedge t\right)-S_{2}\left(t_{i}^{n} \wedge t\right)\right)  \tag{29}\\
& \quad=\sum_{j=1}^{d} \int_{0}^{t} a_{s}^{1 j} a_{s}^{2 j} d s
\end{align*}
$$

uniformly in $t \in[0,1]$, q.s.
Now we consider the case of stochastic differential equations. Suppose we are given functions $\sigma \in C_{b}{ }^{\infty}\left(\boldsymbol{R}^{m} \rightarrow \boldsymbol{R}^{m} \otimes \boldsymbol{R}^{d}\right)$ and $b \in C_{b}{ }^{\infty}\left(\boldsymbol{R}^{m} \rightarrow \boldsymbol{R}^{m}\right)$. It was proved in [16] that the unique solution to the following SDE

$$
\left\{\begin{array}{l}
d x(t)=\sigma(x(t)) d w(t)+b(x(t)) d t \\
x(0)=x_{0}
\end{array}\right.
$$

has an $\infty$-modification. We will denote it by $x(t)=\left(x^{1}(t), \cdots, x^{m}(t)\right)$. It is easily seen that every $x^{k}(k=1, \cdots, m)$ is a smooth semimartingale. Therefore we have by (29)

$$
\lim _{n \rightarrow \infty} \sum\left(x_{t_{i+1}^{n} \wedge t}-x_{t_{i} \wedge t}\right)\left(x_{t_{i+1}^{n} \wedge t}-x_{t_{i}^{n} \wedge t}\right)^{*}=\int_{0}^{t} \sigma(x(s)) \sigma^{*}(x(s)) d s
$$

uniformly in $t \in[0,1]$, q.s. In particular, in the case $\sigma \equiv I_{d}, b \equiv 0$, where $I_{d}$ is the $d \times d$ identity matrix, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum\left(w_{t_{i+1}^{n} \wedge t}-w_{t_{i}{ }^{n} \wedge t}\right)\left(w_{t_{i+1}^{n} \wedge t}-w_{t_{i} n \wedge t}\right)^{*}=t I_{d} \tag{30}
\end{equation*}
$$

uniformly in $t \in[0,1]$, q.s. It is remarkable that (30) establishes one more quasi sure property of Brownian motion, of which several quasi sure properties have been already established (cf. [19]). In the context of Dirichlet capacity over Wiener space, i.e., in the case $(p, r)=(2,1),(30)$ was established by Fukushima ([28]) using a different method (see also the recent book of Bouleau-Hirsch [1]). Finally it is needless to say that all the above statements have also their analogues in the two-parameter case.
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