# EXISTENCE RESULT FOR A CLASS OF QUASILINEAR ELLIPTIC EQUATIONS WITH $(p-q)$-LAPLACIAN AND VANISHING POTENTIALS 

M. J. ALVES, R. B. ASSUNÇÃO AND O. H. MIYAGAKI


#### Abstract

The main purpose of this paper is to establish the existence of positive solutions to a class of quasilinear elliptic equations involving the ( $p-q$ )-Laplacian operator. We consider a nonlinearity that can be subcritical at infinity and supercritical at the origin; we also consider potential functions that can vanish at infinity. The approach is based on variational arguments dealing with the mountain-pass lemma and an adaptation of the penalization method. In order to overcome the lack of compactness, we modify the original problem and the associated energy functional. Finally, to show that the solution of the modified problem is also a solution of the original problem we use an estimate obtained by the Moser iteration scheme.


## 1. Introduction and main result

In this paper, we consider a class of quasilinear elliptic equations involving the $(p-q)$-Laplacian operator of the form

$$
\begin{cases}-\Delta_{p} u-\Delta_{q} u+a(x)|u|^{p-2} u+b(x)|u|^{q-2} u=f(u), & x \in \mathbb{R}^{N}  \tag{1.1}\\ u(x)>0, \quad u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right), & x \in \mathbb{R}^{N}\end{cases}
$$

The $m$-Laplacian operator $\Delta_{m} u(x)$ is defined by

$$
\Delta_{m} u(x) \equiv \operatorname{div}\left(|\nabla u(x)|^{m-2} \nabla u(x)\right)
$$
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for $m \in\{p, q\}$, where $2 \leq q \leq p<N$. The Sobolev space $D^{1, m}\left(\mathbb{R}^{N}\right)$ is defined by

$$
D^{1, m}\left(\mathbb{R}^{N}\right) \equiv\left\{u \in L^{m^{*}}\left(\mathbb{R}^{N}\right):\left(\partial u / \partial x_{i}\right)(x) \in L^{m}\left(\mathbb{R}^{N}\right), 1 \leq i \leq N\right\}
$$

and the critical Sobolev exponent is given by $m^{*} \equiv N m /(N-m)$, also for $m \in\{p, q\}$.

The nonlinearity $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous and nonnegative function that is not a pure power and can be subcritical at infinity and supercritical at the origin. More precisely, the following set of hypotheses on the nonlinearity $f$ is used.
$\left(f_{1}\right) \limsup \sin _{s \rightarrow 0^{+}} s f(s) / s^{p^{*}}<+\infty$.
$\left(f_{2}\right)$ There exists $\tau \in\left(p, p^{*}\right)$ such that $\limsup _{s \rightarrow+\infty} s f(s) / s^{\tau}=0$.
$\left(f_{3}\right)$ There exists $\theta>p$ such that $0 \leq \theta F(s) \leq s f(s)$ for every $s \in \mathbb{R}^{+}$, where we use the notation $F(s) \equiv \int_{0}^{s} f(t) \mathrm{d} t$.
$\left(f_{4}\right) f(t)=0$ for every $t \leq 0$.
The following properties are easily seen: under hypothesis $\left(f_{1}\right)$ there exists $c_{1} \in \mathbb{R}^{+}$such that $|s f(s)| \leq c_{1}|s|^{p^{*}}$ for $s$ close to zero; and under hypothesis $\left(f_{2}\right)$ there exists $c_{2} \in \mathbb{R}^{+}$such that $|s f(s)| \leq c_{2}|s|^{\tau}$ for $s$ large enough. Combining these results and defining $c_{0} \equiv \max \left\{c_{1}, c_{2}\right\}$, we have the pair of inequalities

$$
\begin{equation*}
|s f(s)| \leq c_{0}|s|^{p^{*}} \quad \text { and } \quad|s f(s)| \leq c_{0}|s|^{\tau} \quad(s \in \mathbb{R}) \tag{1.2}
\end{equation*}
$$

It is worth noticing that hypothesis $\left(f_{3}\right)$ extends a well known condition which was first formulated by Ambrosetti and Rabinowitz [5]. It states a sufficient condition to ensure that the energy functional, associated in a natural way to this type of problem, verifies the Palais-Smale condition. Recall that a functional $J: D^{1, m}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ is said to verify the Palais-Smale condition at the level $c$ if any sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset D^{1, m}\left(\mathbb{R}^{N}\right)$ such that $J\left(u_{n}\right) \rightarrow c$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$, as $n \rightarrow+\infty$, possess a convergent subsequence. Hypothesis $\left(f_{3}\right)$ also allows us to study the asymptotic behavior of the solution to the problem.

As an example of a nonlinearity $f$ verifying the above set of hypotheses, for $\sigma>p^{*}$ and for $\tau \in\left(p, p^{*}\right)$ given in hypothesis $\left(f_{2}\right)$, we define

$$
f(t)= \begin{cases}t^{\sigma-1}, & \text { if } 0 \leq t \leq 1 \\ t^{\tau-1}, & \text { if } 1 \leq t\end{cases}
$$

We also assume that the functions $a, b: \mathbb{R}^{N} \rightarrow \mathbb{R}$ are continuous and nonnegative. Moreover, the following set of hypotheses on the potential functions $a$ and $b$ is used.
$\left(P_{1}\right) a \in L^{N / p}\left(\mathbb{R}^{N}\right)$ and $b \in L^{N / q}\left(\mathbb{R}^{N}\right)$.
$\left(P_{2}\right) a(x) \leq a_{\infty}$ and $b(x) \leq b_{\infty}$ for every $x \in B_{1}(0)$, where $a_{\infty}, b_{\infty} \in \mathbb{R}^{+}$are positive constants and $B_{1}(0)$ denotes the unitary ball centered at the origin.
$\left(P_{3}\right)$ There exist constants $\Lambda \in \mathbb{R}^{+}$and $R_{0}>1$ such that

$$
\frac{1}{R_{0}^{p^{2} /(p-1)}} \inf _{|x| \geq R_{0}}|x|^{p^{2} /(p-1)} a(x) \geq \Lambda .
$$

As an example of a potential function $a$ verifying this set of hypotheses, for $\Lambda \in \mathbb{R}^{+}$and $R_{0}>1$ given in hypothesis $\left(P_{3}\right)$ we define

$$
a(x)= \begin{cases}0, & \text { if }|x| \leq R_{0}-1 \\ \Lambda R_{0}^{-p^{2} /(p-1)}\left(|x|-R_{0}+1\right), & \text { if } R_{0}-1<|x|<R_{0} \\ \Lambda|x|^{-p^{2} /(p-1)}, & \text { if } R_{0} \leq|x|\end{cases}
$$

An example of a potential function $b$ can be obtained in a similar way with minor modifications.

The $(p-q)$-Laplacian operator generalizes several types of problems. For example, in the case $2=q=p$ with $a(x)=b(x)=V(x)$ and $f(u)=2 g(u)$, problem (1.1) can be written in the form $-\Delta u+V(x) u=g(u)$, which appears in the study of stationary solutions of Schrödinger equation and has been extensively studied by several authors; and in the case $2 \leq q=p$ with $a(x)=$ $b(x)=-V(x)$ and $f(u)=0$, problem (1.1) assumes the form of the eigenvalue problem $-\Delta_{p} u=V(x)|u|^{p-2} u$.

The interest in the study of this type of problem is twofold. On the one hand, we have the physical motivations, since the quasilinear operator $(p-q)$ Laplacian has been used to model steady-state solutions of reaction-diffusion problems arising in biophysics, in plasma physics and in the study of chemical reactions. More precisely, the prototype for these models can be written in the form

$$
u_{t}=-\operatorname{div}[D(u) \nabla u]+f(x, u)
$$

where $D(u)=a_{p}|\nabla u|^{p-2}+b_{q}|\nabla u|^{q-2}$ and $a_{p}, b_{q} \in \mathbb{R}^{+}$are positive constants. In this framework, the function $u$ generally stands for a concentration, the term $\operatorname{div}[D(u) \nabla u]$ corresponds to the diffusion with coefficient $D(u)$, and $f(x, u)$ is the reaction term related to source and loss processes. See Cherfils and Il'yasov [20], Figueiredo [26], [27], Benouhiba and Belyacine [15], Mercuri and Squassina [31], Wu and Yang [41], Yin and Yang [44], Chaves, Ercole and Miyagaki [18], [19], and references therein for more details. In addition, a model of elementary particle physics was studied by Benci, D'Avenia, Fortunato and Pisani [12] which yields an equation of the same class as that in problem (1.1).

On the other hand, we have the purely mathematical interest in these type of problems, mainly regarding the existence of nonnegative nontrivial solutions as well as multiplicity results. In what follows, we present a very brief historical sketch to show some hypotheses on the nonlinearity that have been
used by several authors in recent years as sufficient conditions to guarantee the existence of solutions.

We begin by considering the case $2 \leq q=p<p^{*}$, which includes both the Laplacian operator with $p=2$ or the $p$-Laplacian operator with $p>2$; we also mention some papers dealing with bounded domains and others dealing with the entire space $\mathbb{R}^{N}$.

Berestycki and Lions [16] considered a positive, constant potential function to show an existence result. Coti Zelati and Rabinowitz [22], Pankov [33], Pankov and Pflüger [34], and Kryszewski and Szulkin [29] considered periodic potential functions with a positive infimum. Zhu and Yang [42], [45] assumed that the potential is asymptotic to a positive constant. Alves, Carrião and Miyagaki [3] studied a problem involving an asymptotically periodic potential. The case of a coercive potential was treated, among others, by Costa [21] and Miyagaki [32]. For a weakened coercivity condition, we refer the reader to Bartsch and Wang [10]. The case of radially symmetric potentials were considered by Alves, de Morais Filho and Souto [2] and Su, Wang and Willem [39], where these authors established some embedding results of weighted Sobolev spaces to obtain ground state solutions. Rabinowitz [36] introduced a hypothesis where the limit inferior of the potential outside a bounded domain is strictly greater than its infimum on the whole space. Afterwards, del Pino and Felmer [23] weakened this condition by considering a situation where the minimum of the potential on the boundary of an open bounded set is strictly greater than its minimum on the closure of this set. The case of sign-changing potentials related to singular perturbation problems were considered by Ding and Szulkin [25] and by Alves, Assunção, Carrião and Miyagaki [4].

As we have seen, most of the papers cited assume that the potential is positive at infinity. However, the case where the potential can vanish at infinity was also studied, among others, by Berestycki and Lions [16], Yang and Zhu [43], Benci, Grisanti and Micheletti [13], Ambrosetti and Wang [6], Ambrosetti, Felli and Malchiodi [7], Alves and Souto [1] and Bastos, Miyagaki and Vieira [11]. In particular, we cite the work by Barile and Figueiredo [9], where it is proved that a problem involving a differential operator more general than that of problem (1.1), with a different perturbation, and with vanishing potential functions $a(x) \equiv b(x)$, has at least three weak solutions, one of which with precisely two nodal domains.

In problem (1.1), we consider the exponents $2 \leq q \leq p<N$ and we allow the particular conditions $\liminf _{|x| \rightarrow+\infty} a(x)=0$ and $\liminf _{|x| \rightarrow+\infty} b(x)=0$, called the zero mass cases. These constitute the main features of our work.

Our result reads as follows.
Theorem 1.1. Consider $2 \leq q \leq p<N$ and suppose that the potential functions a and b verify the hypotheses $\left(P_{1}\right),\left(P_{2}\right)$ and $\left(P_{3}\right)$ and that the nonlinearity $f$ verifies the hypotheses $\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right)$, and $\left(f_{4}\right)$. Then there exists a
constant $\Lambda^{*}=\Lambda^{*}\left(a_{\infty}, b_{\infty}, \theta, \tau, c_{0}\right)$ such that problem (1.1) has a positive solution for every $\Lambda \geq \Lambda^{*}$.

Usually, a solution to problem (1.1) is obtained as a critical point of the corresponding energy functional defined in some appropriate Sobolev space. To do this, one uses critical point theory, mainly of minimax type; see Mawhin and Willem [30], Struwe [38], and Willem [40]. A well-known result concerning the existence of a nontrivial weak solution is that if the energy functional verifies the geometry of the mountain-pass lemma near the origin and also verifies the Palais-Smale condition, then problem (1.1) has at least one solution. The main difficulty in proving the existence of solution to problem (1.1) resides in the fact that the embedding of the Sobolev space $D^{1, m}\left(\mathbb{R}^{N}\right)$ in the Lebesgue space $L^{N m /(N-m)}\left(\mathbb{R}^{N}\right)$ is not compact due to the action of a group of homoteties and translations. Besides, the Palais-Smale condition for the corresponding energy functional cannot be obtained directly. Adding to these difficulties, we have to consider the presence of both operators $\Delta_{p} u$ and $\Delta_{q} u$. When $q<p$ the study of problem (1.1) does not allow the use of the Lagrange's multipliers method due to the lack of homogeneity; moreover, the first eigenvalue of the $-\Delta_{p} u$ operator brings no valuable information on the eigenvalue of the $-\Delta_{q} u$ operator; finally, the method of sub- and super-solutions cannot be applied. Therefore, to study problem (1.1) we are required to make a careful analysis of the energy level of the Palais-Smale sequences in order to obtain their boundedness and also to overcome the lack of compactness. Furthermore, we have to adapt the Moser iteration scheme to our setting, since this is a crucial step to obtain an estimate for the solution.

Inspired mainly by Wu and Yang [41] regarding the ( $p-q$ )-Laplacian type operator, and by Alves and Souto [1], with respect to the set of hypotheses, we adapt the penalization method developed by del Pino and Felmer [23] to show our existence result. The basic idea can be described in the following way. In Section 2, we modify the original problem and study its corresponding energy functional, showing that it verifies the geometry of the mountain-pass lemma and that every Palais-Smale sequence is bounded in an appropriate Sobolev space. Using the standard theory this implies that the modified problem has a solution. In Section 3 we show, using the Moser iteration scheme, that the solution of the auxiliary problem verifies an estimate involving the $L^{\infty}\left(\mathbb{R}^{N}\right)$ norm. Finally, in Section 4 we use this estimate to show that the solution of the modified problem is also a solution of the original problem (1.1).

## 2. An auxiliary problem

In order to prove the existence of a positive solution to problem (1.1), we establish a variational setting and apply the mountain-pass lemma. Using
hypothesis $\left(P_{1}\right)$, we define the space

$$
\begin{aligned}
E \equiv & \left\{u \in D_{a}^{1, p}\left(\mathbb{R}^{N}\right) \cap D_{b}^{1, q}\left(\mathbb{R}^{N}\right):\right. \\
& \left.\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x<+\infty \text { and } \int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x<+\infty\right\},
\end{aligned}
$$

which can be endowed with the norm $\|u\|=\|u\|_{1, p}+\|u\|_{1, q}$, where we denote

$$
\|u\|_{1, p} \equiv\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x\right)^{1 / p}
$$

and

$$
\|u\|_{1, q} \equiv\left(\int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x\right)^{1 / q}
$$

Now we define the Euler-Lagrange energy functional $I: E \rightarrow \mathbb{R}$ associated to problem (1.1) by

$$
\begin{aligned}
I(u) \equiv & \frac{1}{p} \int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x+\frac{1}{p} \int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x \\
& +\frac{1}{q} \int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x+\frac{1}{q} \int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F(u) \mathrm{d} x .
\end{aligned}
$$

Using the hypotheses on the nonlinearity $f$, we can deduce that $I \in C^{1}(E ; \mathbb{R})$; moreover, for every $u, v \in E$ its Gâteaux derivative can be computed by

$$
\begin{aligned}
I^{\prime}(u) v= & \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v \mathrm{~d} x \\
& +\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q-2} u v \mathrm{~d} x-\int_{\mathbb{R}^{N}} f(u) v \mathrm{~d} x .
\end{aligned}
$$

It is a well-known fact that if $u$ is a critical point of the energy functional $I$, then $u$ is a weak solution to problem (1.1). This means that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla \phi \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u \phi \mathrm{~d} x \\
& \quad+\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla \phi \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q-2} u \phi \mathrm{~d} x-\int_{\mathbb{R}^{N}} f(u) \phi \mathrm{d} x=0
\end{aligned}
$$

for every $v \in E$.
Now we define the energy functional $I_{\infty}: D_{0}^{1, p}\left(B_{1}(0)\right) \cap D_{0}^{1, q}\left(B_{1}(0)\right) \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
I_{\infty}(u) \equiv & \frac{1}{p} \int_{B_{1}(0)}|\nabla u|^{p} \mathrm{~d} x+\frac{1}{p} \int_{B_{1}(0)} a_{\infty}|u|^{p} \mathrm{~d} x \\
& +\frac{1}{q} \int_{B_{1}(0)}|\nabla u|^{q} \mathrm{~d} x+\frac{1}{q} \int_{B_{1}(0)} b_{\infty}|u|^{q} \mathrm{~d} x-\int_{B_{1}(0)} F(u) \mathrm{d} x .
\end{aligned}
$$

Using the hypotheses $\left(P_{1}\right)$ and $\left(P_{2}\right)$ it can be shown that it is well defined. Our first lemma concerns the geometry of this functional.

Lemma 2.1. The functional $I_{\infty}$ verifies the geometry of the mountain-pass lemma. More precisely, the following claims are valid.
(1) There exist $r_{0}, \mu_{0} \in \mathbb{R}^{+}$such that $I_{\infty}(u) \geq \mu_{0}$ for $\|u\|=r_{0}$.
(2) There exists $e_{0} \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ such that $\left\|e_{0}\right\| \geq r_{0}$ and $I_{\infty}\left(e_{0}\right)<0$.

Proof. By using the hypotheses $\left(f_{1}\right),\left(f_{2}\right)$, and $\left(f_{3}\right)$ it is standard to verify item (1).

By hypothesis $\left(f_{3}\right)$, it follows that there exist $\theta>p$ and $C_{0} \in \mathbb{R}^{+}$such that $F(s) \geq C_{0}|s|^{\theta}$. Now, if $u \in\left[D_{0}^{1, p}\left(B_{1}(0)\right) \cap D_{0}^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$, then

$$
\begin{aligned}
I_{\infty}(t u) \leq & \frac{1}{p}|t|^{p} \int_{B_{1}(0)}|\nabla u|^{p} \mathrm{~d} x+\frac{a_{\infty}}{p}|t|^{p} \int_{B_{1}(0)}|u|^{p} \mathrm{~d} x \\
& +\frac{1}{q}|t|^{q} \int_{B_{1}(0)}|\nabla u|^{q} \mathrm{~d} x+\frac{b_{\infty}}{q}|t|^{q} \int_{B_{1}(0)}|u|^{q} \mathrm{~d} x \\
& -C_{0}|t|^{\theta} \int_{B_{1}(0)}|u|^{\theta} \mathrm{d} x .
\end{aligned}
$$

Using this inequality, we deduce that there exist $t_{u} \in \mathbb{R}^{+}$large enough such that, taking $e_{0}=t_{u} u$, we have $\left\|e_{0}\right\| \geq r_{0}$ and $I_{\infty}\left(e_{0}\right)<0$. This concludes the proof of item (2).

We denote by $d$ the mountain-pass level associated to the functional $I_{\infty}$, that is,

$$
d \equiv \inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I_{\infty}(\gamma(t))
$$

where

$$
\Gamma \equiv\left\{\gamma \in C\left([0,1] ; D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right): \gamma(0)=0 \text { and } \gamma(1)=e_{0}\right\}
$$

and the function $e_{0} \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ is given in Lemma 2.1. It is standard to verify that the mountain-pass level $d$ depends only on $a_{\infty}$, on $b_{\infty}$, on $\theta$, and on the function $f$.

For $R>1$ and for $\theta>p$ given in hypothesis $\left(f_{3}\right)$, we set $k \equiv \theta p /(\theta-p)>p$ and we define a new nonlinearity $g: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
g(x, t) \equiv \begin{cases}f(t), & \text { if }|x| \leq R \text { or if }|x|>R \text { and } f(t) \leq \frac{a(x)}{k}|t|^{p-2} t ; \\ \frac{a(x)}{k}|t|^{p-2} t, & \text { if }|x|>R \text { and } f(t)>\frac{a(x)}{k}|t|^{p-2} t .\end{cases}
$$

Using the notation $G(x, t) \equiv \int_{0}^{t} g(x, s) \mathrm{d} s$, by direct computations we get the set of inequalities

$$
\begin{equation*}
g(x, t) \leq \frac{a(x)}{k}|t|^{p-2} t, \quad \text { for all }|x| \geq R \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
& G(x, t)=F(t), \quad \text { if }|x| \leq R  \tag{2.2}\\
& G(x, t) \leq \frac{a(x)}{k p}|t|^{p-1} t, \quad \text { if }|x|>R>1 \tag{2.3}
\end{align*}
$$

Now we define the auxiliary problem

$$
\begin{cases}-\Delta_{p} u-\Delta_{q} u+a(x)|u|^{p-2} u+b(x)|u|^{q-2} u=g(x, u), & x \in \mathbb{R}^{N}  \tag{2.4}\\ u(x)>0, \quad u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right), & x \in \mathbb{R}^{N}\end{cases}
$$

The Euler-Lagrange energy functional $J: E \rightarrow \mathbb{R}$ associated to the auxiliary problem (2.4) is given by

$$
\begin{aligned}
J(u) \equiv & \frac{1}{p} \int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x+\frac{1}{p} \int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x \\
& +\frac{1}{q} \int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x+\frac{1}{q} \int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x-\int_{\mathbb{R}^{N}} G(x, u) \mathrm{d} x .
\end{aligned}
$$

Using the hypotheses on the nonlinearity $f$ and on the potential functions $a$ and $b$ we can show that $J \in C^{1}(E ; \mathbb{R}) ;$ moreover, for every $u, v \in E$ its Gâteaux derivative can be computed by

$$
\begin{aligned}
J^{\prime}(u) v= & \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v \mathrm{~d} x \\
& +\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q-2} u v \mathrm{~d} x \\
& -\int_{\mathbb{R}^{N}} g(x, u) v \mathrm{~d} x .
\end{aligned}
$$

As before, critical points of the energy functional $J$ are weak solutions to problem (2.4).

Our next goal is to apply the mountain-pass lemma to show that problem (2.4) has a positive solution.

Lemma 2.2. The functional $J$ verifies the geometry of the mountain-pass lemma. More precisely, the following claims are valid.
(1) There exist $r_{1}, \mu_{1} \in \mathbb{R}^{+}$such that $J(u) \geq \mu_{1}$ for $\|u\|=r_{1}$.
(2) There exists $e_{1} \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ such that $\left\|e_{1}\right\| \geq r_{1}$ and $J\left(e_{1}\right)<0$.

Proof. Using the equality (2.2) and the inequality (2.3) together with the hypotheses $\left(f_{1}\right)$ and $\left(f_{3}\right)$ and the first inequality in (1.2), we obtain

$$
\begin{aligned}
J(u) \geq & \frac{1}{p}\|u\|_{1, p}^{p}+\frac{1}{q}\|u\|_{1, q}^{q}-\int_{|x| \leq R} F(u) \mathrm{d} x \\
& -\int_{|x|>R} \frac{a(x)|u|^{p}}{k p} \mathrm{~d} x
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{1}{p}\|u\|_{1, p}^{p}+\frac{1}{q}\|u\|_{1, q}^{q}-\frac{c_{0}}{\theta} \int_{\mathbb{R}^{N}}|u|^{p^{*}} \mathrm{~d} x-\frac{1}{k p}\|u\|_{1, p}^{p} \\
& =\left(\frac{1}{p}-\frac{1}{k p}\right)\|u\|_{1, p}^{p}+\frac{1}{q}\|u\|_{1, q}^{q}-\frac{c_{0}}{\theta}|u|_{L^{p^{*}}}^{p^{*}}
\end{aligned}
$$

Now we apply the Sobolev inequality

$$
\begin{equation*}
\|u\|_{L^{m^{*}}\left(\mathbb{R}^{N}\right)}^{m} \leq S_{m} \int_{\mathbb{R}^{N}}|\nabla u|^{m} \mathrm{~d} x \quad \text { for all } u \in D^{1, m}\left(\mathbb{R}^{N}\right) \quad(m \in\{p, q\}) \tag{2.5}
\end{equation*}
$$

in the computations above and set $S \equiv \max \left\{S_{p}, S_{q}\right\}$ to get

$$
\begin{aligned}
J(u) \geq & \left(\frac{1}{p}-\frac{1}{k p}\right)\|u\|_{1, p}^{p}+\frac{1}{q}\|u\|_{1, q}^{q} \\
& -\frac{c_{0}}{\theta} S^{p^{*} / p}\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x\right)^{p^{*} / p} \\
\geq & \min \left\{\frac{1}{p}-\frac{1}{k p}, \frac{1}{q}\right\}\left(\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q}\right) \\
& -\frac{c_{0}}{\theta} S^{p^{*} / p}\left(\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q}\right)^{p^{*} / p}
\end{aligned}
$$

If we take $\|u\|_{1, p}$ and $\|u\|_{1, q}$ small enough, it follows that $\|u\|_{1, p}^{p}$ and $\|u\|_{1, q}^{q}$ are also small enough. For that reason, we obtain the existence of $r_{1}, \mu_{1} \in \mathbb{R}^{+}$ such that $J(u) \geq \mu_{1}$ for $\|u\|=r_{1}$. This concludes the proof of item (1).

By definition, for all $u \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ we have that $G(x, u)=F(u)$. Arguing as in the proof of Lemma 2.1 we conclude that there exist $r_{1}, t_{u} \in \mathbb{R}^{+}$such that $e_{1} \equiv t_{u} u$ verify the inequalities $\left\|e_{1}\right\| \leq r_{1}$ and $J\left(e_{1}\right)<0$. This concludes the proof of item (2). The lemma is proved.

Since the functional $J$ has the geometry of the mountain-pass lemma, using Willem [40, Theorem 1.15] we obtain a Palais-Smale sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset$ $E$ such that $J\left(u_{n}\right) \rightarrow c$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$. Here $c \in \mathbb{R}^{+}$is the mountain-pass level associated to the energy functional $J$, that is,

$$
c \equiv \inf _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t)),
$$

where

$$
\Gamma \equiv\left\{\gamma \in C\left([0,1] ; D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right): \gamma(0)=0 \text { and } \gamma(1)=e_{1}\right\}\right.
$$

and $e_{1} \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ is the same function verifying inequality $J\left(e_{1}\right)<0$ in Lemma 2.2. Using the hypothesis $\left(f_{4}\right)$, without loss of generality we can suppose that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset E$ consists of nonnegative functions.

We note that for all $u \in\left[D^{1, p}\left(B_{1}(0)\right) \cap D^{1, q}\left(B_{1}(0)\right)\right] \backslash\{0\}$ the inequality $J(u) \leq I_{\infty}(u)$ is valid, and this implies that

$$
\begin{equation*}
c \leq d \tag{2.6}
\end{equation*}
$$

Now we prove the boundedness of the Palais-Smale sequences for the functional $J$.

Lemma 2.3. Suppose that the potential functions $a, b$ verify the hypothesis $\left(P_{1}\right)$, and that the nonlinearity $f$ verifies the hypotheses $\left(f_{1}\right),\left(f_{2}\right),\left(f_{3}\right)$, and $\left(f_{4}\right)$. If $\left(u_{n}\right)_{n \in \mathbb{N}} \subset E$ is a Palais-Smale sequence for the energy functional $J$, then the sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset E$ is bounded in $E$.

Proof. To prove that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset E$ is bounded in $E$ it is sufficient to prove that both sequences $\left(\left\|u_{n}\right\|_{1, q}^{q}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ and $\left(\left\|u_{n}\right\|_{1, p}^{p}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ are bounded, which we do in the two claims below.

Before that, however, we remark that there exist constants $c_{1}>0$ and $n_{0} \in \mathbb{N}$ such that $J\left(u_{n}\right) \leq c_{1}$ and $\left|J^{\prime}\left(u_{n} u_{n}\right)\right| \leq \min \left\{\left\|u_{n}\right\|_{1, q},\left\|u_{n}\right\|_{1, p}\right\}$ for all $n \in \mathbb{N}$ such that $n \geq n_{0}$; and since $\theta>p>1$, for all $n \geq n_{0}$ we have

$$
\begin{equation*}
J\left(u_{n}\right)-\frac{1}{\theta} J^{\prime}\left(u_{n}\right) u_{n} \leq c_{1}+\frac{1}{\theta}\left\|u_{n}\right\| \leq c_{1}+\min \left\{\left\|u_{n}\right\|_{1, q},\left\|u_{n}\right\|_{1, p}\right\} \tag{2.7}
\end{equation*}
$$

Claim 1. The sequence $\left(\left\|u_{n}\right\|_{1, q}^{q}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is bounded.
Proof. We divide our analysis into cases that mirror the definition of the nonlinearity $g$. If $|x|>R$ and $f(t)>a(x)|t|^{p-2} t / k$, then

$$
\int_{\mathbb{R}^{N}} G\left(x, u_{n}\right) \mathrm{d} x=\frac{1}{p} \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x
$$

and this implies that

$$
\begin{equation*}
J\left(u_{n}\right)-\frac{1}{p} J^{\prime}\left(u_{n}\right) u_{n}=\left(\frac{1}{q}-\frac{1}{p}\right)\left\|u_{n}\right\|_{1, q}^{q} . \tag{2.8}
\end{equation*}
$$

Combining inequalities (2.7) and (2.8), we conclude that

$$
\left(\frac{1}{q}-\frac{1}{p}\right)\left\|u_{n}\right\|_{1, q}^{q} \leq c_{1}+\left\|u_{n}\right\|_{1, q} .
$$

So, in this case the sequence $\left(\left\|u_{n}\right\|_{1, q}^{q}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is bounded, say $\left\|u_{n}\right\|_{1, q}^{q} \leq c_{q}$ for every $n \in \mathbb{N}$.

If $|x| \leq R$ or if $|x|>R$ and $f(t) \leq a(x)|t|^{p-2} t / k$, the boundedness of the sequence can be proved using the same ideas as that of the previous case with some minor changes. This concludes the proof of the claim.

Claim 2. The sequence $\left(\left\|u_{n}\right\|_{1, p}^{p}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is bounded.
Proof. We also divide our analysis into the same cases. If $|x|>R$ and $f(t)>a(x)|t|^{p-2} t / k$, then we have

$$
\begin{align*}
& J\left(u_{n}\right)-\frac{1}{\theta} J^{\prime}\left(u_{n}\right) u_{n}  \tag{2.9}\\
& \quad \geq\left(\frac{1}{p}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, p}^{p}+\left(\frac{1}{q}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, q}^{q}-\frac{1}{k p}\left\{\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right\}
\end{align*}
$$

$$
\begin{aligned}
& \geq\left(\frac{1}{p}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, p}^{p}+\left(\frac{1}{p}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, p}^{q}-\frac{1}{k p}\left\{\left\|u_{n}\right\|_{1, p}^{p}+\left\|u_{n}\right\|_{1, q}^{q}\right\} \\
& =\frac{(p-1)}{k p}\left\{\left\|u_{n}\right\|_{1, p}^{p}+\left\|u_{n}\right\|_{1, q}^{q}\right\} .
\end{aligned}
$$

Combining inequalities (2.7) and (2.9) and using Claim 1, we obtain

$$
\frac{(p-1)}{k p}\left\|u_{n}\right\|_{1, p}^{p} \leq c_{1}+\left\|u_{n}\right\|_{1, p}
$$

This means that in this case the sequence $\left(\left\|u_{n}\right\|_{1, p}^{p}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is bounded.
If $|x| \leq R$ or if $|x|>R$ and $f(t) \leq a(x)|t|^{p-2} t / k$, then

$$
\int_{\mathbb{R}^{N}} G\left(x, u_{n}\right) \mathrm{d} x+\frac{1}{\theta} \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x \geq 0
$$

Hence,

$$
\begin{align*}
J\left(u_{n}\right) & -\frac{1}{\theta} J^{\prime}\left(u_{n}\right) u_{n}  \tag{2.10}\\
\geq & \left(\frac{1}{p}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, p}^{p}+\left(\frac{1}{q}-\frac{1}{\theta}\right)\left\|u_{n}\right\|_{1, q}^{q}-\int_{\mathbb{R}^{N}} G\left(x, u_{n}\right) \mathrm{d} x \\
& +\frac{1}{\theta} \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x \\
\geq & \left(\frac{1}{p}-\frac{1}{\theta}\right)\left\{\left\|u_{n}\right\|_{1, p}^{p}+\left\|u_{n}\right\|_{1, q}^{q}\right\}-\int_{\mathbb{R}^{N}} G\left(x, u_{n}\right) \mathrm{d} x \\
& +\frac{1}{\theta} \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x \\
\geq & \frac{1}{k}\left\{\left\|u_{n}\right\|_{1, p}^{p}+\left\|u_{n}\right\|_{1, q}^{q}\right\} \\
\geq & \frac{(p-1)}{k p}\left\{\left\|u_{n}\right\|_{1, p}^{p}+\left\|u_{n}\right\|_{1, q}^{q}\right\} .
\end{align*}
$$

Combining inequalities (2.7) and (2.10), we get

$$
\frac{1}{k}\left\|u_{n}\right\|_{1, p}^{p} \leq c_{1}+\left\|u_{n}\right\|_{1, p}
$$

This means that also in this case the sequence $\left(\left\|u_{n}\right\|_{1, p}^{p}\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is bounded. This concludes the proof of the claim.

Using Claims 1 and 2, we deduce the proof of the lemma.
The following result shows that the functional $J$ verifies the Palais-Smale condition.

Lemma 2.4. Suppose that the potential functions $a, b$ verify the hypotheses $\left(P_{1}\right),\left(P_{2}\right)$, and $\left(P_{3}\right)$ and that the nonlinearity $f$ verifies the hypotheses $\left(f_{1}\right)$,
$\left(f_{2}\right),\left(f_{3}\right)$, and $\left(f_{4}\right)$. Then the Palais-Smale condition is valid for the energy functional $J$.

Proof. Let $\left(u_{n}\right)_{n \in N} \subset E$ be a Palais-Smale sequence at the level $c$; this means that

$$
J\left(u_{n}\right) \rightarrow c \quad \text { and } \quad J^{\prime}\left(u_{n}\right) \rightarrow 0
$$

as $n \rightarrow \infty$. By Lemma 2.3, this sequence is bounded. Then there exist a subsequence of $\left(u_{n}\right)_{n \in N} \subset E$, which we still denote in the same way, and there exists a function $u \in E$ such that $u_{n} \rightharpoonup u$ weakly in $E$ as $n \rightarrow+\infty$.

For each $\epsilon>0$, there exist $r>R>1$ such that

$$
\begin{align*}
& 2\left(2^{N}-1\right)^{1 / N} \omega_{N}^{\frac{1}{N}}\left(1-\frac{1}{k}\right)^{-1}\left\{\left(\int_{r \leq|x| \leq 2 r}|u|^{p^{*}} \mathrm{~d} x\right)^{1 / p^{*}}\|u\|^{p-1}\right.  \tag{2.11}\\
& \left.\quad+\left(\int_{r \leq|x| \leq 2 r}|u|^{q^{*}} \mathrm{~d} x\right)^{1 / q^{*}}\|u\|^{q-1}\right\}<\epsilon
\end{align*}
$$

Let $\eta=\eta_{r} \in C^{\infty}\left(B_{r}^{c}(0)\right)$ be a cut off function such that $0 \leq \eta \leq 1$, with $\eta=1$ in $B_{2 r}^{c}(0)$ and also $|\nabla \eta| \leq 2 / r$ for all $x \in \mathbb{R}^{N}$. Since the sequence $\left(u_{n}\right)_{n \in N} \subset$ $E$ is bounded, it follows that the sequence $\left(\eta u_{n}\right)_{n \in N} \subset E$ is bounded also. Therefore, $J^{\prime}\left(u_{n}\right)\left(\eta u_{n}\right)=o_{n}(1)$, that is,

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{p-2} \nabla u_{n} \cdot \nabla\left(\eta u_{n}\right) \mathrm{d} x+\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p-2} u_{n}\left(\eta u_{n}\right) \mathrm{d} x  \tag{2.12}\\
& \quad+\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{q-2} \nabla u_{n} \cdot \nabla\left(\eta u_{n}\right) \mathrm{d} x+\int_{\mathbb{R}^{N}} b(x)|u|_{n}^{q-2} u_{n}\left(\eta u_{n}\right) \mathrm{d} x \\
&= \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right)\left(\eta u_{n}\right) \mathrm{d} x+o(1) .
\end{align*}
$$

The previous expression and the properties of the cut off function $\eta$ imply that

$$
\begin{aligned}
& \int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r}\left|\nabla u_{n}\right|^{p-2} u_{n} \nabla u_{n} \cdot \nabla \eta \mathrm{~d} x \\
& \quad+\int_{|x| \geq r} \eta a(x)\left|u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x \\
& \quad+\int_{|x| \geq r}\left|\nabla u_{n}\right|^{q-2} u_{n} \nabla u_{n} \cdot \nabla \eta \mathrm{~d} x+\int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x \\
& =\int_{|x| \geq r} \eta g\left(x, u_{n}\right) u_{n} \mathrm{~d} x+o(1) .
\end{aligned}
$$

By the inequality (2.1), it follows that

$$
\int_{|x| \geq r} \eta g\left(x, u_{n}\right) u_{n} \mathrm{~d} x \leq \int_{|x| \geq r} \eta \frac{a(x)}{k}\left|u_{n}\right|^{p} \mathrm{~d} x
$$

thus, we obtain

$$
\begin{aligned}
& \int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r} \eta a(x)\left|u_{n}\right|^{p} \mathrm{~d} x \\
& \quad+\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x-\int_{|x| \geq r} \eta \frac{a(x)}{k}\left|u_{n}\right|^{p} \\
& \leq \\
& \leq \int_{|x| \geq r}\left|\nabla u_{n}\right|^{p-1}\left|u_{n}\right||\nabla \eta| \mathrm{d} x+\int_{|x| \geq r}\left|\nabla u_{n}\right|^{q-1}\left|u_{n}\right||\nabla \eta| \mathrm{d} x+o(1) \\
& \leq \frac{2}{r}\left\{\int_{r \leq|x| \leq 2 r}\left|\nabla u_{n}\right|^{p-1}\left|u_{n}\right| \mathrm{d} x+\int_{r \leq|x| \leq 2 r}\left|\nabla u_{n}\right|^{q-1}\left|u_{n}\right| \mathrm{d} x\right\}+o(1) .
\end{aligned}
$$

Subtracting the terms

$$
\frac{1}{k} \int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\frac{1}{k} \int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\frac{1}{k} \int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x
$$

from the left-hand side of the previous inequality and grouping the several integrals, we deduce that

$$
\begin{aligned}
(1- & \left.\frac{1}{k}\right)\left\{\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r} \eta a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right. \\
& \left.+\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right\} \\
\leq & \frac{2}{r}\left\{\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|\left|\nabla u_{n}\right|^{p-1} \mathrm{~d} x+\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|\left|\nabla u_{n}\right|^{q-1} \mathrm{~d} x\right\}+o(1) .
\end{aligned}
$$

Now we use Hölder's inequality to get

$$
\begin{aligned}
& \int_{r \leq|x| \leq 2 r}\left|u_{n}\right|\left|\nabla u_{n}\right|^{p-1} \mathrm{~d} x \\
& \quad \leq\left(\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}\left\{\left(\int_{r \leq|x| \leq 2 r}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\}^{p-1} \\
& \quad \leq\left(\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}\left\|u_{n}\right\|^{p-1} .
\end{aligned}
$$

And in a similar way, we obtain

$$
\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|\left|\nabla u_{n}\right|^{q-1} \mathrm{~d} x \leq\left(\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|^{q} \mathrm{~d} x\right)^{\frac{1}{q}}\left\|u_{n}\right\|^{q-1}
$$

By the compactness of the embedding $W^{1, p}\left(\bar{B}_{2 r} \backslash B_{r}\right) \hookrightarrow L^{p}\left(\bar{B}_{2 r} \backslash B_{r}\right)$, we infer that $u_{n} \rightarrow u$ strongly in $L^{p}\left(\bar{B}_{2 r} \backslash B_{r}\right)$ as $n \rightarrow \infty$. Since $\left(\eta u_{n}\right)_{n \in \mathbb{N}} \subset W^{1, p}\left(\mathbb{R}^{N}\right) \cap$
$W^{1, q}\left(\mathbb{R}^{N}\right)$, it follows that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(1-\frac{1}{k}\right)\left\{\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r} \eta a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right.  \tag{2.13}\\
& \left.\quad+\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right\} \\
& \leq \\
& \frac{2}{r} \limsup _{n \rightarrow \infty}\left\{\left(\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}\left\|u_{n}\right\|^{p-1}\right. \\
& \left.\quad+\left(\int_{r \leq|x| \leq 2 r}\left|u_{n}\right|^{q} \mathrm{~d} x\right)^{1 / q}\left\|u_{n}\right\|^{q-1}\right\} \\
& = \\
& \frac{2}{r}\left\{\left(\int_{r \leq|x| \leq 2 r}|u|^{p} \mathrm{~d} x\right)^{1 / p}\|u\|^{p-1}\right. \\
& \left.\quad+\left(\int_{r \leq|x| \leq 2 r}|u|^{q} \mathrm{~d} x\right)^{1 / q}\|u\|^{q-1}\right\} .
\end{align*}
$$

Applying Hölder's inequality once more and denoting the volume of the unitary ball by $\left|B_{1}(0)\right|=\omega_{N}$, we obtain

$$
\begin{align*}
& \left(\int_{r \leq|x| \leq 2 r}|u|^{p} \mathrm{~d} x\right)^{1 / p}  \tag{2.14}\\
& \quad \leq\left(\left(2^{N}-1\right) \omega_{N} r^{N}\right)^{1 / N}\left(\int_{r \leq|x| \leq 2 r}|u|^{p^{*}} \mathrm{~d} x\right)^{1 / p^{*}}
\end{align*}
$$

And in a similar way, we obtain

$$
\begin{align*}
& \left(\int_{r \leq|x| \leq 2 r}|u|^{q} \mathrm{~d} x\right)^{1 / q}  \tag{2.15}\\
& \quad \leq\left(\left(2^{N}-1\right) \omega_{N} r^{N}\right)^{1 / N}\left(\int_{r \leq|x| \leq 2 r}|u|^{q *} \mathrm{~d} x\right)^{1 / q^{*}}
\end{align*}
$$

Replacing inequalities (2.14) and (2.15) in (2.13), we get

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(1-\frac{1}{k}\right)\left\{\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq r} \eta a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right.  \tag{2.16}\\
& \left.\quad+\int_{|x| \geq r} \eta\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq r} \eta b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right\} \\
& \leq \\
& \quad 2\left(\left(2^{N}-1\right) \omega_{N}\right)^{1 / N}\left\{\left(\int_{r \leq|x| \leq 2 r}|u|^{p *} \mathrm{~d} x\right)^{1 / p^{*}}\|u\|^{p-1}\right. \\
& \left.\quad+\left(\int_{r \leq|x| \leq 2 r}|u|^{q *} \mathrm{~d} x\right)^{1 / q^{*}}\|u\|^{q-1}\right\} .
\end{align*}
$$

In particular, since $\eta=1$ outside the ball of radius $2 r$, by inequalities (2.13) and (2.16) we obtain

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(1-\frac{1}{k}\right)\left\{\int_{|x| \geq 2 r}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq 2 r} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right.  \tag{2.17}\\
& \left.\quad+\int_{|x| \geq 2 r}\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq 2 r} b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right\} \\
& \leq \\
& \quad 2\left(\left(2^{N}-1\right) \omega_{N}\right)^{1 / N}\left\{\left(\int_{r \leq|x| \leq 2 r}|u|^{p^{*}} \mathrm{~d} x\right)^{1 / p^{*}}\|u\|^{p-1}\right. \\
& \left.\quad+\left(\int_{r \leq|x| \leq 2 r}|u|^{q^{*}} \mathrm{~d} x\right)^{1 / q^{*}}\|u\|^{q-1}\right\} .
\end{align*}
$$

Therefore, by inequalities (2.11) and (2.17) it follows that

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left\{\int_{|x| \geq 2 r}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x+\int_{|x| \geq 2 r} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right.  \tag{2.18}\\
& \left.\quad+\int_{|x| \geq 2 r}\left|\nabla u_{n}\right|^{q} \mathrm{~d} x+\int_{|x| \geq 2 r} b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right\}<\epsilon .
\end{align*}
$$

Combining inequalities (2.12) and (2.18), we deduce that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{|x| \geq 2 r} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x=0 \tag{2.19}
\end{equation*}
$$

Now we use the dominated convergence theorem together with the fact that $g$ has subcritical growth to infer that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{|x| \leq 2 r} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x=\int_{|x| \leq 2 r} g(x, u) u \mathrm{~d} x \tag{2.20}
\end{equation*}
$$

and since $\int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x<\infty$, by the choice of $r>R>1$ and from equalities (2.19) and (2.20), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} g\left(x, u_{n}\right) u_{n} \mathrm{~d} x=\int_{\mathbb{R}^{N}} g(x, u) u \mathrm{~d} x \tag{2.21}
\end{equation*}
$$

It remains to show that the norm sequence $\left(\left\|u_{n}\right\|\right)_{n \in \mathbb{N}} \subset \mathbb{R}$ is such that $\left\|u_{n}\right\| \rightarrow\|u\| \in \mathbb{R}$ as $n \rightarrow \infty$. Using Hölder's inequality and making some computations, it follows that

$$
\begin{aligned}
& \left\{\left(\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x\right)^{(p-1) / p}-\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x\right)^{(p-1) / p}\right\} \\
& \quad \times\left\{\left(\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}-\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x\right)^{1 / p}\right\} \\
& \quad+\left\{\left(\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right)^{(p-1) / p}-\left(\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x\right)^{(p-1) / p}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left\{\left(\int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x\right)^{1 / p}-\left(\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x\right)^{1 / p}\right\} \\
& +\left\{\left(\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{q} \mathrm{~d} x\right)^{(q-1) / q}-\left(\int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x\right)^{(q-1) / q}\right\} \\
& \times\left\{\left(\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{q} \mathrm{~d} x\right)^{1 / q}-\left(\int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x\right)^{1 / q}\right\} \\
& \\
& +\left\{\left(\int_{\mathbb{R}^{N}} b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right)^{(q-1) / q}-\left(\int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x\right)^{(q-1) / q}\right\} \\
& \times\left\{\left(\int_{\mathbb{R}^{N}} b(x)\left|u_{n}\right|^{q} \mathrm{~d} x\right)^{1 / q}-\left(\int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x\right)^{1 / q}\right\} \\
& -\int_{\mathbb{R}^{N}}\left(g\left(x, u_{n}\right)-g(x, u)\right)\left(u_{n}-u\right) \mathrm{d} x \\
& \leq\left(J^{\prime}\left(u_{n}\right)-J^{\prime}(u)\right)\left(u_{n}-u\right)=o(1) .
\end{aligned}
$$

We remark that all the terms between curly brackets in the previous expression have the same signals; therefore, by the limit (2.21) we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{p} \mathrm{~d} x & =\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x \\
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} a(x)\left|u_{n}\right|^{p} \mathrm{~d} x & =\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x
\end{aligned}
$$

and also

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{q} \mathrm{~d} x & =\int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x \\
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} b(x)\left|u_{n}\right|^{q} \mathrm{~d} x & =\int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x .
\end{aligned}
$$

This implies that

$$
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{1, p}^{p}=\|u\|_{1, p}^{p} \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{1, q}^{q}=\|u\|_{1, q}^{q} .
$$

Moreover, $u_{n} \rightharpoonup u$ weakly in $E$ as $n \rightarrow \infty$; and finally, $u_{n} \rightarrow u$ strongly in $E$ as $n \rightarrow \infty$. For the details, see DiBenedetto [24, Proposition V.11.1].

Lemma 2.5. Suppose that there exists a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \subset E$ and a function $u \in E$ such that $u_{n} \rightarrow u$ in $E$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Then there exists a subsequence, still denoted in the same way, such that $\nabla u_{n} \rightarrow \nabla u$ a.e. in $\mathbb{R}^{N}$

Proof. See Assunção, Carrião and Miyagaki [8] or Benmouloud, Echarghaoui and Sbaï [14].

Using Lemmas 2.1, 2.2, 2.3, 2.4, and 2.5 we conclude that there exists $u \in E$ which is a critical point for the functional $J$. Moreover, this critical point is a positive ground state solution to the auxiliary problem (2.4), that is, $J(u)=c>0$ and $J^{\prime}(u)=0$.

## 3. Estimate for the solution to the auxiliary problem

In this section, we show that the solution to the auxiliary problem (2.4) obtained in the previous section verifies an important estimate. To do this, we use several lemmas.

Lemma 3.1. For $R>1$, every positive ground state solution $u$ to problem (2.4) verifies the estimate

$$
\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q} \leq \frac{d k p}{p-1} .
$$

Proof. Combining inequalities (2.6), (2.9) and (2.10), it follows that

$$
\frac{(p-1)}{k p}\left\{\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q}\right\} \leq J(u)-\frac{1}{\theta} J^{\prime}(u) u=J(u)=c \leq d .
$$

The conclusion of the lemma follows immediately.
We remark that the boundedness of the norm of the ground state solution to problem (2.4) shown in Lemma 3.1 depends only on the potential functions $a_{\infty}$ and $b_{\infty}$, on the nonlinearity $f$ and on the constant $\theta$; it is independent on the constant $R>1$.

The next lemma is a crucial step to establish an important estimate involving the norm of the solution to the auxiliary problem (2.4) in the space $L^{\infty}\left(\mathbb{R}^{N}\right)$. To prove it, we adapt the arguments by Alves and Souto [1]; see also Gilbarg and Trudinger [28, Section 8.6], Brézis and Kato [17], Pucci and Servadei [35], and Bastos, Miyagaki and Vieira [11].

Lemma 3.2. Suppose that $p, r \in \mathbb{R}$ verify the inequality $p r>N$. Let $H: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function such that $|H(x, s)| \leq h(x)|s|^{p-2}$ s for all $s>0$ with the function $h: \mathbb{R}^{N} \rightarrow \mathbb{R}$ so that $h \in L^{r}\left(\mathbb{R}^{N}\right)$ and let $A, B: \mathbb{R}^{N} \rightarrow$ $\mathbb{R}$ be nonnegative functions. Suppose also that $v \in E \subset D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ is a weak solution to the problem

$$
\begin{equation*}
-\Delta_{p} v-\Delta_{q} v+A(x)|v|^{p-2} v+B(x)|v|^{q-2} v=H(x, v), \quad x \in \mathbb{R}^{N} \tag{3.1}
\end{equation*}
$$

Then there exists a constant $M_{1}=M_{1}\left(N, p, q, r,\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}\right)>0$, which does not depend on the functions $A$ and $B$, such that

$$
\|v\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{1} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, K, K L_{v}, 1\right\}
$$

where $K$ and $L_{v}$ are defined by (3.5) and by (3.6), respectively.

Proof. Let $\beta>1$; for every $m \in \mathbb{N}$ we define the subsets

$$
\begin{aligned}
& A_{m} \equiv\left\{x \in \mathbb{R}^{N}: 1<|v(x)|^{\beta-1} \leq m\right\} ; \\
& B_{m} \equiv\left\{x \in \mathbb{R}^{N}:|v(x)|^{\beta-1}>m\right\} ; \\
& C_{m} \equiv\left\{x \in \mathbb{R}^{N}:|v(x)|^{\beta-1} \leq 1\right\} .
\end{aligned}
$$

We also define the sequence of functions $\left(v_{m}\right)_{m \in \mathbb{N}} \subset D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ by

$$
v_{m}(x) \equiv \begin{cases}|v(x)|^{p(\beta-1)} v(x), & \text { if } x \in A_{m} ; \\ m^{p} v(x), & \text { if } x \in B_{m} ; \\ |v(x)|^{q(\beta-1)} v(x), & \text { if } x \in C_{m}\end{cases}
$$

It is easy to verify that for every $x \in \mathbb{R}^{N}$ we have

$$
v_{m}(x) \leq \max \left\{|v(x)|^{p(\beta-1)+1},|v(x)|^{q(\beta-1)+1}\right\} .
$$

Additionally, simple computations show that

$$
\nabla v_{m}(x)= \begin{cases}(p(\beta-1)+1)|v(x)|^{p(\beta-1)} \nabla v(x), & \text { if } x \in A_{m} \\ m^{p} \nabla v(x), & \text { if } x \in B_{m} \\ (q(\beta-1)+1)|v(x)|^{q(\beta-1)} \nabla v(x), & \text { if } x \in C_{m}\end{cases}
$$

Furthermore, $\left(v_{m}\right)_{m \in \mathbb{N}} \subset E$. Indeed,

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} a(x)\left|v_{m}\right|^{p} \mathrm{~d} x \\
& \leq \int_{A_{m}} a(x)\left(|v|^{p-1} v\right) m^{p(p-1)+p} \mathrm{~d} x+\int_{B_{m}} a(x)|v|^{p-1} v m^{p(p-1)+p} \mathrm{~d} x \\
&+\int_{C_{m}} a(x)\left(|v|^{p-1} v\right) \mathrm{d} x \\
& \leq m^{p^{2}} \int_{\mathbb{R}^{N}} a(x)|v|^{p-1} v \mathrm{~d} x<+\infty .
\end{aligned}
$$

And in a similar way, we have

$$
\int_{\mathbb{R}^{N}} b(x)\left|v_{m}\right|^{q} \mathrm{~d} x=m^{p q} \int_{\mathbb{R}^{N}} b(x)|v|^{q-1} v \mathrm{~d} x<+\infty .
$$

Multiplying both sides of the differential equation (3.1) by the test function $v_{m}$ and integrating the left-hand side with the help of the divergence theorem, we deduce that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} & |\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x \\
& \quad+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x \\
= & \int_{\mathbb{R}^{N}} H(x, v) v_{m} \mathrm{~d} x .
\end{aligned}
$$

Using the definition of the function $v_{m}$, we obtain

$$
\begin{align*}
&(p(\beta-1)+1)\left\{\int_{A_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x+\int_{A_{m}}|\nabla v|^{q}|v|^{p(\beta-1)} \mathrm{d} x\right\}  \tag{3.2}\\
&+(q(\beta-1)+1)\left\{\int_{C_{m}}|\nabla v|^{p}|v|^{q(\beta-1)} \mathrm{d} x+\int_{C_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x\right\} \\
&= \int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x \\
&-m^{p}\left\{\int_{B_{m}}|\nabla v|^{p} \mathrm{~d} x+\int_{B_{m}}|\nabla v|^{q} \mathrm{~d} x\right\} \\
& \leq \int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x
\end{align*}
$$

Now we define another sequence of functions $\left(w_{m}\right)_{m \in \mathbb{N}} \subset E$ by

$$
w_{m}(x)= \begin{cases}|v(x)|^{\beta-1} v(x), & \text { if } x \in A_{m} \cup C_{m} \\ m v(x), & \text { if } x \in B_{m}\end{cases}
$$

Direct computations show that

$$
\nabla w_{m}(x)= \begin{cases}\beta|v(x)|^{\beta-1} \nabla v(x), & \text { if } x \in A_{m} \cup C_{m} \\ m \nabla v(x), & \text { if } x \in B_{m}\end{cases}
$$

Using the hypothesis $2 \leq q \leq p<N$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} & \left|\nabla w_{m}\right|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)\left|w_{m}\right|^{p} \mathrm{~d} x-\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x \\
& -\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}}\left|\nabla w_{m}\right|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)\left|w_{m}\right|^{q} \mathrm{~d} x \\
& -\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x-\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x \\
\leq & \beta^{p} \int_{A_{m} \cup C_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x+\beta^{p} \int_{A_{m} \cup C_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x \\
& -(p(\beta-1)+1) \\
& \times\left\{\int_{A_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x+\int_{A_{m}}|\nabla v|^{q}|v|^{p(\beta-1)} \mathrm{d} x\right\} \\
& +\int_{A_{m}} B(x)\left(|v|^{q \beta}-|v|^{p(\beta-1)+q}\right) \mathrm{d} x \\
& +\int_{C_{m}} A(x)\left(|v|^{p \beta}-|v|^{p+q(\beta-1)}\right) \mathrm{d} x
\end{aligned}
$$

$$
\begin{aligned}
& +\left(m^{q}-m^{p}\right) \int_{B_{m}} B(x)|v|^{q} \mathrm{~d} x-(q(\beta-1)+1) \\
& \times\left\{\int_{C_{m}}|\nabla v|^{p}|v|^{q(\beta-1)} \mathrm{d} x+\int_{C_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x\right\} \\
& +\left(m^{q}-m^{p}\right) \int_{B_{m}}|\nabla v|^{q} \mathrm{~d} x .
\end{aligned}
$$

And after we get rid of the nonpositive terms, we can regroup the expressions to obtain

$$
\begin{aligned}
& \int_{R^{N}}\left|\nabla w_{m}\right|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)\left|w_{m}\right|^{p} \mathrm{~d} x+\int_{R^{N}}\left|\nabla w_{m}\right|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)\left|w_{m}\right|^{q} \mathrm{~d} x \\
&=\left(\beta^{p}-(p(\beta-1)+1)\right) \int_{A_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x \\
&+\beta^{p} \int_{C_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x \\
&+\left(\beta^{q}-(q(\beta-1)+1)\right) \int_{C_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x \\
&+\beta^{q} \int_{A_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x \\
&+\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x .
\end{aligned}
$$

So, using inequality (3.2) we deduce that

$$
\begin{aligned}
& \int_{R^{N}}\left|\nabla w_{m}\right|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)\left|w_{m}\right|^{p} \mathrm{~d} x+\int_{R^{N}}\left|\nabla w_{m}\right|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)\left|w_{m}\right|^{q} \mathrm{~d} x \\
& \leq\left(\frac{\beta^{p}}{q(\beta-1)+1}\right)\left\{\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x\right. \\
&\left.+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x\right\} \\
&+\beta^{p} \int_{C_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x+\beta^{q} \int_{A_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x .
\end{aligned}
$$

Now we estimate some integrals that appear in the previous inequality. First, by definition of $A_{m}$ we have

$$
\begin{aligned}
& \int_{A_{m}}|\nabla v|^{q}|v|^{q(\beta-1)} \mathrm{d} x \\
& \quad=\int_{A_{m}} \frac{|\nabla v|^{q-2}}{[p(\beta-1)+1]|v|^{(p-q)(\beta-1)}} \nabla v \cdot \nabla v_{m} \mathrm{~d} x
\end{aligned}
$$

$$
\begin{aligned}
\leq & \int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x \\
& +\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x
\end{aligned}
$$

In a similar way, by definition of $C_{m}$ we have

$$
\begin{aligned}
& \int_{C_{m}}|\nabla v|^{p}|v|^{p(\beta-1)} \mathrm{d} x \\
& \quad \leq \int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x .
\end{aligned}
$$

Using these inequalities, we deduce that

$$
\begin{aligned}
& \int_{R^{N}}\left|\nabla w_{m}\right|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)\left|w_{m}\right|^{p} \mathrm{~d} x+\int_{R^{N}}\left|\nabla w_{m}\right|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)\left|w_{m}\right|^{q} \mathrm{~d} x \\
& \leq\left(\beta^{p}+\frac{\beta^{p}}{q(\beta-1)+1}\right) \\
& \times\left\{\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x\right. \\
&\left.+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x\right\} \\
& \leq 2 \beta^{p}\left\{\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|v|^{p-2} v v_{m} \mathrm{~d} x\right. \\
&\left.+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla v_{m} \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|v|^{q-2} v v_{m} \mathrm{~d} x\right\} \\
&= 2 \beta^{p} \int_{\mathbb{R}^{N}} H(x, v) v_{m} \mathrm{~d} x .
\end{aligned}
$$

Using the Sobolev inequality (2.5) and the hypothesis $H(x, s) \leq h(x)|s|^{p-1}$, we obtain

$$
\begin{aligned}
& \left(\int_{A_{m} \cup C_{m}}\left|w_{m}\right|^{p^{*}} \mathrm{~d} x\right)^{p / p^{*}} \\
& \quad \leq\left(\int_{\mathbb{R}^{N}}\left|w_{m}\right|^{p^{*}} \mathrm{~d} x\right)^{p / p^{*}} \\
& \leq S \int_{\mathbb{R}^{N}}\left|\nabla w_{m}\right|^{p} \mathrm{~d} x \\
& \leq S\left\{\int_{\mathbb{R}^{N}}\left|\nabla w_{m}\right|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)\left|w_{m}\right|^{p} \mathrm{~d} x\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\int_{\mathbb{R}^{N}}\left|\nabla w_{m}\right|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)\left|w_{m}\right|^{q} \mathrm{~d} x\right\} \\
\leq & 2 S \beta^{p} \int_{\mathbb{R}^{N}} H(x, v) v_{m} \mathrm{~d} x \\
\leq & 2 S \beta^{p} \int_{\mathbb{R}^{N}} h(x)|v|^{p-1} v_{m} \mathrm{~d} x \\
= & 2 S \beta^{p}\left\{\int_{A_{m}} h(x)|v|^{p-2} v|v|^{p(\beta-1)} v \mathrm{~d} x+\int_{B_{m}} h(x)|v|^{p-2} v m^{p} v \mathrm{~d} x\right. \\
& \left.+\int_{C_{m}} h(x)|v|^{p-2} v|v|^{q(\beta-1)} v \mathrm{~d} x\right\} \\
\leq & 2 S \beta^{p}\left\{\int_{\mathbb{R}^{N}} h(x)|v|^{p \beta} \mathrm{~d} x+\int_{\mathbb{R}^{N}} h(x)|v|^{p} \mathrm{~d} x\right\},
\end{aligned}
$$

where in the last passage we used the definitions of the functions $v_{m}$ and $w_{m}$, together with the facts that in $B_{m}$ we have $\left|w_{m}\right|^{p} \leq|v|^{p \beta}$ and in $C_{m}$ we have $|v|^{p+q(\beta-1)} \leq|v|^{p}$.

Passing to the limit as $m \rightarrow \infty$ and using Lebesgue's dominated convergence theorem, it follows that

$$
\left(\int_{\mathbb{R}^{N}}|v|^{p^{*} \beta} \mathrm{~d} x\right)^{p / p^{*}} \leq 2 S \beta^{p}\left\{\int_{\mathbb{R}^{N}} h(x)|v|^{p \beta} \mathrm{~d} x+\int_{\mathbb{R}_{N}} h(x)|v|^{p} \mathrm{~d} x\right\}
$$

Applying Hölder's inequality to both terms on the right-hand side of the previous inequality, we obtain

$$
\int_{\mathbb{R}^{N}} h(x)|v|^{p \beta} \mathrm{~d} x \leq\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}\|v\|_{L^{p \beta r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p \beta}
$$

and

$$
\int_{\mathbb{R}_{N}} h(x)|v|^{p} \mathrm{~d} x \leq\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p} ;
$$

hence

$$
\begin{aligned}
& \|v\|_{L^{p^{* \beta}\left(\mathbb{R}^{N}\right)}}^{p \beta} \\
& \quad \leq 2 S\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)} \beta^{p}\left\{\|v\|_{L^{p \beta r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p \beta}+\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p}\right\} \\
& \quad \leq 2 S\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)} \beta^{p}\left\{\max \left\{\|v\|_{L^{p \beta r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p \beta}, 1\right\}+\max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p}, 1\right\}\right\} \\
& \quad=C_{1}^{p} \beta^{p} \max \left\{\|v\|_{L^{p \beta r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p \beta}, \max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{p}, 1\right\}\right\},
\end{aligned}
$$

where $C_{1}^{p}=C_{1}^{p}\left(N, p, q, r,\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}\right) \equiv 4 S\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}>0$.
Writing $\beta=\sigma^{j}$ for $j \in \mathbb{N}$ we deduce that

$$
\begin{align*}
& \|v\|_{L^{p^{*} \sigma^{j}}\left(\mathbb{R}^{N}\right)}  \tag{3.3}\\
& \quad \leq C_{1}^{1 / \sigma^{j}} \sigma^{j / \sigma^{j}} \max \left\{\|v\|_{L^{p \sigma^{j} r^{\prime}}\left(\mathbb{R}^{N}\right)}, \max \left\{\|v\|_{L^{p^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma^{j}}, 1\right\}\right\} .
\end{align*}
$$

Choosing $\sigma=p^{*} / p r^{\prime}>1$, from inequality (3.3) with $j=1$ we obtain

$$
\|v\|_{L^{p^{*} \sigma}\left(\mathbb{R}^{N}\right)} \leq C_{1}^{1 / \sigma} \sigma^{1 / \sigma} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, \max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma}, 1\right\}\right\}
$$

and from inequality (3.3) with $j=2$ together with the previous inequality we obtain

$$
\begin{aligned}
&\|v\|_{L^{p^{*} \sigma^{2}}\left(\mathbb{R}^{N}\right)} \\
& \leq C_{1}^{1 / \sigma^{2}} \sigma^{2 / \sigma^{2}} \max \left\{\|v\|_{L^{p^{*} \sigma}\left(\mathbb{R}^{N}\right)}, \max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma^{2}}, 1\right\}\right\} \\
& \leq C_{1}^{1 / \sigma^{2}} \sigma^{2 / \sigma^{2}} \\
& \times \max \left\{C_{1}^{1 / \sigma} \sigma^{1 / \sigma} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, \max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma}, 1\right\}\right\}\right. \\
& \quad\left.\max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma^{2}}, 1\right\}\right\} \\
& \leq C_{1}^{1 / \sigma+1 / \sigma^{2}} \sigma^{1 / \sigma+2 / \sigma^{2}} \\
& \times \max \left\{\|v\|_{L^{p^{*}\left(\mathbb{R}^{N}\right)}}, \max \left\{\left(C_{1}^{1 / \sigma} \sigma^{1 / \sigma}\right)^{-1}, 1\right\}, \max \left\{\left(C_{1}^{1 / \sigma} \sigma^{1 / \sigma}\right)^{-1}, 1\right\}\right. \\
&\left.\quad \times \max \left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma},\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma^{2}}, 1\right\}\right\} .
\end{aligned}
$$

Proceeding in this way, for $j \in \mathbb{N}$ we obtain

$$
\begin{equation*}
\|v\|_{L^{p^{*} \sigma^{j}}\left(\mathbb{R}^{N}\right)} \leq C_{1}^{s_{j}} \sigma^{t_{j}} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, K_{j}, K_{j} L_{j}\right\} \tag{3.4}
\end{equation*}
$$

where $s_{j} \equiv 1 / \sigma+1 / \sigma^{2}+\cdots+1 / \sigma^{j} ; t_{j} \equiv 1 / \sigma+2 / \sigma^{2}+\cdots+j / \sigma^{j}$;

$$
K_{j} \equiv \begin{cases}1, & \text { if } j=1 \\ \max _{1 \leq i \leq j-1}\left\{C_{1}^{-s_{i}} \sigma^{-t_{i}}, 1\right\}, & \text { if } j \geq 2\end{cases}
$$

and

$$
L_{j} \equiv \max _{1 \leq i \leq j}\left\{\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 / \sigma^{i}}, 1\right\}
$$

Since $\sigma>1$, we have $\lim _{j \rightarrow \infty} s_{j}=1 /(\sigma-1)$ and $\lim _{j \rightarrow \infty} t_{j}=\sigma /(\sigma-1)^{2}$; hence,

$$
\lim _{j \rightarrow \infty} K_{j} \equiv K= \begin{cases}\left(C_{1}^{1 /(\sigma-1)} \sigma^{\sigma /(\sigma-1)^{2}}\right)^{-1} & \text { if } C_{1} \leq 1  \tag{3.5}\\ \left(C_{1}^{1 / \sigma} \sigma^{1 / \sigma}\right)^{-1} & \text { if } C_{1}>1\end{cases}
$$

and

$$
\lim _{j \rightarrow \infty} L_{j} \equiv L_{v}= \begin{cases}1, & \text { if }\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)} \leq 1  \tag{3.6}\\ \|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}^{1 /(\sigma-1)}, & \text { if }\|v\|_{L^{p r^{\prime}}\left(\mathbb{R}^{N}\right)}>1\end{cases}
$$

Using the fact that $v \in E \subset D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$, applying Hölder's inequality we deduce that $L_{v}<+\infty$.

Finally, passing to the limit as $j \rightarrow \infty$ and using inequality (3.4) we obtain

$$
\begin{align*}
\|v\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} & =\lim _{j \rightarrow \infty}\|v\|_{L^{p^{*} \sigma^{j}}\left(\mathbb{R}^{N}\right)}  \tag{3.7}\\
& \leq C_{1}^{1 /(\sigma-1)} \sigma^{\sigma /(\sigma-1)^{2}} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, K, K L_{v}, 1\right\} \\
& \equiv M_{1} \max \left\{\|v\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, K, K L_{v}, 1\right\},
\end{align*}
$$

where $M_{1}=M_{1}\left(N, p, q, r,\|h\|_{L^{r}\left(\mathbb{R}^{N}\right)}\right)$. This concludes the proof of the lemma.

Lemma 3.3. Let the number $R>1$ be given; then there exist a constant $M_{2}=M_{2}\left(N, p, q, r, a_{\infty}, b_{\infty}, \theta, c_{0}\right)$ such that any positive ground state solution $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ to the auxiliary problem (2.4) verifies the inequality

$$
\|u\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{2} .
$$

Proof. Consider $R>1$ and let $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ be a positive ground state solution to the auxiliary problem (2.4). Now we define the function $H: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
H(x, t) \equiv \begin{cases}f(t), & \text { if }|x| \leq R \text { or if }|x|>R \text { and } f(t) \leq \frac{a(x)}{k}|t|^{p-2} t \\ 0, & \text { if }|x|>R \text { and } f(t)>\frac{a(x)}{k}|t|^{p-2} t\end{cases}
$$

We also define the functions $A, B: \mathbb{R}^{N} \rightarrow \mathbb{R}$ by

$$
A(x)= \begin{cases}a(x), & \text { if }|x| \leq R \text { or if }|x|>R \text { and } f(u(x)) \leq \frac{a(x)}{k} u(x) \\ \left(1-\frac{1}{k}\right) a(x), & \text { if }|x|>R \text { and } f(u(x))>\frac{a(x)}{k} u(x)\end{cases}
$$

and $B(x)=b(x)$.
Considering these functions and using $v \in E$ as a test function, we have

$$
\begin{aligned}
0= & \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} A(x)|u|^{p-2} u v \mathrm{~d} x \\
& +\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} B(x)|u|^{q-2} u v \mathrm{~d} x-\int_{\mathbb{R}^{N}} H(x, u) v \mathrm{~d} x \\
= & \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u v \mathrm{~d} x \\
& +\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla v \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q-2} u v \mathrm{~d} x-\int_{\mathbb{R}^{N}} g(x, u) v \mathrm{~d} x
\end{aligned}
$$

From hypothesis $\left(f_{1}\right)$, we have $|H(x, t)| \leq|f(t)| \leq c_{1}|t|^{p^{*}-1}$ for $|t|$ small enough; from hypothesis $\left(f_{2}\right)$ we have $|H(x, t)| \leq|f(t)| \leq c_{2}|t|^{\tau-1}$ for $|t|$ big enough with $\tau \in\left(p, p^{*}\right)$. Combining both cases, for every $t \in \mathbb{R}^{+}$and for every $\tau \in\left(p, p^{*}\right)$ we obtain $|H(x, t)| \leq|f(t)| \leq c_{0}|t|^{p^{*}-1}$. Then, it follows that $|H(x, u)| \leq c_{0}|u(x)|^{\tau-p}|u(x)|^{p-1}=h(x)|u(x)|^{p-1}$, where $h(x) \equiv c_{0}|u(x)|^{\tau-p}$.

Direct computations show that $h \in L^{r}\left(\mathbb{R}^{N}\right)$ for $r=p^{*} /(\tau-p)$. Indeed,

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}|h(x)|^{r} \mathrm{~d} x \\
& \leq c_{0}^{p^{*} /(\tau-p)} \int_{\mathbb{R}^{N}}|u|^{p^{*}} \mathrm{~d} x \\
& \leq c_{0}^{p^{*} /(\tau-p)} S^{p^{*} / p}\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x\right)^{p^{*} / p} \\
& \leq c_{0}^{p^{*} /(\tau-p)} S^{p^{*} / p}\left\{\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}} a(x)|u|^{p} \mathrm{~d} x\right. \\
& \left.+\int_{\mathbb{R}^{N}}|\nabla u|^{q} \mathrm{~d} x+\int_{\mathbb{R}^{N}} b(x)|u|^{q} \mathrm{~d} x\right\}^{p^{*} / p} \\
& \leq c_{0}^{p^{*} /(\tau-p)} S^{p^{*} / p}\left\{\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q}\right\}^{p^{*} / p}<+\infty .
\end{aligned}
$$

In this way, any positive ground state solution $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ to the auxiliary problem (2.4) verifies the hypothesis of Lemma 3.2. Concluding the argument, from inequality (2.5) and from Lemma 3.1 we have

$$
\|u\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)} \leq S^{1 / p}\left\{\|u\|_{1, p}^{p}+\|u\|_{1, q}^{q}\right\}^{1 / p} \leq\left(\frac{S d k p}{p-1}\right)^{1 / p}
$$

Finally, combining estimate (3.7) with the previous inequality we obtain

$$
\begin{aligned}
\|u\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} & \leq M_{1} \max \left\{\|u\|_{L^{p^{*}}\left(\mathbb{R}^{N}\right)}, K, K L_{u}, 1\right\} \\
& \leq M_{1} \max \left\{\left(\frac{S d k p}{p-1}\right)^{1 / p}, K, K L_{u}, 1\right\} \\
& \equiv M_{2}
\end{aligned}
$$

where $M_{2}=M_{2}\left(N, p, q, r, a_{\infty}, b_{\infty}, \theta, c_{0}\right)$. The lemma is proved.
Lemma 3.4. Suppose that $R_{0} \geq R>1$ and let $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ be a positive ground state solution to the auxiliary problem (2.4). Then u verifies the inequality

$$
u(x) \leq M_{2} \frac{R^{(N-p) /(p-1)}}{|x|^{(N-p) /(p-1)}}
$$

for every $|x| \geq R>1$.
Proof. Given $R_{0} \geq R>1$, we define the function $v: \mathbb{R}^{N} \backslash\{0\} \rightarrow \mathbb{R}$ by

$$
v(x) \equiv M_{2} \frac{R_{0}^{(N-p) /(p-1)}}{|x|^{(N-p) /(p-1)}} .
$$

By hypothesis, $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$ is a positive ground state solution to the auxiliary problem (2.4); therefore, we can apply Lemma 3.3 to deduce
that $\|u\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq M_{2}$. This implies that if $|x|=R_{0}$, then $\|u\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq v(x)$. Now we define the function $w: \mathbb{R}^{N} \backslash\{0\} \rightarrow \mathbb{R}$ by

$$
w(x)= \begin{cases}0, & \text { if }|x| \leq R_{0} \\ (u-v)^{+}, & \text {if }|x| \geq R_{0}\end{cases}
$$

In this way, $w \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$; moreover, $w \in E$ because $u, v \in E$.
To complete the proof of the lemma, we will show that $(u-v)^{+}=0$ for $|x| \geq R_{0}$. To accomplish this goal, we use the hypotheses on the potential functions $a$ and $b$; we will also use the function $w \in E$ as a test function to obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla w \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla w \mathrm{~d} x  \tag{3.8}\\
&= \int_{\mathbb{R}^{N}} g(x, u) w \mathrm{~d} x-\int_{\mathbb{R}^{N}} a(x)|u|^{p-2} u w \mathrm{~d} x-\int_{\mathbb{R}^{N}} b(x)|u|^{q-2} u w \mathrm{~d} x \\
&= \int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0) \wedge f(t) \leq a(x)|t|^{p-2} t / k} f(u) w \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0) \wedge f(t)>a(x)|t|^{p-2} t / k} \frac{a(x)}{k}|u|^{p-2} u w \mathrm{~d} x \\
&-\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} a(x)|u|^{p-2} u w \mathrm{~d} x-\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} b(x)|u|^{q-2} u w \mathrm{~d} x \\
& \leq \int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0) \wedge f(t) \leq a(x)|t|^{p-2} t / k} \frac{a(x)}{k}|u|^{p-2} u w \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0) \wedge f(t)>a(x)|t|^{p-2} t / k} \frac{a(x)}{k}|u|^{p-2} u w \mathrm{~d} x \\
&-\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} a(x)|u|^{p-2} u w \mathrm{~d} x-\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} b(x)|u|^{q-2} u w \mathrm{~d} x \\
&=\left(\frac{1}{k}-1\right) \int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} a(x)|u|^{p-2} u w \mathrm{~d} x \\
&-\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)} b(x)|u|^{q-2} u w \mathrm{~d} x \\
& \leq 0
\end{align*}
$$

because $u$ is a positive function and $w$ is a nonnegative function, while $k>1$.
Using the radially symmetric form of the operator $\Delta_{m} u$, we have

$$
\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)}|\nabla v|^{m-2} \nabla v \cdot \nabla \phi \mathrm{~d} x=0
$$

for $m \in\{p, q\}$ and for every function $\phi \in E$. Therefore,

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla w \mathrm{~d} x  \tag{3.9}\\
& \quad=\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x+\int_{\mathbb{R}^{N} \backslash B_{R_{0}}(0)}|\nabla v|^{q-2} \nabla v \cdot \nabla w \mathrm{~d} x \\
& \quad=0
\end{align*}
$$

Defining the subsets

$$
\widetilde{A} \equiv\left\{x \in \mathbb{R}^{N}:|x| \geq R_{0} \text { and } u(x)>v(x)\right\}
$$

and

$$
\widetilde{B} \equiv\left\{x \in \mathbb{R}^{N}:|x|<R_{0} \text { or } u(x) \leq v(x)\right\},
$$

we have $w(x)=u(x)-v(x)$ for $x \in \tilde{A}$ and $w(x)=0$ for $x \in \tilde{B}$. Using inequality (3.8) and equation (3.9) we get

$$
\begin{align*}
0 \geq & \int_{\mathbb{R}^{N}}|\nabla u|^{p-2} \nabla u \cdot \nabla w \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla u|^{q-2} \nabla u \cdot \nabla w \mathrm{~d} x  \tag{3.10}\\
& -\int_{\mathbb{R}^{N}}|\nabla v|^{p-2} \nabla v \cdot \nabla w \mathrm{~d} x-\int_{\mathbb{R}^{N}}|\nabla v|^{q-2} \nabla v \cdot \nabla w \mathrm{~d} x \\
= & \int_{\tilde{A}}\left[|\nabla u|^{p-2} \nabla u-|\nabla v|^{p-2} \nabla v\right] \cdot(\nabla u-\nabla v) \mathrm{d} x \\
& +\int_{\tilde{A}}\left[|\nabla u|^{q-2} \nabla u-|\nabla v|^{q-2} \nabla v\right] \cdot(\nabla u-\nabla v) \mathrm{d} x .
\end{align*}
$$

Denoting by $\langle\cdot, \cdot\rangle: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ the standard scalar product, given $p \geq 2$ there exists a positive constant $c_{p} \in \mathbb{R}^{+}$such that for every $x, y \in \mathbb{R}^{N}$ it is valid the inequality

$$
\begin{equation*}
\left.\left.\langle | x\right|^{p-2} x-|y|^{p-2} y, x-y\right\rangle \geq c_{p}\|x-y\|^{p} . \tag{3.11}
\end{equation*}
$$

For the proof, we refer the reader to Simon [37]. From inequalities (3.10) and (3.11), it follows that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}|\nabla w|^{p} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|\nabla w|^{q} \mathrm{~d} x \\
& \quad=\int_{\widetilde{A}}|\nabla u-\nabla v|^{p} \mathrm{~d} x \int_{\tilde{A}}|\nabla u-\nabla v|^{q} \mathrm{~d} x \\
& \quad \leq c_{p}^{-1} \int_{\widetilde{A}}\left[|\nabla u|^{p-2} \nabla u-|\nabla v|^{p-2} \nabla v\right] \cdot(\nabla u-\nabla v) \mathrm{d} x \\
& \quad+c_{q}^{-1} \int_{\widetilde{A}}\left[|\nabla u|^{q-2} \nabla u-|\nabla v|^{q-2} \nabla v\right] \cdot(\nabla u-\nabla v) \mathrm{d} x \\
& \quad \leq 0 .
\end{aligned}
$$

From this inequality, we deduce that each term on the left-hand side of the previous inequality must be zero, that is, $w$ is constant in $\mathbb{R}^{N}$. But we already know that $w(x)=0$ in the ball $B_{R_{0}}(0)$; therefore, $w(x)=0$ for every $x \in \mathbb{R}^{N}$. This implies that $(u-v)^{+}=0$ for $|x| \geq R_{0}$ and $u(x) \leq v(x)$ for every $x \in \mathbb{R}^{N}$. The proof of the lemma is complete.

## 4. Obtaining the solution of the original problem

In this section, we finally show that the solution to the auxiliary problem (2.4) obtained in Section 2 is in fact a solution to problem (1.1).

Proof of Theorem 1.1. From Lemmas 2.3 and 2.4, the auxiliary problem (2.4) has a positive ground state solution $u \in D^{1, p}\left(\mathbb{R}^{N}\right) \cap D^{1, q}\left(\mathbb{R}^{N}\right)$. To accomplish our goal we need to show that for every $x \in B_{R}^{c}(0)$ the function $u$ verifies the inequality

$$
f(u) \leq \frac{a(x)}{k}|u|^{p-2} u .
$$

From Lemma 3.4 and by the first inequality in (1.2), if $|x| \geq R$, then

$$
\begin{aligned}
\frac{f(u)}{|u|^{p-2} u} & \leq c_{0} \frac{|u|^{p^{*}-2}}{|u|^{p-2}} \leq c_{0}\left\{M_{2} \frac{\left(R^{p /(p-1)}\right)^{(N-p) / p}}{\left(|x|^{p /(p-1)}\right)^{(N-p) / p}}\right\}^{p^{*}-p} \\
& =c_{0} M_{2}^{p^{*}-p} \frac{R^{p^{2} /(p-1)}}{|x|^{p^{2} /(p-1)}}
\end{aligned}
$$

Now we define the constant

$$
\Lambda^{*} \equiv c_{0} k M_{2}^{p^{*}-p}
$$

Considering $\Lambda \geq \Lambda^{*}$, it follows from the hypothesis $\left(P_{3}\right)$ that

$$
\frac{f(u)}{|u|^{p-2} u} \leq \frac{\Lambda^{*}}{k} \frac{R^{p^{2} /(p-1)}}{|x|^{p^{2} /(p-1)}} \leq \frac{\Lambda}{k} \frac{R^{p^{2} /(p-1)}}{|x|^{p^{2} /(p-1)}} \leq \frac{a(x)}{k}
$$

The proof of the theorem is complete.

## References

[1] C. O. Alves and M. A. S. Souto, Existence of solutions for a class of elliptic equations in $\mathbb{R}^{N}$ with vanishing potentials, J. Differential Equations 252 (2012), no. 10, 55555568. MR 2902126
[2] C. O. Alves, D. C. de Morais Filho and M. A. Souto, Radially symmetric solutions for a class of critical exponent elliptic problems in $\mathbb{R}^{N}$, Electron. J. Differential Equations 1996 (1996), Art. ID 07. MR 1405039
[3] C. O. Alves, P. C. Carrião and O. H. Miyagaki, Nonlinear perturbations of a periodic elliptic problem with critical growth, J. Math. Anal. Appl. 260 (2001), no. 1, 133-146. MR 1843972
[4] M. J. Alves, R. B. Assunção, P. C. Carrião and O. H. Miyagaki, Existence of bound state solutions for degenerate singular perturbation problems with sign-changing potentials, Electron. J. Differential Equations 2012 (2012), Art. ID 109. MR 2946848
[5] A. Ambrosetti and P. H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (1973), 349-381. MR 0370183
[6] A. Ambrosetti and Z.-Q. Wang, Nonlinear Schrödinger equations with vanishing and decaying potentials, Differential Integral Equations 18 (2005), no. 12, 1321-1332. MR 2174974
[7] A. Ambrosetti, V. Felli and A. Malchiodi, Ground states of nonlinear Schrödinger equations with potentials vanishing at infinity, J. Eur. Math. Soc. (JEMS) 7 (2005), 117-144. MR 2120993
[8] R. B. Assunção, P. C. Carrião and O. H. Miyagaki, Critical singular problems via concentration-compactness lemma, J. Math. Anal. Appl. 326 (2007), no. 1, 137-154. MR 2277772
[9] S. Barile and G. M. Figueiredo, Existence of least energy positive, negative and nodal solutions for a class of p\&q-problems with potentials vanishing at infinity, J. Math. Anal. Appl. 427 (2015), no. 1, 1205-1233. MR 3323029
[10] T. Bartsch and Z.-Q. Wang, Existence and multiplicity results for some superlinear elliptic problems on $\mathbb{R}^{N}$, Comm. Partial Differential Equations 20 (1995), no. 9-10, 1725-1741. MR 1349229
[11] W. O. Bastos, O. H. Miyagaki and R. S. Vieira, Existence of solutions for a class of degenerate quasilinear elliptic equation in $\mathbb{R}^{N}$ with vanishing potentials, Bound. Value Probl. 2013 (2013), Art. ID 92. MR 3341431
[12] V. Benci, P. D'Avenia, D. Fortunato and L. Pisani, Solitons in several space dimensions: Derrick's problem and infinitely many solutions, Arch. Ration. Mech. Anal. 154 (2000), no. 4, 297-324. MR 1785469
[13] V. Benci, C. R. Grisanti and A. M. Micheletti, Existence of solutions for the nonlinear Schrödinger equation with $V(\infty)=0$, Contributions to nonlinear analysis, Progr. Nonlinear Differential Equations Appl., vol. 66, Birkhäuser, Basel, 2006, pp. 53-65. MR 2187794
[14] S. Benmouloud, R. Echarghaoui and S. M. Sbaï, Existence result for quasilinear elliptic problem on unbounded domains, Nonlinear Anal. 71 (2009), no. 5-6, 1552-1561. MR 2524370
[15] N. Benouhiba and Z. Belyacine, A class of eigenvalue problems for the $(p, q)$-Laplacian in $\mathbb{R}^{N}$, Int. Electron. J. Pure Appl. Math. 80 (2012), 727-737.
[16] H. Berestycki and P.-L. Lions, Nonlinear scalar field equations, I. Existence of a ground state, Arch. Ration. Mech. Anal. 82 (1983), no. 4, 313-345. MR 0695535
[17] H. Brézis and T. Kato, Remarks on the Schrödinger operator with regular complex potentials, J. Math. Pures Appl. 58 (1979), no. 2, 137-151. MR 0539217
[18] M. F. Chaves, G. Ercole and O. H. Miyagaki, Existence of a nontrivial solution for ( $p, q$ )-Laplacian equation with $p$-critical exponent in $\mathbb{R}^{N}$, Bound. Value Probl. 2014 (2014), Art. ID 236. MR 3298597
[19] M. F. Chaves, G. Ercole and O. H. Miyagaki, Existence of a nontrivial solution for the $(p, q)$-Laplacian in $\mathbb{R}^{N}$ without the Ambrosetti-Rabinowitz condition, Nonlinear Anal. 114 (2015), 133-141. MR 3300789
[20] L. Cherfils and V. Il'yasov, On the stationary solutions of generalized reaction diffusion equations with p\&q-Laplacian, Commun. Pure Appl. Anal. 4 (2005), no. 1, 9-22. MR 2126276
[21] D. G. Costa, On a class of elliptic systems in $\mathbb{R}^{N}$, Electron. J. Differential Equations 1994 (1994), Art. ID 7. MR 1292598
[22] V. Coti Zelati and P. H. Rabinowitz, Homoclinic type solutions for a semilinear elliptic $P D E$ on $\mathbb{R}^{N}$, Comm. Pure Appl. Math. 45 (1992), no. 10, 1217-1269. MR 1181725
[23] M. del Pino and P. Felmer, Local mountain pass for semilinear elliptic problems in unbounded domains, Calc. Var. Partial Differential Equations 4 (1996), no. 2, 121-137. MR 1379196
[24] E. DiBenedetto, Real analysis, Birkhäuser Advanced Texts: Basel Textbooks, Birkhäuser, Boston, 2002. MR 1897317
[25] Y. Ding and A. Szulkin, Bound states for semilinear Schrödinger equations with signchanging potential, Calc. Var. Partial Differential Equations 29 (2007), no. 3, 397-419. MR 2321894
[26] G. M. Figueiredo, Existence of positive solution for a class of p\&q elliptic problems with critical growth in $\mathbb{R}^{N}$, J. Math. Anal. Appl. 378 (2011), no. 2, 507-518. MR 2773261
[27] G. M. Figueiredo, Existence and multiplicity of solutions for a class of $p \& q$ elliptic problems with critical exponent, Math. Nachr. 286 (2013), no. 11-12, 1129-1141. MR 3092277
[28] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, Classics in Mathematics, Springer, Berlin, 2001. Reprint of the 1998 edition. MR 1814364
[29] W. Kryszewski and A. Szulkin, Generalized linking theorem with an application to semilinear Schrödinger equation, Adv. Differential Equations 3 (1998), no. 3, 441472. MR 1751952
[30] J. Mawhin and M. Willem, Critical point theory and Hamiltonian systems, Applied Mathematical Sciences, vol. 74, Springer, New York, 1989. MR 0982267
[31] C. Mercuri and M. Squassina, Global compactness for a class of quasi-linear elliptic problems, Manuscripta Math. 140 (2013), no. 1-2, 119-144. MR 3016487
[32] O. H. Miyagaki, On a class of semilinear elliptic problem in $\mathbb{R}^{N}$ with critical growth, Nonlinear Anal. 29 (1997), no. 7, 773-781. MR 1455065
[33] A. A. Pankov, Periodic nonlinear Schrödinger equation with application to photonic crystals, Milan J. Math. 73 (2005), 259-287. MR 2175045
[34] A. A. Pankov and K. Pflüger, On a semilinear Schrödinger equation with periodic potential, Nonlinear Anal. 33 (1998), no. 6, 593-609. MR 1635911
[35] P. Pucci and R. Servadei, Regularity of weak solutions of homogeneous or inhomogeneous quasilinear elliptic equations, Indiana Univ. Math. J. 57 (2008), no. 7, 33293363. MR 2492235
[36] P. H. Rabinowitz, On a class of nonlinear Schrödinger equations, Z. Angew. Math. Phys. 43 (1992), no. 2, 270-291. MR 1162728
[37] J. Simon, Regularité de la solution d'une equation non linéaire dans $\mathbb{R}^{N}$, Journées d'analyse non linéaire, Lecture Notes in Mathematics, vol. 665 (E. P. Bénilan and J. Robert, eds.) (Proc. Conf., Besancon, 1977), Springer, Berlin, 1978, pp. 205-227. MR 0519432
[38] M. Struwe, Variational methods. Applications to nonlinear partial differential equations and Hamiltonian systems, 3rd ed., A Series of Modern Surveys in Mathematics, vol. 34, Springer, Berlin, 2000. MR 1736116
[39] J. Su, Z.-Q. Wang and M. Willem, Nonlinear Schrödinger equations with unbounded and decaying radial potentials, Commun. Contemp. Math. 9 (2007), no. 4, 571-583. MR 2348844
[40] M. Willem, Minimax theorems, Progress in Nonlinear Differential Equations and Their Applications, vol. 24, Birkhäuser, Boston, 1996. MR 1400007
[41] M. Wu and Z. Yang, A class of $p-q$-Laplacian type equation with potentials eigenvalue problem in $\mathbb{R}^{N}$, Bound. Value Probl. 2009 (2009), Art. ID 185319. MR 2576023
[42] J. F. Yang and X. P. Zhu, On the existence of nontrivial solution of a quasilinear elliptic boundary value problem for unbounded domains. I. Positive mass case, Acta Math. Sci. Ser. B Engl. Ed. 7 (1987), no. 3, 341-359. MR 0943656
[43] J. F. Yang and X. P. Zhu, On the existence of nontrivial solution of a quasilinear elliptic boundary value problem for unbounded domains. II. Zero mass case, Acta Math. Sci. Ser. B Engl. Ed. 7 (1987), no. 4, 447-459. MR 0943664
[44] H. Yin and Z. Yang, Multiplicity of positive solutions to a $p-q$-Laplacian equation involving critical nonlinearity, Nonlinear Anal. 75 (2012), no. 6, 3021-3025. MR 2890966
[45] X. P. Zhu and J. F. Yang, The quasilinear elliptic equation on unbounded domain involving critical Sobolev exponent, J. Partial Differ. Equ. 2 (1989), no. 2, 53-64. MR 1010773
M. J. Alves, Colégio Técnico, Univ. Fed. de Minas Gerais, UFMG, Av. Antônio Carlos, 6627, CEP 31270-901, Belo Horizonte, MG, Brasil

E-mail address: mariajose@ufmg.br
R. B. Assunção, Departamento de Matemática, Univ. Fed. de Minas Gerais, UfMG, Av. Antônio Carlos, 6627, CEP 30161-970, Belo Horizonte, MG, Brasil

E-mail address: ronaldo@mat.ufmg.br
O. H. Miyagaki, Departamento de Matemática, Univ. Fed. de Juiz de Fora, UFJF, Cidade Universitária, CEP 36036-330, Juiz de Fora, MG, Brasil

E-mail address: ohmiyagaki@gmail.com

