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## 1. Introduction

Wilcox [27] showed that many wave propagation phenomena of classical physics are governed by systems of partial differential equations of the form

$$
\begin{equation*}
E(x) \frac{\partial u}{\partial t}=\sum_{j=1}^{n} A_{j} \frac{\partial u}{\partial x_{j}} \equiv-i A u \tag{1.1}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}, u(x, t)$ is a column vector of length $m$ describing the state of the medium at position $x$ and time $t$, and $E(x)$ and the $A_{j}$ are $m \times m$ matrices with the following properties:
(a) $E(x)$ is real, symmetric and uniformly positive definite.
(b) The $A_{j}$ are real, symmetric and constant.

From the point of view of spectral and scattering theory it is desirable that the solution of (1.1) be of the form

$$
\begin{equation*}
u=e^{-i t H} u_{0}, \quad u_{0}(x)=u(x, 0) \tag{1.2}
\end{equation*}
$$

where $H$ is a self adjoint operator. This would require that $H$ be an extension of $E^{-1} A$. When $E=1$, one can easily obtain a self adjoint realization $H_{0}$ of $A$ in $\mathscr{H}=\left(L^{2}\right)^{m}$ using Fourier transforms. On the other hand, if $E \neq 1$, the operator $E^{-1} A$ need not be Hermitian on $\mathscr{H}$. However, it is Hermitian on the Hilbert space $\mathscr{H}_{1}$ with scalar product

$$
\begin{equation*}
(u, v)_{1}=\int v(x)^{*} E(x) u(x) d x \tag{1.3}
\end{equation*}
$$

If $E(x)$ is uniformly bounded, it can be shown that $E^{-1} H_{0}$ is self adjoint on $\mathscr{H}_{1}$ (cf. [27]). However, when $E(x)$ is unbounded, it need not be self adjoint.

In the present paper we give sufficient conditions on the matrix $E(x)$ for the operator $E^{-1} A$ to have a self adjoint extension $H$ on $\mathscr{H}_{1}$. We then study the
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spectrum of $H$ and develop a scattering theory for it. In particular, we give sufficient conditions for the wave operators to exist and be complete.

Let $e_{i j}(x)$ denote the elements of the matrix $E(x)$, and let

$$
\rho(x)=\left(1+|x|^{2}\right)^{1 / 2}
$$

Our first assumption is:
(I) There are constants $a, C$ such that

$$
\begin{equation*}
\sum_{i, j} \int_{|x-y|<1}\left|e_{i j}(y)\right| d y \leq C \rho(x)^{2 a} \tag{1.4}
\end{equation*}
$$

We have:
Theorem 1.1. Under hypothesis (I), the operator $E^{-1} A$ has a self adjoint extension $H$ on $\mathscr{H}_{1}$.

Next we study the spectrum of $H$. It is easily checked that

$$
\begin{equation*}
\sigma\left(H_{0}\right)=(-\infty, \infty)=\mathbf{R} \tag{1.5}
\end{equation*}
$$

We give sufficient conditions that the same hold for $H$. We let $P_{0}$ be the projection onto $N\left(H_{0}\right)^{\perp}$ and put $F(x)=E(x)^{1 / 2}$. We have:

Theorem 1.2. If $D\left(H_{0}^{k}\right) \subset \mathscr{H}_{1}$ and $(F-1)\left(H_{0}-i\right)^{-k} P_{0}$ is a compact operator for some $k$, then

$$
\begin{equation*}
\sigma(H)=\mathbf{R} \tag{1.6}
\end{equation*}
$$

Another way of stating the hypothesis of Theorem 1.2 is to say that $(F-1) P_{0}$ is $H_{0}^{k}$-compact. Sufficient conditions for this to be true can be found in [16].

Next we turn to scattering theory. Let $J$ be a bounded linear map from $\mathscr{H}$ to $\mathscr{H}_{1}$. We shall say that $u \in D\left(W_{ \pm}\left(H, H_{0}, J\right)\right)$ if

$$
\begin{equation*}
e^{i t H} J e^{-i t H_{0}} u \rightarrow f \text { in } \mathscr{H}_{1} \text { as } t \rightarrow \pm \infty \tag{1.7}
\end{equation*}
$$

and we set $W_{ \pm}\left(H, H_{0}, J\right) u=f$.
First we have:
Theorem 1.3. Assume

$$
\begin{equation*}
(J u)^{\wedge}=J(p) \hat{u}(p) \tag{1.8}
\end{equation*}
$$

where $J(p)$ is a matrix function of $p$ which commutes with each $A_{j}$. Assume also
that there are constants $\alpha>1$ and $q, 2 \leq q \leq \infty$, such that

$$
\begin{equation*}
(1+|x|)^{\alpha}\left(\int_{|x-y|<1}|F(y)-1|^{2} d y\right)^{1 / 2} \in L^{q} \tag{1.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
D\left(W_{ \pm}\left(H, H_{0}, J\right)\right)=\mathscr{H} . \tag{1.10}
\end{equation*}
$$

Theorem 1.4. Let $J=J(x)$ be a matrix function of $x$ and suppose there is a constant matrix $J_{0}$ such that $J_{0} H_{0} \subset H_{0} J_{0}$ and

$$
\left(J-J_{0}\right)\left(i-H_{0}\right)^{-k} P_{0}
$$

is compact for some $k \geq 0$. If $D\left(H_{0}^{k}\right) \subset \mathscr{H}_{1}$ and (1.9) holds, then

$$
\begin{equation*}
N\left(H_{0}\right)^{\perp} \subset D\left(W_{ \pm}\left(H, H_{0}, J\right)\right) \tag{1.11}
\end{equation*}
$$

Now we strengthen our hypotheses on $A$. This will allow us to weaken our hypotheses on $E$. We shall say that the system (1.1) has constant deficit if the matrix

$$
\begin{equation*}
A(p)=-\sum_{j=1}^{n} A_{j} p_{j} \tag{1.12}
\end{equation*}
$$

has constant rank for $0 \neq p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbf{R}^{n}$. Let $S$ be the self adjoint realization of $(1-\Delta)^{1 / 2}$ in $L^{2}$, where $\Delta$ is the Laplacian in $\mathbf{R}^{n}$. We shall prove the following stronger version of Theorem 1.2.

Theorem 1.5. If $D\left(S^{k}\right) \subset \mathscr{H}_{1}$ and $(F-1) S^{-k} P_{0}$ is a compact operator for some $k$, then (1.6) holds.

Corollary 1.6. If

$$
\int_{|x-y|<1}|F(y)-1|^{2} d y
$$

is bounded and tends to 0 as $|x| \rightarrow \infty$, then (1.6) holds.
We also have the following generalization of Theorem 1.4.
Theorem 1.7. Assume that (1.1) has constant deficit and that

$$
\begin{equation*}
\int_{|x-y|<1}|F(y)|^{2} d y \in L^{\infty} \tag{1.13}
\end{equation*}
$$

Let $J=J(x)$ be a matrix function of $x$ and suppose there is a constant matrix $J_{0}$ such that $J_{0} H_{0} \subset H_{0} J_{0}$ and

$$
\begin{equation*}
\int_{|x-y|<1}\left|F(y)\left(J(y)-J_{0}\right)\right|^{2} d y \tag{1.14}
\end{equation*}
$$

is bounded and tends to 0 as $|x| \rightarrow \infty$. Then (1.9) implies (1.11).
Following Wilcox we shall call the system (1.1) uniformly progagative if the roots of

$$
\begin{equation*}
\operatorname{det}(\lambda I-A(p))=0 \tag{1.15}
\end{equation*}
$$

have constant multiplicities and constant algebraic signs for real vectors $p \neq 0$. (A uniformly propagative system has constant deficit.) For such systems we have:

Theorem 1.8. Let (1.1) be a uniformly propagative system and let $J$ satisfy (1.8). If there are constants $q, \alpha$ satisfying

$$
\begin{equation*}
2 \leq q \leq \infty, \quad \alpha>1-\frac{n-1}{q} \tag{1.16}
\end{equation*}
$$

such that (1.9) holds, then (1.10) is true.
TheOrem 1.9. If (1.1) is uniformly propagative, then the hypotheses of Theorem 1.7 can be weakened to allow (1.9) to hold for some $q, \alpha$ satisfying (1.16).

Now we turn to the question of completeness. We shall say that the wave operators $W_{ \pm}\left(H, H_{0}, J\right)$ are complete if their domains contain $\mathscr{H}_{a c}\left(H_{0}\right)$ and their ranges are dense in $\mathscr{H}_{a c}(H)$. Here $\mathscr{H}_{a c}(H)$ denotes the subspace of absolute continuity of $H$ (cf. [12]).

Theorem 1.10. Assume that (1.1) is uniformly propagative and that (1.8) holds. If $D\left(\left|H_{0}\right|^{1 / 2}\right) \subset \mathscr{H}_{1}, C_{0}^{\infty} \subset R(J),|E(x)-1|^{1 / 2}$ is $S^{1 / 2}$-compact and, for some $\alpha>1$,

$$
\begin{equation*}
(1+|x|)^{\alpha} \int_{|x-y|<1}|E(y)-1| d y \in L^{\infty} \tag{1.17}
\end{equation*}
$$

then the wave operators are complete.
Theorem 1.11. Let (1.1) be uniformly propagative, and let the hypotheses of Theorem 1.7 hold. Assume in addition that $D\left(\left|H_{0}\right|^{1 / 2}\right) \subset \mathscr{H}_{1}, J_{0}$ is invertible,
$|E(x)-1|^{1 / 2}$ is $S^{1 / 2}$ compact and that (1.17) holds for some $\alpha>1$. Then the wave operators are complete.

Theorem 1.1 will be proved in the next section while Theorems 1.2 and 1.5 are proved in Section 3. The remaining proofs are given in Section 5. In Section 4 we present a new criterion for the existence of wave operators. It generalizes the work of the author in [18], [19], [21], [22]. Subsequent to our work in [18], [19], several authors generalized or simplified our results. These include Simon [25], Kato [13], Davies [16], Enss [10], Ginibre [11] and Combes-Weder [4]. Our present theorem (Theorem 4.1) generalizes all of their results.

Spectral and scattering theory for uniformly propagative systems were studied by Wilcox [27], [28], [29]. He proved the existence of the wave operators under the assumption

$$
\begin{equation*}
E(x)-1=0\left(|x|^{-\alpha}\right) \quad \text { as }|x| \rightarrow \infty \tag{1.18}
\end{equation*}
$$

for some $\alpha>1$. Completeness was proved by Mochizuki [14], Birman [2], Deic [7], Suzuki [26], Yajima [30] under this assumption and various others. It was proved by Schulenberger-Wilcox [23], Birman [3], Deic [8] and Schulenberger [24] under the assumption

$$
\begin{equation*}
\int(1+|x|)^{\beta}|E(x)-1|^{2} d x<\infty \tag{1.19}
\end{equation*}
$$

for some $\beta>n$ together with various other stipulations. Deift [9] was able to remove the other assumptions. Schechter [17] proved completeness under assumption (1.9) with $q=\infty$ and $\alpha>1$. This includes the other results. In all of these results it is assumed that $E(x)$ is bounded and $J$ is the identity operator. The author's paper [21] was the first to allow $E(x)$ to be unbounded. For systems not uniformly propagative very little work has hitherto been done. Avila [1] proved the existence of the wave operators under condition (1.19) with $\beta=4$ in addition to (a), (b) and the boundedness of $E(x)$. Nenciu [15] has considered eigenfunction expansions under the conditions that system (1.1) has constant deficit.

## 2. The self adjoint extension

In this section we shall construct the self adjoint extension $H$ of $E^{-1} A$. If $A(p)$ is the matrix given by (1.12) and $A$ is the operator on the righthand side of (1.1), then $(A u)^{\hat{n}}=A(p) \hat{u}(p)$ for any test function $u \in C_{0}^{\infty}$, where $\hat{u}$ denotes the Fourier transform of $u$. We shall say that $u \in D(H)$ and $H u=f \in \mathscr{H}_{1}$ if $u \in \mathscr{H}_{1}$ and

$$
\begin{equation*}
\int \hat{v}(p)^{*} A(p) \hat{u}(p) d p=(f, v)_{1}, \quad v \in \mathscr{H}_{1} \tag{2.1}
\end{equation*}
$$

Clearly $f$ is unique. Since the bilinear form on the left of (2.1) is Hermitian, the same is true of $H$. It is clear that $H$ is an extension of the operator $E^{-1} A$.

To prove that $H$ is self adjoint on $\mathscr{H}_{1}$, consider the norm

$$
\begin{equation*}
\|u\|_{Y}=\sup _{v \in \mathscr{H}_{1}} \frac{|(u, v)|}{\|v\|_{1}} \tag{2.2}
\end{equation*}
$$

and let $Y$ be the completion of $\mathscr{H}=\left[L^{2}\right]^{m}$ with respect to this norm. We shall show that $Y$ consists of tempered distributions. Assume this for the moment, and note that $\mathscr{H}_{1} \subset \mathscr{H} \subset Y$ with continuous inclusions. We can define the scalar product $(u, v)$ for $u \in Y$ and $v \in \mathscr{H}_{1}$ with the inequality

$$
\begin{equation*}
|(u, v)| \leq\|u\|_{Y}\|v\|_{1}, \quad u \in Y, v \in \mathscr{H}_{1} . \tag{2.3}
\end{equation*}
$$

If $u \in Y$, we can extend $\hat{u}$ to apply to the Fourier transforms of functions in $\mathscr{H}_{1}$ with

$$
\begin{equation*}
(\hat{u}, \hat{v})=(u, v), \quad u \in Y, v \in \mathscr{H}_{1} . \tag{2.4}
\end{equation*}
$$

Let $F=E^{1 / 2}$. Then $F$ is a bijective map of $\mathscr{H}_{1}$ onto $\mathscr{H}$. Moreover, (2.2) implies

$$
\begin{equation*}
\|F u\|_{Y}=\|u\| \tag{2.5}
\end{equation*}
$$

for $u \in \mathscr{H}$. Thus we can extend $F$ to a bijective map of $\mathscr{H}$ onto $Y$ satisfying (2.5).

Now we turn to the proof of Theorem 1.1. Suppose $u, f \in \mathscr{H}_{1}$ and

$$
\begin{equation*}
(u, H v)_{1}=(f, v)_{1}, \quad v \in D(H) . \tag{2.6}
\end{equation*}
$$

By (2.1) this is the same as

$$
\int[A(p) \hat{v}(p)]^{*} \hat{u}(p) d p=(f, v)_{1}, \quad v \in D(H)
$$

This gives

$$
\begin{equation*}
\int \hat{v}(p)^{*} A(p) \hat{u}(p) d p=(g, v), \quad v \in D(H) \tag{2.7}
\end{equation*}
$$

where $g=F(F f) \in Y$. Let $\mathscr{S}$ denote the space of rapidly decreasing functions. We shall show that $\mathscr{S} \subset D(H)$. By (2.7) this implies that

$$
\begin{equation*}
\int \hat{v}(p)^{*}[A(p) \hat{u}(p)-\hat{g}(p)] d p=0 \tag{2.8}
\end{equation*}
$$

holds for $v \in \mathscr{S}$. Consequently $A(p) \hat{u}(p)=\hat{g}(p)$ is the Fourier transform of an element in $Y$. Thus (2.8) holds for all $v \in \mathscr{S}_{1}$. Hence

$$
\begin{equation*}
\int \hat{v}(p)^{*} A(p) \hat{u}(p) d p=(g, v)=(f, v)_{1}, \quad v \in \mathscr{H}_{1} \tag{2.9}
\end{equation*}
$$

This shows that $u \in D(H)$ and $H u=f$.
It remains to show that $Y$ consists of tempered distributions and $\mathscr{S} \subset D(H)$. We do this by proving that there are constants $C, k$ such that

$$
\begin{equation*}
\|F \phi\| \leq C \sum_{|\mu| \leq k} \sup _{\mathbf{R}^{n}}\left|\rho(x)^{k} D^{\mu} \phi(x)\right| \tag{2.10}
\end{equation*}
$$

holds for all $\phi \in \mathscr{S}$. Once we have (2.10), we see that $\mathscr{S} \subset \mathscr{H}_{1}$ and consequently $Y$ consists of tempered distributions. Also, if $u \in \mathscr{S}$, then $A(p) \hat{u}(p)$ is in $\mathscr{H}$. Hence the lefthand side of (2.1) is a bounded linear functional on $\mathscr{H}_{1}$. Thus there is an $f \in \mathscr{H}_{1}$ such that (2.1) holds. Consequently $u \in D(H)$.

To prove (2.10) we let $S=(1-\Delta)^{1 / 2}$, where $\Delta$ is the self adjoint realization of the Laplacian in $L^{2}$. We note that (1.4) implies that there are constants $N, C_{1}$ such that

$$
\left\|F \rho^{-a} \phi\right\| \leq C_{1}\left\|S^{N} \phi\right\|, \quad \phi \in \mathscr{S}
$$

(cf. [16, p. 105]). Thus

$$
\left\|F \rho^{-a} \phi\right\| \leq C^{\prime} \sum_{|\mu| \leq 2 N}\left\|D^{\mu} \phi\right\| \leq C^{\prime \prime} \sum_{|\mu| \leq 2 N} \sup \rho(x)^{n / 2+1}\left|D^{\mu} \phi(x)\right|
$$

This implies (2.10), and the proof of Theorem 1.1 is complete.

## 3. Spectral theory

In proving Theorems 1.2 and 1.5 we shall use a few lemmas. We denote the essential spectrum of an operator $T$ by $\sigma_{e}(T)$ (cf. [16]). Let $\hat{H}_{0}$ be the restriction of $H_{0}$ to $R\left(P_{0}\right)=N\left(H_{0}\right)^{\perp}$. We have:

Lemma 3.1. $\quad \sigma_{e}\left(H_{0}\right) \subset \sigma_{e}\left(\hat{H}_{0}\right) \cup\{0\}$.
Proof. If $0 \neq \lambda \in \sigma_{e}\left(H_{0}\right)$, then there is a sequence $\left\{u_{k}\right\} \subset D\left(H_{0}\right)$ such that

$$
\begin{equation*}
\left\|u_{k}\right\|=1, \quad u_{k} \rightarrow 0, \quad\left(\lambda-H_{0}\right) u_{k} \rightarrow 0 \tag{3.1}
\end{equation*}
$$

(cf. [16]). Thus

$$
\lambda\left(1-P_{0}\right) u_{k}=\left(\lambda-H_{0}\right)\left(1-P_{0}\right) u_{k}=\left(1-P_{0}\right)\left(\lambda-H_{0}\right) u_{k} \rightarrow 0
$$

and consequently,

$$
\left\|P_{0} u_{k}\right\| \rightarrow 1, \quad P_{0} u_{k} \rightarrow 0, \quad\left(\lambda-H_{0}\right) P_{0} u_{k}=P_{0}\left(\lambda-H_{0}\right) u_{k} \rightarrow 0
$$

Thus $\lambda \in \sigma_{e}\left(\hat{H}_{0}\right)$ (cf. [16]).
Lemma 3.2. If $r$ is an even integer and $\lambda$ is real, then

$$
\begin{equation*}
M_{r}=\sum_{j=0}^{r} \lambda^{j} H_{0}^{r-j} \geq \frac{1}{2}\left(\lambda^{r}+H_{0}^{r}\right) \tag{3.2}
\end{equation*}
$$

Thus $M_{r}$ has a bounded inverse of $\lambda \neq 0$.
Proof. We use induction on $r$. The lemma is true if $r=0$. Assume it is true for $r$. Then

$$
\begin{aligned}
M_{r+2} & =\lambda^{r+2}+\lambda^{r+1} H_{0}+H_{0}^{2} M_{r} \\
& \geq \lambda^{r+2}+\lambda^{r+1} H_{0}+\frac{1}{2} \lambda^{r} H_{0}^{2}+\frac{1}{2} H_{0}^{r+2} \\
& =\lambda^{r}\left(\lambda^{2}+\lambda H_{0}+\frac{1}{2} H_{0}^{2}\right)+\frac{1}{2} H_{0}^{r+2} \\
& \geq \frac{1}{2}\left(\lambda^{r+2}+H_{0}^{r+2}\right)
\end{aligned}
$$

since

$$
\begin{equation*}
\lambda^{2}+\lambda H_{0}+\frac{1}{2} H_{0}^{2} \geq \frac{1}{2} \lambda^{2} \tag{3.3}
\end{equation*}
$$

Lemma 3.3. For $j<r$ we have

$$
\begin{equation*}
\left\|H_{0}^{j u}\right\|^{2} \leq C\left(\left\|H_{0}^{r} u\right\|^{2}+\|u\|^{2}\right), \quad u \in D\left(H_{0}^{r}\right) \tag{3.4}
\end{equation*}
$$

Proof. For any $a>0$ we have

$$
2\left\|H_{0} u\right\|^{2}=2\left(H_{0}^{2} u, u\right) \leq a\left\|H_{0}^{2} u\right\|^{2}+a^{-1}\|u\|^{2}
$$

An induction down gives

$$
\left\|H_{0}^{j} u\right\|^{2} \leq C\left(\left\|H_{0}^{r} u\right\|^{2}+\left\|H_{0}^{j-1} u\right\|^{2}\right)
$$

An induction up now gives (3.4).
Lemma 3.4. If the hypotheses of Theorem 1.2 hold, then

$$
\begin{equation*}
\sigma_{e}\left(H_{0}\right) \subset \sigma_{e}(H) \cup\{0\} \tag{3.5}
\end{equation*}
$$

Proof. Let $\lambda \neq 0$ be real. Then $\lambda \in \sigma\left(H_{0}\right)$. We may assume that $k$ is a positive odd integer. By the spectral mapping theorem $\lambda^{k} \in \sigma\left(H_{0}^{k}\right)=\sigma_{e}\left(H_{0}^{k}\right)$. By Lemma 3.1 there is a sequence $\left\{v_{j}\right\} \subset D\left(H_{0}^{k}\right) \cap N\left(H_{0}\right)^{\perp}$ such that

$$
\begin{equation*}
\left\|v_{j}\right\|=1, \quad v_{j} \rightharpoonup 0, \quad\left(\lambda^{k}-H_{0}^{k}\right) v_{j} \rightarrow 0 \tag{3.6}
\end{equation*}
$$

Now ( $\lambda^{k}-H_{0}^{k}$ ) $=M_{k-1}\left(\lambda-H_{0}\right.$ ), where $M_{k-1}$ is given by (3.2). By Lemma 3.2, $M_{k-1}$ has a bounded inverse. Thus

$$
\begin{equation*}
\left(\lambda-H_{0}\right) v_{j} \rightarrow 0 \tag{3.7}
\end{equation*}
$$

Note that $v_{j} \in \mathscr{H}_{1}$ and consequently it is in $D(H)$. Moreover

$$
\begin{align*}
F(\lambda-H) v_{j}= & F\left(\lambda-E^{-1} H_{0}\right) v_{j}=F^{-1}\left(\lambda E-H_{0}\right) v_{j}  \tag{3.8}\\
= & \lambda\left(1+F^{-1}\right)(F-1)\left(H_{0}-i\right)^{-k} \\
& \times P_{0}\left(H_{0}-i\right)^{k} v_{j}+F^{-1}\left(\lambda-H_{0}\right) v_{j}
\end{align*}
$$

Since

$$
\left(H_{0}-i\right)^{k}+\sum_{j=0}^{k}\binom{k}{j}(-i)^{k-j} H_{0}^{j}
$$

we see from Lemma 3.3 and (3.6) that $\left\|\left(H_{0}-i\right)^{k} v_{j}\right\| \leq C$ for some constant $C$. Thus there is a subsequence (also denoted by $\left.\left\{v_{j}\right\}\right)$ such that $\left(H_{0}-i\right)^{k} v_{j}$ converges weakly. Since $v_{k} \rightarrow 0$, we must have

$$
\begin{equation*}
\left(H_{0}-i\right)^{k} v_{j}-0 \tag{3.9}
\end{equation*}
$$

This together with (3.7), (3.8) and the hypothesis implies

$$
\begin{equation*}
F(\lambda-H) v_{j} \rightarrow 0 \tag{3.10}
\end{equation*}
$$

Moreover since

$$
(F-1) v_{j}=(F-1)\left(H_{0}-i\right)^{-k} P_{0}\left(H_{0}-i\right)^{k} v_{j} \rightarrow 0
$$

we see that $F v_{j}-0$. Since

$$
1=\left\|v_{j}\right\|=\left\|F^{-1} F v_{j}\right\| \leq\left\|F^{-1}\right\|\left\|v_{j}\right\|
$$

we see that $\lambda \in \sigma_{e}(H)$.
It is now a simple matter to give the following proof.

Proof of Theorem 1.2. By (1.5) we know that $\sigma_{e}\left(H_{0}\right)=\mathbf{R}$ (cf. [16]). Lemma 3.4 tells us that $\mathbf{R}-\{0\} \subset \sigma_{e}(H)$. Since $\sigma_{e}(H)$ is a closed set, we must have $\sigma_{e}(H)=\mathbf{R}$.

In proving Theorem 1.5 we shall use:
Lemma 3.5. If the system (1.1) has constant deficit, then there is a self adjoint operator $H_{1}$ such that $D\left(H_{1}\right)=D(S), P_{0} H_{1} \subset H_{1} P_{0}=H_{0}$, and $H_{1} S=$ $S H_{1}$.

Proof. For $p \subset \mathbf{R}^{n}-\{0\}$, let $\hat{P}_{0}(p)$ be the orthogonal projection of $\mathbf{C}^{m}$ onto $N(A(p)){ }^{\perp}$. Since the system (1.1) has constant deficit, the dimension of $R\left(\hat{P}_{0}(p)\right)$ is constant. It is easily checked that $\hat{P}_{0}(p)$ is analytic and homogeneous of degree 0 . Put

$$
\begin{equation*}
B(p)=A(p)+|p|\left(1-\hat{P}_{0}(p)\right) \tag{3.10}
\end{equation*}
$$

Note that $B(p)$ is homogeneous of degree 1 and det $B(p) \neq 0$. Thus there are constants $C>c_{0}>0$ such that

$$
\begin{equation*}
c_{0}|p||u| \leq|B(p) u| \leq C|p \| u| . \tag{3.11}
\end{equation*}
$$

Hence $B(p) \hat{u} \in \mathscr{H}$ iff $|p| \hat{u} \in \mathscr{H}$. Define the operator $H_{1}$ by

$$
\left(H_{1} u\right)^{\wedge}=B(p) \hat{u}
$$

Thus $u \in \mathscr{H}$ is in $D\left(H_{1}\right)$ iff $B(p) \hat{u} \in \mathscr{H}$. By (3.9),

$$
\begin{equation*}
\|S u\| \leq C\left(\left\|H_{1} u\right\|+\|u\|\right) \leq C^{\prime}\|S u\| \tag{3.12}
\end{equation*}
$$

Thus $D(S)=D\left(H_{1}\right)$. Itis easily checked that $\left(P_{0} u\right)^{\hat{n}}=\hat{P}_{0}(p) \hat{u}$. Since

$$
\hat{P}_{0}(p) B(p) \subset B(p) \hat{P}_{0}(p)=A(p)
$$

we see that $P_{0} H_{1} \subset H_{1} P_{0}=H_{0}$.
Now it is a simple matter to give the next proof.
Proof of Theorem 1.5. By Lemma 3.5 we have

$$
\left(H_{0}-i\right)^{-k} P_{0}=\left(H_{1}-i\right)^{-k} P_{0}=S^{-k} P_{0}\left[S\left(H_{1}-i\right)^{-1}\right]^{k}
$$

Since $D(S)=D\left(H_{1}\right)$, and they are closed operators, it follows that $S\left(H_{1}-\right.$ $i)^{-1}$ is bounded. Hence the hypotheses of Theorem 1.2 are satisfied.

Corollary 1.6 follows from Theorem 1.5 if we note that $D\left(S^{k}\right)=H^{k, 2}$. We take $k$ large and apply the results of [16].

## 4. Existence of wave operators

In proving Theorem 1.3 we shall use an abstract theorem which we state and prove below. A weaker form was proved by Schechter [19]. Several generalizations of this have appeared. They are all special cases of our Theorem 4.1. They are given as corollaries.

Let $H_{0}, H$ be self adjoint operators on Hilbert spaces $\mathscr{H}_{0}, \mathscr{H}$, respectively. Let $J$ be a bounded operator from $\mathscr{H}_{0}$ to $\mathscr{H}$. Set

$$
\begin{equation*}
u_{0 t}=e^{-i t H_{0}} u, \quad v_{t}=e^{-i t H} v, \quad W(t) u=e^{i t H} J u_{0 t} \tag{4.1}
\end{equation*}
$$

For a particular element $u \in \mathscr{H}_{0}$ we assume that there are complex valued functions $f(\lambda), g(\lambda)$, a real number $a$ and a function $\phi(t)$ from $[a, \infty)$ to $\mathscr{H}$ such that:
(1) $D\left(g(H)^{*}\right)$ is dense in $\mathscr{H}$.
(2) $u \in D\left(H_{0}\right) \cap D\left[f\left(H_{0}\right)\right]$.
(3) $W(a) u \in D(g(H))$.
(4) For $t \geq a$,

$$
\begin{align*}
\left(J u_{0 t}, H g(H)^{*} v\right)-\left(J H_{0} u_{0 t}, g(H)^{*} v\right) & =(\phi(t), v)  \tag{4.2}\\
v & \in D\left(H g(H)^{*}\right)
\end{align*}
$$

(5) The function $\phi(t)$ satisfies $\int_{a}^{\infty}\|\phi(t)\| d t<\infty$.

Theorem 4.1. Under the above hypotheses the following conclusions hold:
(a) $g(H) W(t) u$ converges to some element $h$ in $\mathscr{H}$;
(b)
$\underset{t \rightarrow \infty}{\lim \sup \left\|W(t) f\left(H_{0}\right) u-h\right\| \leq \underset{t \rightarrow \infty}{\lim \sup \|}\left[g(H) J-J f\left(H_{0}\right)\right] u_{0 t} \| ; ~ ; ~ ; ~}$
(c)
$\lim \sup \left\|[W(s)-W(t)] f\left(H_{0}\right) u\right\| \leq 2 \lim \sup \left\|\left[g(H) J-J f\left(H_{0}\right)\right] u_{0 t}\right\|$. $s, t \rightarrow \infty \quad t \rightarrow \infty$

Proof. We observe that for $a \leq s \leq t$,

$$
\begin{align*}
& \left(J u_{0 t}, g(H)^{*} v_{t}\right)-\left(J u_{0 s}, g(H)^{*} v_{s}\right) \\
& \quad=i \int_{s}^{t}\left\{\left(J u_{0 \sigma}, H g(H)^{*} v_{\sigma}\right)-\left(J H_{0} u_{0 \sigma}, g(H)^{*} v_{\sigma}\right)\right\} d \sigma  \tag{4.3}\\
& \quad=i \int_{s}^{t}\left(\phi(\sigma), v_{\sigma}\right) d \sigma, \quad v \in D\left(H g(H)^{*}\right)
\end{align*}
$$

by hypothesis (4). In particular, we have

$$
\left(W(t) u, g(H)^{*} v\right)=\left(W(a) u, g(H)^{*} v\right)+i \int_{a}^{t}\left(\phi(\sigma), v_{\sigma}\right) d \sigma
$$

By hypotheses (3) and (5) we see that there is a constant $C$ such that

$$
\begin{equation*}
\left|\left(W(t) u, g(H)^{*} v\right)\right| \leq C\|v\|, \quad v \in D\left(H g(H)^{*}\right) \tag{4.4}
\end{equation*}
$$

A density argument now shows that (4.4) holds for all $v \in D\left(g(H)^{*}\right)$. Thus it follows that $W(t) u \in D(g(H))$ for $t \geq a$. Moreover (4.3) implies

$$
|(g(H)[W(t)-W(s)] u, v)| \leq\|v\| \int_{s}^{t}\|\phi(\sigma)\| d \sigma
$$

for $v \in D\left(H g(H)^{*}\right)$. Hypothesis (1) now gives

$$
\begin{equation*}
\|g(H)[W(t)-W(s)] u\| \leq \int_{s}^{t}\|\phi(\sigma)\| d \sigma \rightarrow 0 \tag{4.5}
\end{equation*}
$$

as $s, t \rightarrow \infty$. This proves conclusion (a). To prove (b) and (c) note that

$$
W(t) f\left(H_{0}\right) u=e^{i t H}\left(J f\left(H_{0}\right)-g(H) J\right) u_{0 t}+g(H) W(t) u
$$

Let $M$ be the set of those $u \in \mathscr{H}_{0}$ such that $W(t) u$ converges in $\mathscr{H}$. We have:

COROLLARY 4.2. If in addition to the hypotheses of Theorem 4.1 we assume

$$
\begin{equation*}
\left[g(H) J-J f\left(H_{0}\right)\right] u_{0 t} \rightarrow 0 \quad \text { as } t \rightarrow \infty \tag{6}
\end{equation*}
$$

then $f\left(H_{0}\right) u \in M$.
Corollary 4.3 (Combes-Weder [4]). Assume that there are a bounded complex valued function $f(\lambda)$, an operator $A$ from $D\left(H_{0}\right)$ to a Banach space $\mathscr{K}$, a bounded operator $B$ from $\mathscr{H}$ to $\mathscr{K}^{\prime}$ and a set $D \subset D\left(H_{0} f\left(H_{0}\right)\right)$ such that:
(i) $f\left(H_{0}\right)$ on $D$ has a range dense in $\bar{D}$;
(ii) for $u \in D, v \in D(H)$ we have

$$
\begin{equation*}
\left(f(H) J f\left(H_{0}\right) u, H v\right)-\left(f(H) J H_{0} f\left(H_{0}\right) u, v\right)=\langle A u, B v\rangle \tag{4.6}
\end{equation*}
$$

(iii) for $u \in D$,

$$
\begin{equation*}
\left[f(H) J-J f\left(H_{0}\right)\right] u_{0 t} \rightarrow 0 \tag{4.7}
\end{equation*}
$$

(iv) for each $u \in D$ there is an $a>0$ such that

$$
\begin{equation*}
\int_{a}^{\infty}\left\|A u_{0 t}\right\|_{\mathscr{X}} d t<\infty \tag{4.8}
\end{equation*}
$$

Then $\bar{D} \subset M$.
Proof. By hypothesis (i), we can replace $u$ by $f\left(H_{0}\right) u$ in (4.7). Thus $f\left(H_{0}\right)^{2} u \in M$ for each $u \in D$ by Corollary 4.2. The result now follows from hypothesis (i).

Corollary 4.4 (Ginibre [11]). Assume that

$$
\begin{equation*}
\left\|E(C I) J E\left(I_{0}\right)\right\| \rightarrow 0 \quad \text { as }|I| \rightarrow \infty \tag{4.9}
\end{equation*}
$$

for each bounded interval $I_{0}$ and that there is a dense subset $D \subset \mathscr{H}_{a c}\left(H_{0}\right)$ such that

$$
\begin{equation*}
\int_{1}^{\infty}\left\|E(I)\left[H J-J H_{0}\right] E_{0}\left(I_{0}\right) u_{0 t}\right\| d t<\infty \tag{4.10}
\end{equation*}
$$

for each $u \in D$ and bounded intervals $I, I_{0}$. Then $\mathscr{H}_{\text {ac }}\left(H_{0}\right) \subset M$.
Proof. Let $I_{0}$ be any bounded interval, and let $\varepsilon>0$ be given. Let $I$ be a bounded interval such that $\left\|E(C I) J E_{0}\left(I_{0}\right)\right\|<\varepsilon$. Let $f(\lambda), g(\lambda)$ be the characteristic functions of the intervals $I_{0}, I$, respectively. For $u \in \mathscr{H}_{a c}\left(H_{0}\right), v$ $\in \mathscr{H}$ we have

$$
\begin{aligned}
& \left(J E_{0}\left(I_{0}\right) u_{0 t}, H E(I) v\right)-\left(J H_{0} E_{0}\left(I_{0}\right) u_{0 t}, E(I) v\right) \\
& \quad=\left(E(I)\left[H J-J H_{0}\right] E_{0}\left(I_{0}\right) u_{0 t}, v\right) \\
& \quad=(\phi(t), v)
\end{aligned}
$$

For $u \in \mathscr{H}_{a c}\left(H_{0}\right)$ we apply Theorem 4.1 to $E_{0}\left(I_{0}\right) u$. Hypotheses (1)-(5) are easily verified. From conclusion (c) we have

$$
\begin{aligned}
& \limsup _{s, t \rightarrow \infty}\left\|[W(s)-W(t)] E_{0}\left(I_{0}\right) u\right\| \\
& \quad \leq 2\left\|\left[E(I) J-J E_{0}\left(I_{0}\right)\right] E_{0}\left(I_{0}\right)\right\|\|u\| \\
& \quad=2\left\|E(C I) J E_{0}\left(I_{0}\right)\right\|\|u\| \\
& \quad<2 \varepsilon\|u\|
\end{aligned}
$$

Since $\varepsilon$ was arbitrary, we conclude that $E_{0}\left(I_{0}\right) u \in M$. Since $I_{0}$ was arbitrary we conclude that $u \in M$.

Corollary 4.5 (Kato [13]). For $\operatorname{Im} z \neq 0$ let

$$
C(z)=R(z) J-J R_{0}(z)
$$

If

$$
\begin{equation*}
\int_{1}^{\infty}\left\|C(z) u_{0 t}\right\| d t<\infty \tag{4.11}
\end{equation*}
$$

then $u \in M$.
Proof. Put $f(\lambda)=(z-\lambda)^{-1}$ in Corollary 4.3. Note that

$$
\begin{aligned}
& \left(R(z) J R_{0}(z) w, H v\right)-\left(R(z) J R_{0}(z) H_{0} w, v\right) \\
& \quad=-\left(J R_{0}(z) w, v\right)+(R(z) J w, v) \\
& \quad=(C(z) w, v)
\end{aligned}
$$

for $w \in \mathscr{H}_{0}, v \in D(H)$. Let $D$ be the set of those $u \in \mathscr{H}_{0}$ satisfying (4.11). We note that

$$
\begin{equation*}
C(z) u_{0 t} \rightarrow 0 \text { as } t \rightarrow \infty, \quad u \in D \tag{4.12}
\end{equation*}
$$

To see this, let $u \in D$, and let

$$
v_{a}=\frac{1}{a} \int_{0}^{a} u_{0 t} d t \rightarrow u \quad \text { as } a \rightarrow 0
$$

Then

$$
\begin{aligned}
\left\|C(z) v_{a, 0 \sigma}\right\| & =\frac{1}{a}\left\|\int_{0}^{a} C(z) u_{o, t+\sigma} d t\right\| \\
& \leq \frac{1}{a} \int_{\sigma}^{\infty}\left\|C(z) u_{0 \tau}\right\| d \tau \rightarrow 0 \quad \text { as } \sigma \rightarrow \infty
\end{aligned}
$$

Since $C(z)$ is bounded, we get (4.12). The result now follows from Corollary 4.3.

Corollary 4.6 (Davies [6]). Assume $u \in D\left(H_{0}\right)$ and there are constants $\alpha \geq 1, \beta \geq 1$ such that $R(z)^{\alpha}\left[H J-J H_{0}\right] R_{0}(z)^{\beta} u_{0 t} \in L^{1}$. Assume also that there is a function $F(\lambda)$ such that $|F(\lambda)| \geq 1$ and $|F(\lambda)| \rightarrow \infty$ as $|\lambda| \rightarrow \infty$ and

$$
\underset{t \rightarrow \infty}{\limsup }\left\|F(H) J R_{0}(z)^{\beta} u_{0 t}\right\|<\infty
$$

Then $u \in M$.

Proof. Setting $f(z)=(z-\lambda)^{-\beta}, g(z)=(z-\lambda)^{-\alpha}$ in Theorem 4.1 we see that $R(z)^{\alpha} W(t) R_{0}(z)^{\beta} u$ converges. For each bounded $I,(z-H)^{\alpha} E(I)$ is bounded. Consequently $E(I) W(t) R_{0}(z)^{\alpha} u$ converges as well. On the other hand,

$$
\left\|E(C I) W(t) R_{0}(z)^{\beta} u\right\| \leq \sup _{C I}|F(\lambda)|^{-1}\left\|F(H) J R_{0}(z)^{\beta} u_{0 t}\right\|
$$

Thus $W(t) R_{0}(z)^{\beta} u$ converges. Hence $R_{0}(z)^{\beta} u \in M$. Therefore $u \in M$.
Corollary 4.7 (Enss [10]). Assume that $g(H)\left[H J-J H_{0}\right] g\left(H_{0}\right) u_{0 t} \in L^{1}$ for every $g \in C_{0}^{\infty}$ and every $u$ such that $u=g\left(H_{0}\right) u$. If there is a $z$ such that $C(z)$ is a compact operator, the $\mathscr{H}_{a c}\left(H_{0}\right) \subset M$.

Proof. If $C(z)$ is compact, the same is true of $g(H) J-J g\left(H_{0}\right)$. We apply Corollary 4.2 with $f(\lambda)=g(\lambda) \in C_{0}^{\infty}, u \in \mathscr{H}_{a c}\left(H_{0}\right)$ such that $u=g\left(H_{0}\right) u$. Note that hypothesis (6) holds. Hence $M$ contains all such $u$. Since they are dense in $\mathscr{H}_{a c}\left(H_{0}\right)$, the result follows.

Corollary 4.8 (Schechter [18], [19]). Assume that there are a Banach space $\mathscr{K}$ and linear operators $A$ from $\mathscr{H}_{0}$ to $\mathscr{K}$ and $B$ from $\mathscr{H}$ to $\mathscr{K}^{\prime}$ such that $D\left(H_{0}\right) \subset D(A), B$ is $H$-bounded and

$$
\begin{equation*}
\left(J u_{0 t}, H g\right)-\left(J H_{0} u_{0 t}, g\right)=\left\langle A u_{0 t}, B g\right\rangle \tag{4.13}
\end{equation*}
$$

holds for some $u \in D\left(H_{0}\right)$ and all $g \in D(H)$. If $u$ satisfies (4.8), then $u \in M$.
Proof. Note that (4.13) implies

$$
\begin{equation*}
[B R(\bar{z})]^{*} A u_{0 t}=C(z)\left(z-H_{0}\right) u_{0 t} \tag{4.14}
\end{equation*}
$$

Thus (4.8) implies that $\left(z-H_{0}\right) u \in M$ by Corollary 4.5. Since $M$ is a reducing subspace of $H_{0}$, we see that $u \in M$.

## 5. Scattering

Now we prove Theorem 1.3 by applying Theorem 4.1. We note that

$$
\begin{align*}
(J u, & H v)_{1}-\left(J H_{0} u, v\right)_{1}  \tag{5.1}\\
& =\left(J u, H_{0} v\right)-\left(F J H_{0} u, F v\right) \\
& =\left(\left[F^{-1}-F\right] J H_{0} u, F v\right) \\
& =\left([1-F] J H_{0} u,(1+F) v\right), \quad u \in D\left(H_{0}\right), v \in D(H)
\end{align*}
$$

Let $\lambda_{1}(p), \ldots, \lambda_{r}(p)$ denote the roots of

$$
\begin{equation*}
\operatorname{det}(\lambda I-A(p))=0 \tag{5.2}
\end{equation*}
$$

which do not vanish identically. We shall need the following result.
Lemma 5.1. There exists a closed set $N$ of measure 0 and measurable functions $v_{1}(p), \ldots, v_{m}(p)$ from $\mathbf{R}^{n}$ to $\mathbf{R}^{m}$ such that:
(a) The $\lambda_{j}(p)$ are analytic on $C N=\mathbf{R}^{n}-N$ with $\lambda_{j}(p) \neq 0, \nabla \lambda_{j}(p) \neq 0$ there.
(b) The $v_{j}(p)$ are analytic on $C N$ and orthonormal in $\mathbf{R}^{m}$ for each $p \in C N$.
(c) $\left[A(p)-\lambda_{j}(p)\right] v_{j}(p)=0$, and every function $u \in \mathscr{H}$ can be written in the form

$$
\begin{equation*}
\hat{u}(p)=\sum_{j=1}^{m} w_{j}(p) v_{j}(p) \quad \text { where }\left\{w_{1}(p), \ldots, w_{m}(p)\right\} \in \mathscr{H} \tag{5.3}
\end{equation*}
$$

Proof. This was essentiallly proved by Avila [1] and Wilcox [27], [28]. Avila showed that the set where the $\lambda_{j}(p)$ vanishes has measure 0 .

Wilcox [27] showed that the $\lambda_{j}(p)$ are continuous and that their multiplicities are constant on the complement of a closed set of measure 0 . He showed how to construct the $v_{j}(p)$ on this complement. It follows from his work [29] that the $\lambda_{j}(p)$ and $v_{j}(p)$ are analytic there as well. The set of points where $\nabla \lambda_{j}(p)=0$ is also closed and of measure 0 .

Proof of Theorem 1.3. Let $Q$ be the set of those $u \in \mathscr{H}$ which satisfy (5.3) with the $w_{j}(p) \in C_{0}^{\infty}(C N)$. This set is dense in $\mathscr{H}$. Assume for the moment that $J=J(p) \in C^{\infty}$. Then we have

$$
\begin{equation*}
\left[e^{i t H_{0}} J H_{0} u\right]^{\wedge}=\sum_{j=1}^{m} e^{-i t \lambda_{j}(p)} J(p) \lambda_{j}(p) w_{j}(p) v_{j}(p) \tag{5.4}
\end{equation*}
$$

Note that all components of this vector are in $C_{0}^{\infty}(C N)$. By a lemma of Veselic and Weidmann [31] for each real $s$ there is a constant $C_{s}$ such that

$$
\begin{equation*}
\left|e^{i t H_{0}} J H_{0} u\right| \leq C_{s}|t|^{-s} \rho(x)^{s}, \quad|t| \geq 1 \tag{5.5}
\end{equation*}
$$

where $\rho(x)=1+|x|$. Let $\phi(x)$ be a function in $\mathscr{S}$ such that $\hat{\phi}(p) \in$ $C_{0}^{\infty}(C N)$ and $\hat{\phi}(p)=1$ on the support of $\hat{u}(p)$. Let $V(y)=|F(y)-1|^{2}$. We are going to show that (1.9) implies

$$
\begin{equation*}
\rho(x)^{\alpha}\left(\int V(y)|\phi(y-x)| d y\right)^{1 / 2} \in L^{q} \tag{5.6}
\end{equation*}
$$

Assume this for the moment. Put $h=J H_{0} u$. Then $\hat{h}_{0 t}=\hat{\phi} \hat{h}_{0 t}$ and consequently $h_{0 t}=\phi^{*} h_{0 t}$. Hence
(5.7) $\left|\left([F-1] h_{0 t}, v\right)\right| \leq \iint V(y)^{1 / 2}\left|\phi(y-x) h_{0 t}(x) v(y)\right| d x d y$

$$
\leq\left(\iint V(y)\left|\phi(y-x) \| h_{0 t}(x)\right|^{2} d x d y\right)^{1 / 2}\|\phi\|_{1}\|v\|
$$

Now assume that (5.6) holds for $\alpha>1, q=2$. Take $s=\alpha$ in (5.5). Then (5.7) gives

$$
\begin{equation*}
\left\|[F-1] h_{0 t}\right\| \leq C\left\|\rho^{\alpha} V_{\phi}\right\||t|^{-\alpha}, \quad|t| \geq 1 \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\phi}(x)=\left(\int V(y)|\phi(y-x)| d y\right)^{1 / 2} \tag{5.9}
\end{equation*}
$$

This shows that the lefthand side of (5.8) is in $L^{1}(|t| \geq 1)$. We can now apply Theorem 4.1 to obtain the desired conclusion.

Next suppose (5.6) holds for $\alpha>1, q=\infty$. Take $s$ in (5.5) so that

$$
\begin{equation*}
s>\max \left[1, \frac{n}{2(\alpha-1)}\right] \tag{5.10}
\end{equation*}
$$

and let $\nu$ satisfy

$$
\begin{equation*}
\alpha^{-1}<\nu<\frac{2 s-2}{2 s-2 \alpha+n} \tag{5.11}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \int_{\rho<|t|^{\nu}} V_{\phi}(x)^{2}\left|h_{0 t}(x)\right|^{2} d x  \tag{5.12}\\
& \quad \leq C|t|^{-2 s} \int_{\rho<|t|^{\nu}} \rho(x)^{2(s-\alpha)} d x \leq C|t|^{(2 s-2 \alpha+n) \nu-2 s}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\rho>|t|^{\nu}} V_{\phi}(x)^{2}\left|h_{0 t}(x)\right|^{2} d x \leq C|t|^{-2 \alpha \nu}\|h\| . \tag{5.13}
\end{equation*}
$$

In view of inequalities (5.10) and (5.11), we see from (5.7), (5.12) and (5.13) that the lefthand side of (5.8) is again in $L^{1}(|t| \geq 1)$. If (5.6) holds for
$\alpha>1,2<q<\infty$, the same result follows from interpolation. Thus by Theorem 4.1 we see that (1.10) holds.

Now assume $J(p)$ arbitrary. Since it maps $\mathscr{H}$ into $\mathscr{H}_{1}$ it must be a bounded function of $p$. For any $u$ such that $\hat{u} \in C_{0}^{\infty}$ and any $\varepsilon>0$ we can find a matrix $J_{1}(p) \in C^{\infty}$ commuting with $A(p)$ such that

$$
\int\left|J(p)-J_{1}(p)\right|^{2}|\hat{u}(p)|^{2} d p<\varepsilon^{2}
$$

If we let

$$
\begin{equation*}
W(J, t)=e^{i t H} J e^{i t H_{0}} \tag{5.14}
\end{equation*}
$$

we have

$$
\begin{aligned}
& \|W(J, t) u-W(J, \tau) u\|_{1} \\
& \quad \leq\left\|W\left(J-J_{1}, t\right) u\right\|_{1}+\left\|W\left(J_{1}, t\right) u-W\left(J_{1}, \tau\right) u\right\|_{1} \\
& \quad+\left\|W\left(J_{1}-J, \tau\right) u\right\|_{1}
\end{aligned}
$$

The first and third terms on the right are bounded by $2\|u\|$ while the middle term tends to 0 as $t, \tau \rightarrow \infty$ by what has just been proved. Since such $u$ are dense in $L^{2},(1.10)$ holds for $J$.

It remains to show that (1.9) implies (5.6). This follows from the next result.
Lemma 5.2. Let $\phi(x)$ be a function satisfying $|\phi(x)| \leq C \rho(x)^{-b}$ for some $b>\alpha+n$, where $\alpha \geq 0$. If

$$
\begin{equation*}
\tilde{h}(x)=\int_{|x-y|<1}|h(y)| d y \tag{5.15}
\end{equation*}
$$

then for any $p, 1 \leq p \leq \infty$,

$$
\begin{equation*}
\rho^{\alpha}\left[h^{*} \phi\right]\left\|_{p} \leq C\right\| \rho^{\alpha} \tilde{h} \|_{p} \tag{5.16}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
& A_{k}(x)=\int_{k<|x-y|<k+1}|h(y) \phi(x-y)| d y \\
& \tilde{h}_{\alpha}(x)=\int_{|x-y|<1}|h(y)| \rho(y)^{\alpha} d y
\end{aligned}
$$

Since $\rho(y) \leq \rho(x) \rho(x-y)$, we know that

$$
\begin{equation*}
\tilde{h}_{\alpha}(x) \leq 2^{\alpha} \rho(x)^{\alpha} \tilde{h}(x) \tag{5.17}
\end{equation*}
$$

Let $z_{1}^{(k)}, \ldots, z_{N(k)}^{(k)}$ be points in the set $k<|z|<k+1$ such that this set is covered by the $N(k)$ balls of radius 1 centered at the $z_{j}^{(k)}$. We know that $N(k) \leq C k^{n-1}$. Now

$$
\begin{aligned}
\rho(x)^{\alpha} A_{k}(x) & \leq \int_{k<|x-y|<k+1}\left|h(y) \rho(y)^{\alpha} \rho(x-y)^{\alpha} \phi(x-y)\right| d y \\
& \leq C \rho(k)^{\alpha-b} \sum_{j=1}^{N(k)} \tilde{h}_{\alpha}\left(x+z_{j}^{(k)}\right)
\end{aligned}
$$

Thus

$$
\left\|\rho^{\alpha} A_{k}\right\|_{p} \leq C^{\prime} \rho(k)^{\alpha-b+n-1}\left\|\tilde{h}_{\alpha}\right\|_{p}
$$

The lefthand side of (5.16) is bounded by

$$
\sum_{k=1}^{\infty}\left\|\rho^{\alpha} A_{k}\right\|_{p} \leq C^{\prime \prime}\left\|\tilde{h}_{\alpha}\right\|_{p} \sum_{k=1}^{\infty} \rho(k)^{\alpha+n-b-1}
$$

The result now follows from (5.17).
Proof of Theorem 1.4. The operator $J_{0}\left(i-H_{0}\right)^{-k}$ is a bounded operator from $\mathscr{H}$ to $\mathscr{H}_{1}$ and it satisfies (1.8). Thus

$$
D\left(W_{ \pm}\left(H, H_{0}, J_{0}\left(i-H_{0}\right)^{-k}\right)\right)=\mathscr{H}
$$

by Theorem 1.3. On the other hand $R\left(P_{0}\right)=\mathscr{H}_{a c}\left(H_{0}\right)$, the subspace of absolute continuity of $H_{0}$ (cf. [12]). Thus

$$
\begin{equation*}
e^{i t H_{0}} P_{0} u \rightarrow 0 \text { in } \mathscr{H}, \quad u \in \mathscr{H} \tag{5.18}
\end{equation*}
$$

By hypothesis, this implies

$$
\left(J-J_{0}\right)\left(i-H_{0}\right)^{-k} P_{0} e^{i t H_{0}} P_{0} u \rightarrow 0 \quad \text { in } \mathscr{H}
$$

This shows that

$$
D\left(W_{ \pm}\left(H, H_{0}, J\left(i-H_{0}\right)^{-k} P_{0}\right)\right)=D\left(W_{ \pm}\left(H, H_{0}, J_{0}\left(i-H_{0}\right)^{-k} P_{0}\right)\right)=\mathscr{H}
$$

and

$$
W_{ \pm}\left(H, H_{0}, J\left(i-H_{0}\right)^{-k} P_{0}\right)=W_{ \pm}\left(H, H_{0}, J_{0}\left(i-H_{0}\right)^{-k} P_{0}\right)
$$

Thus $W(J, t)\left(i-H_{0}\right)^{-k} P_{0} u$ converges as $t \rightarrow \pm \infty$, where $W(J, t)$ is given by
(5.14). This means that $W(J, t) v$ converges for $v \in R\left(P_{0}\right) \cap D\left(H_{0}^{k}\right)$. Since this set is dense in $R\left(P_{0}\right)$ and $\|W(J, t)\| \leq\|J\|$, we see that (1.11) holds.

To prove Theorem 1.7 we note that its hypotheses imply those of Theorem 1.4 in the case of a system with constant deficit (see the proof of Corollary 1.6 in Section 3).

Proof of Theorem 1.8. We follow the proof of Theorem 1.3. In this case we can replace (5.4) with

$$
\begin{equation*}
\left[e^{-i t H_{0}} J H_{0} u\right]^{\wedge}=\sum_{j=1}^{r} e^{-i t \lambda_{j}(p)} J(p) \lambda_{j}(p) P_{j}(p) \hat{u}(p) \tag{5.19}
\end{equation*}
$$

where $r$ is the rank of the matrix (1.12) and the $P_{j}(p)$ are homogeneous matrix functions of degree 0 (cf. [27]). It was shown in [31] that there is a dense set $Q$ in $\mathscr{H}$ such that each $u \in Q$ satisfies $\hat{u} \in C_{0}^{\infty}$ and for each $u$ in $Q$ and each real number $s$ there is a constant $C_{s}$ such that

$$
\begin{equation*}
\left|e^{-i t H_{0}} J H_{0} u\right| \leq C_{s}|t|^{-s-(n-1) / 2} \rho(x)^{s}, \quad|t| \geq 1 \tag{5.20}
\end{equation*}
$$

We use this inequality in place of (5.5). If we use this in (5.7), we obtain

$$
\begin{equation*}
\left\|[F-1] h_{0 t}\right\| \leq C\left\|\rho^{\alpha} V_{\phi}\right\||t|^{-\alpha-(n-1) / 2}, \quad|t| \geq 1 \tag{5.21}
\end{equation*}
$$

in place of (5.8). Thus in this case all we need is $\alpha+1 / 2(n-1)>1$, which is the new inequality for $\alpha$ when $q=2$. If we now proceed as in the proof of Theorem 1.3 we get the desired result via interpolation (cf. [17]).

To prove Theorem 1.9, follow the proof of Theorem 1.4 replacing Theorem 1.3 with Theorem 1.8. Note also that the hypotheses of Theorem 1.7 imply those of Theorem 1.4 (see the proof of Corollary 1.6 in Section 3).

In proving Theorem 1.10 we shall make use of the following theorem proved in [2].

Lemma 5.3. Let $H_{0}(H)$ be a self adjoint operator on a Hilbert space $\mathscr{H}_{0}(\mathscr{H})$ and let $J$ be a bounded linear operator from $\mathscr{H}_{0}$ to $\mathscr{H}$. Assume:
(I) There are a Hilbert space $\mathscr{K}$ and linear operators $A$ from $\mathscr{H}_{0}$ to $\mathscr{K}$ and $B$ from $\mathscr{H}$ to $\mathscr{K}$ such that $D\left(H_{0}\right) \subset D(A), D(H) \subset D(B)$ and

$$
\begin{equation*}
(J u, H v)-\left(J H_{0} u, v\right)=(A u, B v)_{\mathscr{X}}, \quad u \in D\left(H_{0}\right), v \in D(H) \tag{5.22}
\end{equation*}
$$

(II) $A R_{0}(i)$ and $B R(i)$ are bounded operators.
(III) There is an open subset $Q$ of $\mathbf{R}$ with complement of measure 0 such that

$$
\begin{equation*}
\limsup _{a \rightarrow 0^{+}} \sup _{s \in I}\left\{a\left\|A R_{0}(s+i a)\right\|^{2}+a\|B R(s+i a)\|^{2}\right\}<\infty \tag{5.23}
\end{equation*}
$$

for each interval I with compact closure in $Q$.

Then $\mathscr{H}_{a c}(H) \subset D\left(W\left(H, H_{0}, J\right)\right)$ and $\mathscr{H}_{a c}(H) \subset D\left(W\left(H_{0}, H, J^{*}\right)\right)$.
We shall also use:
Lemma 5.4. There exist Hermitian matrices $V(x), W(x)$ such that

$$
|E(x)-1|^{1 / 2}=|W(x)| \leq V(x) \leq F(x)+1
$$

$V(x)$ is invertible and $S^{1 / 2}$-compact,

$$
\begin{equation*}
V(x) W(x)=W(x) V(x)=1-E(x) \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
(1+|x|)^{\alpha} \int_{|x-y|<1}\left\{|V(y)|^{2}+|W(y)|^{2}\right\} d y \in L^{\infty} \tag{5.25}
\end{equation*}
$$

Lemma 5.5. If $V$, $W$ satisfy (5.24), then

$$
R(z) E^{-1}-R_{0}(z)=z R(z) V W E^{-1} R_{0}(z)=z R_{0}(z) V W R(z) E^{-1}
$$

Proof. By (2.1) we have

$$
\begin{equation*}
\left(H_{0} u, v\right)=(u, H v)_{1}, \quad u \in D\left(H_{0}\right), v \in D(H) \tag{5.26}
\end{equation*}
$$

Thus

$$
\left(\left[H_{0}-z\right] u, v\right)=(u,[H-\bar{z}] v)_{1}+z([E-1] u, v)
$$

or

$$
\begin{equation*}
\left(E^{-1} f, R(\bar{z}) g\right)_{1}=\left(R_{0}(z) f, g\right)_{1}+z\left(W F^{-1} R_{0}(z) f, V F^{-1} R(\bar{z}) g\right)_{1} \tag{5.27}
\end{equation*}
$$

where $f=\left(z-H_{0}\right) u$ and $g=(\bar{z}-H) v$. This gives the first identity. To obtain the other we note that (5.27) is equivalent to

$$
(f, R(\bar{z}) g)=\left(R_{0}(z) f, E g\right)+z\left(W R_{0}(z) f, V R(\bar{z}) g\right)
$$

or

$$
\left(f, R(\bar{z}) E^{-1} h\right)=\left(f, R_{0}(\bar{z}) h\right)+\left(W R_{0}(z) f, V R(\bar{z}) E^{-1} h\right)
$$

where $h=E g$. This gives the other identity.
Lemma 5.6. Let

$$
G_{0}(z)=1-z V R_{0}(z) W, \quad G(z)=1+z V R(z) W E^{-1}
$$

Then

$$
\begin{equation*}
G(z) G_{0}(z)=G_{0}(z) G(z)=1, \quad \operatorname{Im} z \neq 0 \tag{5.28}
\end{equation*}
$$

Proof. The first product equals

$$
1+z V\left(R(z) E^{-1}-R_{0}(z)\right) W-z^{2} V R(z) W V E^{-1} R_{0}(z) W=1
$$

by Lemma 5.5. The same result is obtained if we reverse the order of multiplication.

Lemma 5.7. For $\operatorname{Im} z \neq 0$,

$$
\begin{equation*}
G_{0}(z) V R(z) E^{-1}=V R_{0}(z) \tag{5.29}
\end{equation*}
$$

and

$$
\begin{equation*}
R(z) E^{-1} V\left(1-z W R_{0} V\right)=R_{0}(z) V \tag{5.30}
\end{equation*}
$$

Proof. By one identity in Lemma 5.5,

$$
\left(1-z R_{0}(z) W V\right) R(z) E^{-1}=R_{0}(z)
$$

Applying ( $V$ ) to both sides, we obtain (5.29). By the other identity in Lemma 5.5,

$$
R(z) E^{-1}\left(1-z V W R_{0}(z)\right)=R_{0}(z)
$$

Applying this to $V$, we obtain (5.30).
Lemma 5.8. If $V(x)$ is $S^{1 / 2}$-bounded and satisfies (5.25), then for each bounded interval I bounded away from 0 there is a constant $C_{I}$ such that

$$
\begin{equation*}
a\left\|S^{1 / 2} R_{0}(s+i a) V u\right\|^{2} \leq C_{I}\|u\|^{2}, \quad s \in I, 0<a<1 \tag{5.31}
\end{equation*}
$$

Proof. Note that

$$
a\left\|R_{0}(s+i a) V u\right\|^{2}=\int|s+i a-A(p)|^{-2}|\hat{V} u(p)|^{2} d p
$$

As $a \rightarrow 0$, this converges to $\int_{S_{s}}|\hat{V} u|^{2} d S$ where $S_{s}=\{p \in \mathbf{R} \mid A(p)=s\}$. If $s \neq 0, S_{s}$ consists of smooth bounded sheets [27]. On the other hand, the limit of the lefthand side of (5.31) is a.e. equal to

$$
\pi \frac{d}{d s}\left(E_{0}(s) V u, V u\right)
$$

where $E_{0}(s)$ is the spectral projection of $H_{0}$. We can now apply Lemma 3.7 of [17] to conclude that

$$
\begin{equation*}
\frac{d}{d s}\left(E_{0}(s) V u, V u\right)=(T(s) u, u) \quad \text { a.e. } \tag{5.32}
\end{equation*}
$$

where $T(s)$ is a locally Holder continuous map from $\mathbf{R}-\{0\}$ to $B\left(L^{2}\right)$ (the bounded operators on $L^{2}$ ). Thus we have

$$
\begin{aligned}
& a\left\|S^{1 / 2}\left(R_{0}(s+i a)-R_{0}(i)\right) V u\right\|^{2} \\
& =a|s+i a-i|^{2}\left(\left\|S^{1 / 2} R_{0}(i) R_{0}(s+i a) P_{0} V u\right\|^{2}\right. \\
& \left.\quad+|s+i a|^{-2}\left\|\left(1-P_{0}\right) V u\right\|^{2}\right) \\
& \leq a|s+i a-i|^{2}\left(c \int|s+i a-t|^{-2}(T(t) u, u) d t\right. \\
& \\
& \left.\quad+|s+i a|^{-2}\left\|\left(1-P_{0}\right) V u\right\|^{2}\right)
\end{aligned}
$$

where we used the fact that $R\left(P_{0}\right)=\mathscr{H}_{a c}\left(H_{0}\right)$. Since $(T(t) u, u)$ is locally Holder continuous, we see that (5.31) holds.

Lemma 5.9. If $V, W$ are $S^{1 / 2}$-bounded and satisfy (5.25), then

$$
\left[V R_{0}(s+i a) W\right]
$$

is uniformly continuous in any rectangle $s \in I, 0<a<1$ when the interval $I$ is bounded and bounded away from 0.

Proof. By (5.32) we have

$$
\begin{aligned}
& \left(V\left[R_{0}\left(z_{1}\right)-R_{0}(z)\right] W u, v\right) \\
& \quad=\left(z-z_{1}\right) \int(z-t)^{-1}\left(z_{1}-t\right)^{-1}(T(t) u, v) d t \\
& \quad+\left(z-z_{1}\right) z^{-1} z_{1}^{-1}\left(V\left(1-P_{0}\right)\left(1-P_{0}\right) W u, v\right)
\end{aligned}
$$

Since $T(t)$ is locally Holder continuous, there are positive constants $\alpha, C$ such that

$$
\left\|V\left[R_{0}\left(z_{1}\right)-R_{0}(z)\right] W u\right\| \leq C\left|z_{1}-z\right|^{\alpha}\|u\|
$$

for $z, z_{1}$ in the rectangle.
Lemma 5.10. If $V(x)$ is $S^{1 / 2}$-compact, then $G_{0}\left(z_{1}\right)-G_{0}(z)$ is a compact operator for non-real $z, z_{1}$.

Proof. We have

$$
\begin{aligned}
G_{0}\left(z_{1}\right)-G_{0}(z) & =V\left[z R_{0}(z)-z_{1} R_{0}\left(z_{1}\right)\right] W \\
& =\left(z_{1}-z\right) V H_{0} R_{0}(z) R_{0}\left(z_{1}\right) W \\
& =\left(z_{1}-z\right) V S^{-1 / 2} H_{1} S\left(z-H_{1}\right)^{-1}\left(z_{1}-H_{1}\right)^{-1} P_{0} S^{-1 / 2} W
\end{aligned}
$$

where $H_{1}$ is the operator constructed in Lemma 3.5. Since $V S^{-1 / 2}$ is compact and the remaining combination of operators is bounded, the result follows.

Now we can give the next proof.
Proof of Theorem 1.10. We apply Lemma 5.3. By (5.24) and (5.26) we have

$$
(J u, H v)_{1}-\left(J H_{0} u, v\right)_{1}=\left(V J H_{0} u, W v\right)=(A u, B v)
$$

Now, $A R_{0}(i)=V J H_{0} R_{0}(i)$ is bounded on $L^{2}$ since $\|V J\| \leq\|(1+F) J\|$ and $J$ is a bounded operator from $L^{2}$ to $\mathscr{H}_{1}$. Moreover, by (5.28) and (5.29),

$$
\begin{aligned}
B R(i) F^{-1} & =W V^{-1} G(i) V R_{0}(i) F \\
& =W V^{-1} G(i) V\left|R_{0}(i)\right|^{1 / 2}\left|i-H_{0}\right| R_{0}(i)\left[\left|R_{0}(i)\right|^{1 / 2} F\right] .
\end{aligned}
$$

This is bounded since $|W| \leq V$ and $V$ is $\left|H_{0}\right|^{1 / 2}$-bounded. Thus hypotheses (I) and (II) are satisfied. To verify (III), note that

$$
\begin{aligned}
a \| & {\left[R_{0}(s+i a)-R_{0}(i)\right] A^{*} u \|^{2} } \\
& =a|s+i a-i|^{2}\left\|H_{0} J^{\prime} R_{0}(i) R_{0}(s+i a) V u\right\|^{2} \\
& \leq C a\left\|R_{0}(s+i a) V u\right\|^{2} \\
& \leq C_{I}\|u\|^{2}
\end{aligned}
$$

by Lemma 5.8. Thus the first part of (5.23) holds. To verify the second, note that

$$
\begin{equation*}
B R(z) F^{-1}=W V^{-1} G(z) V\left|i-H_{0}\right|^{1 / 2} R_{0}(z)\left[\left|R_{0}(i)\right|^{1 / 2} F\right] \tag{5.33}
\end{equation*}
$$

By Lemma 5.9, $G_{0}(s+i a)$ is uniformly continuous in every bounded rectangle $s \in I, 0<a<1$ as long as $I$ is bounded away from 0 . Thus it can be extended to be continuous on the boundary. Moreover, if $z_{1}$ is any fixed point in the rectangle,

$$
\begin{equation*}
G\left(z_{1}\right) G_{0}(z)-1=G\left(z_{1}\right)\left[G_{0}(z)-G_{0}\left(z_{1}\right)\right] \equiv K(z) \tag{5.34}
\end{equation*}
$$

by Lemma 5.6. By Lemma 5.10, $K(z)$ is compact. Since $G_{0}(z)$ depends analytically on $z$, its limit as $z$ approaches the real axis must have a bounded
inverse on an open set with complement of measure 0 (cf. [32], [33]). Thus there is an open subset $Q$ of $\mathbf{R}$ with complement of measure 0 such that $G_{0}(z)$ has a bounded inverse in any closed bounded rectangle with base in $Q$. Since $G(z)$ is the inverse of $G_{0}(z)$, we have

$$
\begin{equation*}
\|G(s+i a)\| \leq C_{I}, \quad s \in \bar{I} \subset Q, 0 \leq a \leq 1 \tag{5.35}
\end{equation*}
$$

where $C_{I}$ depends on $I$ but not on $s$ or $a$. Thus for such rectangles, by (5.33), we have

$$
\begin{equation*}
\left\|B R(z) F^{-1}\right\| \leq C\left\|V\left|i-H_{0}\right|^{1 / 2} R_{0}(z)\right\| \tag{5.36}
\end{equation*}
$$

In view of (5.31), this implies

$$
\begin{equation*}
a\left\|B R(s-i a) F^{-1}\right\|^{2} \leq C_{I}, \quad s \in \bar{I} \subset Q, 0 \leq a \leq 1 \tag{5.37}
\end{equation*}
$$

Thus (5.23) holds. Hence we may apply Lemma 5.3 to conclude that $\mathscr{H}_{a c}\left(H_{0}\right)$ is contained in the domains of $W_{ \pm}\left(H, H_{0}, J\right)$. To show that their ranges are dense in $\mathscr{H}_{a c}(H)$, let $g$ be any element in $\mathscr{H}_{a c}(H)$ which is orthogonal to the range of $W_{+}\left(H, H_{0}, J\right)$. Let $u$ by any function such that $V u$ is in $C_{0}^{\infty}$. Then there is a $w \in \mathscr{H}$ satisfying $J w=V u$. Hence

$$
\begin{equation*}
a \int_{I}\left(J R_{0}(z) w, R(z) g\right)_{1} d s \rightarrow \pi\left(W_{+} E_{0}(I) w, g\right)_{1}=0 \tag{5.38}
\end{equation*}
$$

as $a \rightarrow 0$ for any interval $I$ (cf. [20]). On the other hand, in view of Lemma 5.7 we have

$$
\begin{aligned}
\left(J R_{0}(z) w, R(z) g\right)_{1} & =\left(u, V R_{0}(\bar{z}) E R(z) g\right) \\
& =\left(u, G_{0}(\bar{z}) V R(\bar{z}) R(z) g\right) \\
& =\left(V G_{0}(\bar{z})^{*} u, R(\bar{z}) R(z) g\right) \\
& =\left(R(z) E^{-1} V G_{0}(\bar{z})^{*} u, R(z) g\right)_{1}
\end{aligned}
$$

Let $Q$ be the set described above and let $\bar{I} \subset Q$. Then the lefthand side of (5.38) converges to

$$
\begin{equation*}
\pi \int_{I} m\left(s, E^{-1} V G_{0}(s)^{*} u, g\right) d s \tag{5.39}
\end{equation*}
$$

where $m(s, f, g)$ is a measurable function of $s$, defined everywhere, and equal to $d(E(s) f, g) / d s$ whenever the latters exists (cf. [20], [34]). Thus we can conclude that (5.39) vanishes for all $u$ such that $V u$ is in $C_{0}^{\infty}$. Such $u$ are dense in $\mathscr{H}$. For if $h$ is orthogonal to all such $u$, then $V^{-1} h=0$ and consequently $h=0$. By (5.31),
$a\left\|R_{0}(z) V u\right\|_{1}^{2} \leq a\left\|F S^{-1 / 2}\right\|^{2}\left\|S^{1 / 2} R_{0}(z) V u\right\|^{2} \leq C_{I}\|u\|^{2}, \quad u \in I, 0<a<1$
provided $I$ is bounded and away from 0. Thus the expression (5.39) is bounded by $C_{I}\|u\|\|g\|_{1}$. Since $V^{-1} C_{0}^{\infty}$ is dense in $\mathscr{H}$, we see that (5.39) vanishes for all $u$ in $\mathscr{H}$. This is true for all $I$ such that $\bar{I} \subset Q$. Hence

$$
\begin{equation*}
m\left(s, E^{-1} V G_{0}(s)^{*} u, g\right)=0, \quad s \in Q, u \in \mathscr{H} \tag{5.40}
\end{equation*}
$$

Since $G_{0}(s)$ has a bounded inverse on $\mathscr{H}$ for each $s \in Q$, this implies

$$
m\left(s, E^{-1} V h, g\right)=0, \quad s \in Q, h \in \mathscr{H}
$$

Consequently, $\left(E^{-1} V h, g\right)_{1}=0, h \in \mathscr{H}$ or $(V h, g)=0, h \in \mathscr{H}$. If we take $h=V g$, we have $V g=0$ and hence $g=0$. This completes the proof.

Proof of Theorem 1.11. For $k$ sufficiently large,

$$
\begin{equation*}
\left(J-J_{0}\right) S^{-k} \tag{5.41}
\end{equation*}
$$

is a compact operator on $\mathscr{H}$. On the other hand $J_{0} S^{-k}$ satisfies the hypotheses of Theorem 1.10. Hence the wave operators $W_{ \pm}\left(H, H_{0}, J_{0} S^{-k}\right)$ are complete. Since (5.41) is compact, we see that

$$
W_{ \pm}\left(H, H_{0}, J S^{-k}\right) P_{0}=W_{ \pm}\left(H, H_{0}, J_{0} S^{-k}\right) P_{0}
$$

in view of (5.18). Since the domain of $S^{k}$ is dense in $\mathscr{H}$, we have

$$
W_{ \pm}\left(H, H_{0}, J\right) P_{0}=W_{ \pm}\left(H, H_{0}, J S^{-k}\right) P_{0}
$$

Thus the wave operators $W_{ \pm}\left(H, H_{0}, J\right)$ are complete.
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