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ABSTRACT. For a linear-delay equation on an arbitrary Banach space, we
describe a condition so that the Lyapunov exponents of the equation persist
under sufficiently small linear as well as nonlinear perturbations. We consider
both cases of discrete and continuous time with the study of delay-difference
equations and delay equations, respectively. The delay can be any number from
zero to infinity.

1. INTRODUCTION

For a linear-delay equation on an arbitrary Banach space, we describe a con-
dition so that the Lyapunov exponents of the equation persist under sufficiently
small linear and nonlinear perturbations. In a certain sense this condition is opti-
mal (as illustrated later on in the Introduction). It is motivated by the abstract
theory of Lyapunov exponents (more precisely, by the regularity theory) and
can be expressed in terms of a regularity coefficient. However, since we consider
dynamics on an arbitrary Banach space, the usual regularity theory on a finite-
dimensional space cannot be applied, and part of the difficulty in our work is
precisely how to formulate appropriate assumptions for the persistence of the
Lyapunov exponents that reduce to the usual conditions on a Euclidean space.

Moreover, we consider both cases of discrete and continuous time with the study
of delay-difference equations and delay equations. The delay can be any number
from zero to infinity. A zero delay corresponds to the absence of delays, and thus
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amounts to considering ordinary differential equations in the case of continuous
time. On the other hand, in the case of discrete time an infinite delay means that
we cannot reduce the delay-difference equation to a difference equation (without
delay) on some higher-dimensional space.
More precisely, in the case of continuous time we consider a linear-delay equa-
tion
' = L(t)xy, (1.1)

where z4(7) = x(t + 7) for some linear operators L(t) (the case of discrete time
is analogous, and we leave it for the main text). We assume that there exists an
invariant splitting
B=F'(t)®-- @ F°(t), t>0, (1.2)
of the appropriate phase space B such that
(1) the Lyapunov exponents

A; = limsup — logHT (¢,0) } F'(0 ||
t—+o00
of the bundles F" satisfy A\ < « -+ < Ap;
(2) the projections P'(t): B — Fl(t) associated to (1.2) satisfy

lim sup — 1ogHPZ H <0. (1.3)
t——+00
On a finite-dimensional space condition, (1.3) corresponds to requiring that the
angles between any two bundles F*(t) and F’(t) with 7 # j cannot decrease
exponentially with .

In particular, we consider linear perturbations of the linear-delay equation (1.1),
and we give a condition so that its Lyapunov exponents persist under sufficiently
small linear perturbations. Namely, given linear operators L(t) and M (t) for ¢ > 0,
consider the equation

y = (L(t) + M(t))yt. (1.4)
We show in Theorem 3.1 that if
hmsup—logHM || < — max ()\ + 1), (1.5)
where
%\ —1 i *
—hmsup—logH( (t,0)%) | (F(0)]]
t—400
for i = 1,...,p, then any Lyapunov exponent for equation (1.4) is a Lyapunov

exponent for equation (1.1). In Theorem 3.3 we obtain a corresponding result for
a class of nonlinear perturbations.

The proofs are inspired by arguments of Czornik and Nawrat in [5], where they
consider the particular case of linear perturbations of a difference equation (with-
out delay) on a finite-dimensional space. Our work is thus a generalization of their
corresponding result simultaneously for discrete and continuous time, infinite-
dimensional spaces, and nonlinear perturbations. Our work can also be seen as a
generalization of work of Pituk [13], [14] (for values in a finite-dimensional space
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and finite delay) and Matsui, Matsunaga, and Murakami [11] (for values in a
Banach space and infinite delay), although those authors considered instead per-
turbations of an autonomous equation, which corresponds to having a zero reg-
ularity coefficient. For nonlinear perturbations of an arbitrary nonautonomous
linear equation, corresponding results for the regular case were obtained in [3]
and [4] for delay equations, respectively, with discrete and continuous time.

We note that Theorem 3.1 (as well as the other results in the paper) cannot be
extended to the case when inequality (1.5) is replaced by an equality. For example,
consider an autonomous ordinary differential equation on a finite-dimensional
space. Then the right-hand side of (1.5) vanishes while any autonomous linear
perturbation of the equation clearly changes the Lyapunov exponents (which are
simply the logarithms of the absolute values of the eigenvalues).

Besides equations with constant and periodic coefficients, for which our assump-
tions are automatically satisfied, it turns out that from the point of view of ergodic
theory almost all trajectories satisfy our assumptions. Namely, for almost all tra-
jectories the evolution operator of the corresponding linear variational equation
is in block form up to a tempered coordinate change, with each block correspond-
ing to one Lyapunov exponent. In fact, for almost all trajectories each Lyapunov
exponent is a limit, and the angles between subspaces corresponding to different
Lyapunov exponents cannot decrease exponentially (we refer the reader to the
book [1] for a detailed exposition of the theory). In addition, there exist corre-
sponding results on infinite-dimensional spaces, namely by Ruelle [15] in Hilbert
spaces and by Mané [10] in Banach spaces. Finally, there exists also a variant
of the regularity theory in Hilbert spaces (see [2, Section 2]). All these results
are a major motivation for our approach. Notice also that a tempered coordinate
change keeps the values of the Lyapunov exponents unchanged together with their
multiplicities, and so the problem does not change if we consider from the begin-
ning the dynamics already in block form, corresponding precisely to the existence
of an invariant splitting as in (1.2).

2. DISCRETE TIME

2.1. Preliminaries. Let X = (X,|-|) be a Banach space. Given a function
x: (—oo,m]NN — X and an integer ¢ < m, we define x,: Z; — X by

z(j) =x(l+j) forjeZ,.

Following the approach in [12] (as proposed by Hale in [6] in the case of continuous
time), we consider a Banach space B = (B, || - ||) of functions ¢: Z; — X with
the property that there exist Ny > 0 and functions K, Ky: N — R{ such that,
if x: Z — X is a function with xy € B, then for all n € N we have z,, € B and

Nofol)] < llzall < Ki) sup [am)] + Kafo)zo]|
An example of such a space B is the following. Given v > 0, let B be the set of
all functions ¢: Z, — X such that

] = sup(|¢(5)[e?) < +oo
JEN
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(one can take Ny = 1 and K;(n) = Ky(n) = 1 for all n € N). (We refer the reader
to the book [8] for many other examples of appropriate Banach spaces.)

Given linear operators L,,: B — X, for m € N, we consider the linear-delay
equation

z(m+1) = Lyxp,. (2.1)

For each ¢ € N and ¢ € B, there exists a unique function x = x(-,¢,¢): Z — X
with z, = ¢ satisfying (2.1) for all m > ¢. For each m,{ € Z with m > (, we
define a linear operator T'(m, ¢) on B by

T(m7£)¢:$m('7€7¢)7 ¢ e B.
Then T'(m,m) = Id and
T(n,m)T'(m,?) =T(n,{)

for n > m > ¢. The Lyapunov exponent of a function ¢ € B for equation (2.1) is
defined by

1
AL(¢) = limsup — logHT(m, 0)¢H.
m—+oo M

We always assume that the evolution operators T'(m, ¢) are invertible and that
there exist decompositions

B=F,®&F.,® --®F., meN, (2.2)

and numbers A\; < Ag < --- < A, such that
(1) for each m,¢ € N and ¢ =1,...,p we have

T(m,()F, = F!,

and

I

i = limsup%logHT(m, 0) } E}

m—+00
(2) for each i = 1,...,p the projection P! : B — F associated to the decom-

position in (2.2) satisfies

1 )
limsup — log || P, || < 0. (2.3)
m

m—-+00
Note that Az (¢) < \; for ¢ € F{. Finally, let Gl = (F{)* be the topological dual
of F{ and define

1 _ ,
Wi = limsupalogH(T(m7 0)) ' | G-

m—-+00
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2.2. Behavior under linear perturbations. In this section, we consider linear
perturbations of the linear-delay equation (2.1). Namely, given linear operators
Ly, M,,: B— X, for m € N, we consider the equation

ym+1) = LypnYm + MpYm. (2.4)
We define .
Ay = limsup — log | M ]

m—-+00

Moreover, given a sequence v = (v™),en C B, let

il

1
A(v) = limsup — log ||v
m

m——+00

Theorem 2.1. If
AM < = ‘n%ax ()\z + :U’i)a (25)
i=1,...p

then any Lyapunov exponent for equation (2.4) is a Lyapunov exponent for equa-
tion (2.1).

Proof. Let y(m) be a solution of equation (2.4) with yo € B. Then
m—1
Y = T(m, 0)yo + T(m,0) Y " T(I+1,0)" (T M) (2.6)
1=0

for m € N, where

, Id if j =0,
I(j) = -
0 ifj<0.

Now let v = (vY,... v?) € B, where
= BT+ 1,007 (T M) (2.7)
forl >0andi=1,...,p. We define

m—1
u" = —c+ Z v, (2.8)
1=0

where the function ¢ = (c!,...,c?) € B has components
. 0 if A(v) >0
R S (Vi) 20, (2.9)
Yoovt i A(VY) <0,

writing v = (v™),,en. We show that the former series is well defined. Given
€ > 0, there exists C' > 0 such that

[ < CePOI+ for [ >0 (2.10)
and 7 = 1,...,p. When A(v') < 0 and ¢ is so small that A(v?) +& < 0, we have

oo ' 9] ' C
il < C (A(vH)+e)l _ A )
;HU || = ;e —1 A
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Hence the series in (2.9) is well defined and

o0
u'"™ = Pu™ = — ZU“ whenever A(v') < 0.

l=m

We want to show that A(u’) < A(v?) for i = 1,...,p, where u’ = (u™)nen-
When A(v?) > 0, using (2.10), we obtain

m—1 m—1
C .
il (A(V? +8)l (A(V)+e)m
o] £ O 0 < e,
1=0 1=0
and so
A(u") = limsup — lo H vV < AV 4 ¢
(w) = limsup - log Z; (v')
Letting ¢ — 0, we conclude that
A(u’) < A(VY). (2.11)
On the other hand, when A(v') < 0, taking € > 0 such that A(v*) + & < 0, we
obtain
Z o < cZe .
1 — ehvi)te ’
and so

Again letting ¢ — 0, we conclude that (2.11) holds.
We proceed with the proof of the theorem. Since

[(T(m,0) ™" | Gyl = [|T(m, 0)7" | i,

we obtain

|m¢mﬂqmym:HTm+1mlﬁ+m

HTm+101\ et 1P
< || (Tm +1,00) " | Gi| - 1P s (2.12)
and it follows from (2.3) and (2.7) that
AWV < i+ Mg + Apear(Wo)- (2.13)
Now we rewrite identity (2.6) in the form
Ym = T(m, 0)(yo + ¢) +w™, (2.14)
where w™ = T'(m,0)u™. Let w™ = (w'™, ..., wP™), where

= P! w™ =T (m,0)u™
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By (2.5) and (2.13) we obtain
AW < N+ AU < N+ AWV
< N+ i+ Aar + A (vo)- (2.15)
Therefore,

Alw) < ig}axp(/\i + i) + A+ A (yo) < Area(Yo)- (2.16)

Finally, since

, 1
A4+ (Yo) = limsup — log [|ym ],

m—r+00

it follows from (2.14) that

AL(Yo +¢) = Ay (Yo)-

This shows that any Lyapunov exponent for equation (2.4) is a Lyapunov expo-
nent for equation (2.1). O

The following example gives an application of Theorem 2.1.

Example 2.2. Take p = 1. Given w < 0 and § > 0, we consider linear operators
Ly,: B — X for m € N defined by

Lmy — ew+6(m+1) sin(m+1)—dm sin my
For each m > 0, we have
||7’1<77,l7 O)H — ewm+5m sin m

and so Ay = w + 9. On the other hand,
|| (T(m, ())*)—1H _ mwm—bmsinm.

Y

and so p; = —w + 0. Hence, by (2.5), one can apply Theorem 2.1 to any linear
operators M,,: B — X for m € N such that

1
Ay = limsup — log || M,,|| < —24.
m—+oo N

2.3. Behavior under nonlinear perturbations. In this section we consider
nonlinear perturbations of the linear-delay equation (2.1). Namely, we consider
the equation

y(m +1) = Ly + frn(Ym) (2.17)
for some functions f,,: B — X for m € N such that
| fin(0)] < Omll9l]
for m € N and ¢ € B. We define

1
Ay = limsup — log |6,,|.
m

m——+00
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Theorem 2.3. If
Ay <— mnax (Ai + pi), (2.18)
=1,..,p

then for each solution y(m) of equation (2.17) there exists ¢ € B such that

1
lim sup — log |ym|l = Ar(9).

m——+00

Proof. We follow the proof of Theorem 2.1. Let y(m) be a solution of equa-
tion (2.17). Then

m—1
Y = T(m, 0)yo + T(m,0) Y " T(1+ 1,07 (T fi(m))-
=0

Again, let o' = (v, ... v?), where
o' = PT(L+1,0) (T filw)), (2.19)

and define u™ as in (2.8) and (2.9). Proceeding as in the proof of Theorem 2.1,

(2.8) an
we can show that A(u’) < ( Y fori=1,...,p. Moreover, it follows from (2.12)
together with (2.3) and (2.19) that

A(V') < i+ Ay + lim sup — ~ log [l
m——+0oo

which allows us to conclude that

lim sup — log Ymll = AL(yo + ¢).

m——+00

This completes the proof of the theorem. O

3. CONTINUOUS TIME

3.1. Preliminaries. Again, let X = (X, |-|) be a Banach space. Given a function
x: (—o0,7] = X and s < 7, we define z;: (—o00,0] — X by

zs(t) =x(s+t) fort <O0.

As proposed by Hale in [6] (see also [9]), we consider a Banach space B = (B, ||-||)
of functions ¢: (—o00,0] — X with the property that there exist Ny > 0 and
continuous functions Ky, Ky: Ry — R{ such that, if z: R — X is continuous on
[0,4+00) and zg € B, then we have a continuous map [0, +00) 2 ¢t — x; € B and

Nola(8)] < lasll < Kr(®)supla(s)]| + Ka(®) o

Given linear operators L(t): B — X, for ¢ > 0 such that (t,z) — L(t)x is
continuous, we consider the linear equation

' = L(t)zy, (3.1)

where 2/ denotes the right-sided derivative. We always assume that, for each
s > 0 and ¢ € B, there exists a unique function z(,s,¢): R — X with 2z, = ¢
satisfying (3.1) for all ¢t > s (we refer the reader, e.g., to [7, Section 2.2] for a
related discussion). We emphasize that no specific conditions for the existence
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and uniqueness of solutions are used in the remainder of the section. We define
linear evolution operators T'(t,s): B — B for t > s by

T(t,s)¢:xt(-,s,¢), ¢€B
Clearly, T'(t,t) = Id and
T(t,s)T'(s,m) =T(t,r)

for ¢ > s > r. The Lyapunov exponent of a function ¢ € B for equation (3.1) is
defined by

1
AL(¢) = limsup n log||T'(t,0)¢||-
t——+4o00

Moreover, we assume that the evolution operators T'(¢,s) are invertible and
that there exist decompositions

B=F'(t)e F*t)®---® FP(t), t>0, (3.2)
and numbers A\ < Ay < --- < A, such that
(1) for each t,s > 0 and ¢ = 1,...,p we have
T(t,s)F'(s) = F'(t)
and
A\ = limsupllogHT(t,O) | F*(0)]

t——+o0 t

(2) for each i = 1,...,p the projection P'(t): B — F'(t) associated to the
decomposition in (3.2) satisfies

I

lim sup % log||P(t)|| < 0. (3.3)

t—+o00
Finally, let G*(0) = (F(0))* be the topological dual of F*(0), and define
. 1 *\ 7
i = hmsup;logH(T(t,O) ) ! | G*(0)]|-

t——+o0

3.2. Behavior under linear perturbations. In this section, we consider lin-
ear perturbations of the linear-delay equation (3.1). Given linear operators L(t),
M(t): B — X, for t > 0 such that (t,2) — L(t)x and (t,x) — M(t)x are
continuous, we consider the equation

Y = (L(t) + M(t))ye, (3.4)
where 3 denotes the right-sided derivative. We define
1
Ay = limsup — log|| M (t)].
t—400 t

Moreover, given a family v = (v')>0 C B, let

1
A(v) = limsup 7 log [[v"]].

t—+00
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Theorem 3.1. If
Ay < — max (i + 1), (3.5)

then any Lyapunov exponent for equation (5.4) is a Lyapunov exponent for equa-
tion (3.1).

Proof. To the extent possible, we follow the proof of Theorem 2.1. Let y(¢) be a
solution of equation (3.4) with yo € B. Then

t
v =T(t,0)yo + T'(,0) / T(7,0)" " (XoM(7)y,) dr, (3.6)
0
where
u if0=0
Xou)(0) = ’ 3.7
(Xou)(9) L)ﬁe<0 (3.7)
Let v™ = (v'7,...,vP") € B, where
0" = P0)T(7,0) " (XoM()y,). (3.8)
We define
t
u' = / v dr — c,
0
where the function ¢ = (c!,...,c?) € B has components
Lo it A(v) > 0,
) ST vimdr i A(VE) < 0;
that is, writing u” = P'(t)u, we have
t
u' = / v dr for A(v') >0 (3.9)
0
and .
u' = —/ v dr  for A(v') < 0. (3.10)
t

Proceeding as in the proof of Theorem 2.1, one can show that the latter integral
converges.
Now we show that

A < AW, i=1,...,p. (3.11)
Given € > 0, there exists C' such that
[07|| < CePVI+T for 7 >0 (3.12)

and i =1,...,p. When A(v*) > 0, using (3.12), we obtain
t ) t . C )
/ HvaH dr < C/ e(A(vl)Jrs)T dr < : e(A(V"”)JrE)t’
0 0 A(vi) +e
and by (3.9) we get
A(") < AWV +e. (3.13)
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Letting e — 0, we conclude that A(u’) < A(v"). On the other hand, when A(v*) <
0, taking € > 0 so small that A(v') + & < 0 and using (3.12), we obtain

/OO ||vz7-” dr S C/OO 6(A(Vi)+6)7' dr S C e(A(vi)+s)t7
t t |A(V?) + €|

and by (3.10) we get inequality (3.13). Again letting ¢ — 0, we conclude that
A(u’) < A(v"). This establishes property (3.11).
Since

Y

1(T(£,0%) ™ | GH0)|| = ||T(t,0)7F | Fi(t)

proceeding as in (2.12), we obtain

[PHO)T(t,0)7| < [[(T(t,0)7) " | G(0)] - || Pi(t)

9

and it follows from (3.3) and (3.8) that
AV < i+ Ayg + Moo (o) (3.14)
Now we rewrite identity (3.6) in the form
ye =T(t,0)(yo + ) + ',
where w' = T(t,0)u’. Let w' = (w', ... wP'), where
w' = P(t)w' = T(t,0)u’.
By (3.5) and (3.14), proceeding as in (2.15) and (2.16), we obtain

Alw) < igaxp(/\i + i) + Anr 4+ Aear(vo) < Aogar(vo).

Therefore, A\r,(yo + ¢) = A+m(Yo)- O
The following example gives an application of Theorem 3.1.
Example 3.2. Take p=1. Given w < 0 and § > 0, we consider the equation
Y = (w+ otsint)y.
For each t > 0 we have
HT(tva _ ewt—dtcostHsint
and so \; = w + 9. On the other hand,
H(T(t,())*)_ln — g witdtcost—dsint

and so ;3 = —w + d. Hence, by (3.5), one can apply Theorem 3.1 to any linear
operators M (t): B — X for ¢ > 0 such that

Anr = limsup — log||M(1)|| < —26.
t——+o0 t
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3.3. Behavior under nonlinear perturbations. We can also consider nonlin-
ear perturbations of a linear delay equation. Namely, we consider the equation

y = L(t)y: + [(t, ve) (3.15)
for some functions f: Ry x B — X such that

£(t,0)| <00l
for t > 0 and ¢ € B. We define

Ay = limsup % log|6(t)|.

t——+00

Theorem 3.3. If (2.18) holds, then for each solution y(t) of equation (3.15) there
exists ¢ € B such that

) 1
limsup —log [|y:|| = AL(¢).
t——+4o0 t

Proof. The argument is entirely analogous to the one in the proof of Theorem 2.3
using the variation of parameters formula

t
b= T(t 0o+ T(,0) [ 7,007 (Xof, (3r))
0
with X as in (3.7). We avoid repeating all the details. O
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