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#### Abstract

This article deals with some ergodic properties for general sequences in the closed convex hull of the orbit of some (not necessarily powerbounded) operators in Banach spaces. A regularity condition more general than that of ergodicity is used to obtain some versions of the Esterle-KatznelsonTzafriri theorem. Also, the ergodicity of the backward iterates of a sequence is proved under appropriate assumptions as, for example, its peripheral boundedness on the unit circle. The applications concern uniformly Kreiss-bounded operators, and other ergodic results are obtained for the binomial means and some operator means related to the Cesàro means.


## 1. Introduction and preliminaries

In this paper, $\mathcal{X}$ stands for a complex Banach space, and $\mathcal{B}(\mathcal{X})$ is the Banach algebra of all bounded linear operators on $\mathcal{X}, I$ being the identity operator in $\mathcal{B}(\mathcal{X})$. The range, the null-subspace, and the spectrum of $T \in \mathcal{B}(\mathcal{X})$ are denoted by $\mathcal{R}(T), \mathcal{N}(T)$, and $\sigma(T)$, respectively. Also, $\overline{\mathcal{M}}$ denotes the norm closure of a subspace $\mathcal{M}$ of $\mathcal{X}$.

The ergodic projection of $T \in \mathcal{B}(\mathcal{X})$ is defined as the idempotent $P_{T} \in \mathcal{B}(\mathcal{X})$ having the range $\mathcal{N}(T-I)$ and the kernel $\overline{\mathcal{R}(T-I)}$ when the following decomposition (as a direct sum) holds:

$$
\begin{equation*}
\mathcal{X}=\overline{\mathcal{R}(T-I)} \oplus \mathcal{N}(T-I) . \tag{1.1}
\end{equation*}
$$

As usual, $\mathcal{X}^{*}$ stands for the dual (or conjugate) space of $\mathcal{X}$, while $T^{*}$ stands for the adjoint operator of $T \in \mathcal{B}(\mathcal{X})$.

[^0]They satisfy the following recurrence relations valid for $n, p \geq 1$, namely,

$$
\begin{align*}
M_{n}^{(p)}(T)(T-I) & =\frac{p}{n+1}\left(M_{n+1}^{(p-1)}(T)-I\right),  \tag{1.7}\\
T M_{n}^{(p)}(T) & =\frac{n+p+1}{n+1} M_{n+1}^{(p)}(T)-\frac{p}{n+1} I, \tag{1.8}
\end{align*}
$$

and it is easy to see that, for $T_{n}=M_{n}^{(p)}(T)$, we have $T_{n}^{(-1)}=M_{n-1}^{(p+1)}(T), n>1$.
As usual, we write $M_{n}(T):=M_{n}^{(1)}(T)$, which is called the Cesàro mean of $T$. When $\left\{M_{n}(T)\right\}$ is bounded (or it converges strongly or uniformly) in $\mathcal{B}(\mathcal{X})$, we say that $T$ is Cesàro-bounded (Cesàro-ergodic or uniformly Cesàro-ergodic). According to [22], we say also that $T$ is uniformly Kreiss-bounded if $\left\{M_{n}(T)\right\}$ is uniformly peripheral bounded on the unit circle $\mathbb{T}$; that is, $\sup _{\substack{n \in \mathbb{N} \\ \lambda \in \mathbb{T}}}\left\|M_{n}(\lambda T)\right\|<\infty$.

The higher-order Cesàro means were extensively studied in the literature and in some works such as [7], [10], [16]; more recently, [8], [13], [24], and [26] contain ergodic results concerning certain sequences in $\kappa(T)$ in the case when $T$ is a power-bounded operator; that is, $\sup _{n \in \mathbb{N}}\left\|T^{n}\right\|<\infty$. We are now interested in the general context where $T$ is not necessarily power-bounded. (We continue such a study which was begun in [1].)

In this article, we have in view two directions: the first is to obtain nonstandard versions of the well-known Esterle-Katznelson-Tzafriri theorem (see [11], [14]) for sequences in $\kappa(T)$, while the second purpose is to investigate some conditions of convergence for $\left\{T_{n}\right\}$ by the uniformly peripheral boundedness of the backward iterate $\left\{T_{n}^{(-1)}\right\}$ (similar to the uniform Kreiss boundedness). In both directions, the essential assumption is a regularity condition on $\left\{T_{n}\right\}$ (or its adjoint), which means the strong convergence to zero of the sequence $\left\{T T_{n}-T_{n+n_{0}}\right\}$ for some nonnegative integer $n_{0}$. The particular cases $n=0$ and $n=1$ are intimately related to the strong convergence of $\left\{T_{n}\right\}$ as was recently proved in [17].

The structure of the paper is the following. In Section 2 we describe a method which is used in the general setting of $\kappa(T)$. It is based on the intertwining of $T$ with another operator $V$ acting on a quotient space of $\mathcal{X}$. Under some conditions, the operator $V$ still has good ergodic properties, which then can be transferred to the sequence $\left\{T_{n}\right\}$. For example, the condition of regularity of $\left\{T_{n}\right\}$ introduced here assures that $V$ is an isometry and even unitary when $\sigma(T) \cap \mathbb{T}=\{1\}$. This method was applied in studies concerning the asymptotic behavior of different averages as in [2], [15], [31], [29], and it was partially described in [1]. In this section we characterize the regularity condition of the arithmetic means of a sequence $\left\{T_{n}\right\}$ by some convergence conditions of this sequence. Such conditions are satisfied, for example, when $T_{n}=M_{n}(T)$ and when $T$ is a uniformly Kreiss-bounded operator on a Hilbert space as we see in Section 4.

In Section 3 we present two results containing versions of the Esterle-Katznelson-Tzafriri theorem. Both results involve the spectral condition $\sigma(T) \subset$ $\mathbb{D} \cup\{1\}, \mathbb{D}$ being the open unit disc in $\mathbb{C}$. The former gives the convergence of $\left\{T_{n}(T-I)\right\}$ (see Theorem 3.1), and the second concerns itself with the powers $T^{n}$ and the convergence of $\left\{T_{n}^{*}\right\}$ (see Theorem 3.4) under the condition of boundedness of a sequence $\left\{T_{n}\right\} \subset \kappa(T)$. Both results assume the regularity condition,
and their applications concern the higher-order Cesàro means and the binomial means.

In Section 4 we study the ergodicity of the backward iterate $\left\{T_{n}^{(-1)}\right\}$. Here we assume uniform boundedness of $\left\{T_{n \lambda}^{(-1)}\right\} \subset \kappa(\lambda T)$ for $\lambda$ in the unit circle $\mathbb{T}$ as well as an intertwining of $T$ with an isometry by an operator with a closed range (see Theorem 4.1). We prove also the almost-strong convergence (in the sense defined in [17]) of some weighted Cesàro means in Hilbert spaces, assuming only their uniform boundedness on $\mathbb{T}$ (see Theorem 4.5). This last result is based on Kerchy's method for the study of almost convergence of operator sequences involving Banach limits and the almost convergence in Lorentz's sense (see [15], [21]). We apply these results to uniform Kreiss-bounded operators and also to supercyclic operators $T \in \mathcal{B}(\mathcal{X})$ (i.e., those for which the set $\left\{\lambda T^{n}: n \in \mathbb{N}, \lambda \in \mathbb{C}\right\}$ is dense in $\mathcal{X}$; see [4]). Let us note that some ergodic properties of the supercyclic operators satisfying the regularity condition were obtained in [1]. As a remarkable fact, we obtain in this section that the arithmetic means of $\left\{M_{n}(T)\right\}$ converge strongly on a Hilbert space $\mathcal{X}$ when $T$ is uniformly Kreiss-bounded on $\mathcal{X}$, which gives a partial answer to a question in [28].

In Section 5 we obtain the ergodicity of the backward iterates of the binomial means (see Theorem 5.1) and a uniform mean ergodic theorem for these means (see Theorem 5.3). We see here that some ergodic results can be transferred from Cesàro means to binomial means, but not conversely. Also, different relationships between the regularity condition and the ergodicity of some operator means related to Cesàro means are discussed. More precisely, the cases $n=0$ and $n=1$ of the regularity condition are considered for some operator means and their backward iterates, which derive from the Cesàro means $M_{n}(T)$ and $M_{n}^{(2)}(T)$. We establish nice connections between these conditions and the strong convergence, which lead to some ergodic results obtained by such operator means.

## 2. Conditions of boundedness and regularity

In the rest of the present article, we investigate the condition of regularity for sequences in $\kappa(T)$ in order to get some convergence results. We use the same technique as in [1], based on the intertwining of $T$ with an operator on another Banach space, canonically induced by the corresponding sequence in $\kappa(T)$.

For a continuous seminorm $\gamma$ on $\mathcal{X}$, we denote by $\mathcal{N}(\gamma)$ its kernel, and we let $\mathcal{X}_{\gamma}$ be the completion of the quotient space $\mathcal{X} / \mathcal{N}(\gamma)$ with respect to the norm

$$
\|\widetilde{x}\|=\gamma(x) \quad(\widetilde{x}=x+\mathcal{N}(\gamma), x \in \mathcal{X})
$$

Then the quotient map $Q_{\gamma}: \mathcal{X} \rightarrow \mathcal{X}_{\gamma}$ has the range dense in $\mathcal{X}_{\gamma}$, and $\mathcal{N}\left(Q_{\gamma}\right)=$ $\mathcal{N}(\gamma)$.

In particular, if $\left\{T_{n}\right\} \subset \mathcal{B}(\mathcal{X})$ is a bounded sequence on $\mathcal{R}\left((T-I)^{m}\right)$ for some fixed $m \in \mathbb{N}$, then one can consider the seminorm $\gamma_{m}$ given by

$$
\begin{equation*}
\gamma_{m}(x)=\limsup _{n \rightarrow \infty}\left\|T_{n}(T-I)^{m} x\right\| \quad(x \in \mathcal{X}) \tag{2.1}
\end{equation*}
$$

In this case we write $\widetilde{\mathcal{X}}_{m}=\mathcal{X}_{\gamma_{m}}$ and $Q_{m}=Q_{\gamma_{m}}$ for short, and also we put

$$
\begin{equation*}
\mathcal{X}_{m}=\left\{x \in \mathcal{X}:\left\|T_{n}(T-I)^{m} x\right\| \rightarrow 0, n \rightarrow \infty\right\} \tag{2.2}
\end{equation*}
$$

Since $\gamma_{m}$ is continuous on $\mathcal{X}$, in fact $\left\|Q_{m} T x\right\| \leq\|T\|\left\|Q_{m} x\right\|$ for all $x \in \mathcal{X}$, there exists a unique operator $V_{m} \in \mathcal{B}\left(\widetilde{\mathcal{X}}_{m}\right)$ satisfying the relation

$$
\begin{equation*}
V_{m} Q_{m}=Q_{m} T \tag{2.3}
\end{equation*}
$$

In addition, one has $\sigma\left(V_{m}\right) \subset \sigma(T)$. In order to obtain some ergodic properties of $T$ from $V_{m}$, we are interested to see when $V_{m}$ can be chosen as an isometry.

We mention some facts concerning the (null-) spaces $\mathcal{X}_{0}$ and $\mathcal{X}_{1}$ from (2.2) in addition to similar facts from [1]. We omit the proofs, which easily follow as in [1].
Proposition 2.1. Let $T \in \mathcal{B}(\mathcal{X})$ and $\left\{T_{n}\right\} \subset \kappa(T)$ be a bounded sequence on $\overline{\mathcal{R}(T-I)}$. Then the subspaces $\mathcal{X}_{0}$ and $\mathcal{X}_{1}$ are closed and

$$
\begin{equation*}
\mathcal{X}_{0}=\overline{(T-I)^{p} \mathcal{X}_{1}} \subset \overline{\mathcal{X}_{1} \cap(T-I)^{p} \mathcal{X}} \quad(p \geq 1) \tag{2.4}
\end{equation*}
$$

We have $\mathcal{X}_{0}=\overline{(T-I)^{p+1} \mathcal{X}}$ for some integer $p \geq 1$ if and only if $\left(V_{1}-I\right)^{p}=0$, or, equivalently, $\overline{(T-I)^{p} \mathcal{X}} \subset \mathcal{X}_{1}$. If $\left\{T_{n}\right\}$ is bounded on $\mathcal{X}$, then $\mathcal{X}_{0}=\overline{(T-I) \mathcal{X}}$ if and only if $V_{0}=I$, or, equivalently, $Q_{1}=0$.

Remark 2.2. From Proposition 2.1 we infer that, if $(T-I)^{p} \mathcal{X} \subset \mathcal{X}_{0}$ for some integer $p \geq 1$, then $\mathcal{X}_{0}=\overline{(T-I)^{p} \mathcal{X}}$.

In general, it is possible to have $\mathcal{X}_{0}=\overline{(T-I)^{2} \mathcal{X}} \neq \overline{(T-I) \mathcal{X}} \subset \mathcal{N}(T-I)=\mathcal{X}_{1}$, or $V_{1}=I$ and $\left(V_{0}-I\right)^{2}=0$. For example, let $T \in \mathcal{B}(\mathcal{X})$ with $(T-I)^{2}=0, T \neq I$, and let $T_{n}=M_{n}(T), n \in \mathbb{N}$. Then $\mathcal{X}_{0}=\{0\}$ by the previous remark, and $T_{n}(T-I)=T-I$. Therefore, $\left\{T_{n}\right\}$ is bounded on $\mathcal{R}(T-I)$, and we have

$$
\mathcal{R}(T-I) \subset \mathcal{N}(T-I)=\mathcal{X}_{1} \neq \mathcal{X}
$$

Let us note that in this case, $\left\{T_{n}\right\}$ is unbounded on $\mathcal{X}$ because, for $n \geq 2$, one can express $T_{n}$ by $M_{n-2}^{(3)}(T)$ to conclude that $T_{n}=\frac{n}{2}(T-I)+I$.

This example shows that the boundedness on $\overline{\mathcal{R}(T-I)}$ alone cannot ensure valuable ergodic properties of $\left\{T_{n}\right\}$, such as the convergence to zero on this range or the condition $\overline{\mathcal{R}(T-I)} \cap \mathcal{N}(T-I)=\{0\}$. But the convergence on $\mathcal{R}(T-I)$ can be regarded as a special case of the following condition.

According to [1], we say that a sequence $\left\{T_{n}\right\} \subset \kappa(T)$ is $n_{0}$-regular on $\mathcal{X}$ for some $n_{0} \in \mathbb{N}$ if there exists the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(T T_{n}-T_{n+n_{0}}\right) x\right\|=0 \quad(x \in \mathcal{X}) \tag{2.5}
\end{equation*}
$$

In the case that (2.5) holds with $n_{0}=0$, we say that the sequence $\left\{T_{n}\right\}$ is ergodic (following [16]). But when $n_{0}=1$ in (2.5), we simply say that $\left\{T_{n}\right\}$ is regular.

As we have seen in [1], this property can be used to obtain some growth conditions on the powers of operator $T$ or even concerning the convergence of $\left\{T_{n}\right\}$.

Notice that the condition (2.5) ensures that $\lim _{n \rightarrow \infty} T_{n} x \in \mathcal{N}(T-I)$ when the limit exists. In fact, if $\left\{T_{n}\right\}$ converges strongly on $\mathcal{X}$, then the condition (2.5) is
satisfied for some (any) $n_{0} \in \mathbb{N}$ and every $x \in \mathcal{X}$ if and only if the strong limit of $\left\{T_{n}\right\}$ is $P_{T}$ (the ergodic projection of $T$ ). Since such a type of convergence is considered in the operator-ergodic context (see [16]), it is important to investigate sequences in $\kappa(T)$ satisfying this condition of regularity and, in particular, that of ergodicity.

Proposition 2.3. Let $T \in \mathcal{B}(\mathcal{X})$ and $\left\{T_{n}\right\} \subset \kappa(T)$ be $n_{0}$-regular on $\mathcal{X}$ and bounded on $\mathcal{R}(T-I)$. Then the corresponding operator $V_{1}$ in (2.3) is an isometry, and

$$
\begin{equation*}
\mathcal{X}_{0} \oplus \mathcal{N}(T-I)=\left\{x \in \mathcal{X}:\left\{T_{n} x\right\} \text { converges in } \mathcal{X}\right\} . \tag{2.6}
\end{equation*}
$$

Moreover, one has $(T-I)^{p} \mathcal{X} \subset \mathcal{X}_{0}$ for some integer $p \geq 1$ if and only if $V_{1}=I$ in the case $p \geq 2$, respectively, $V_{1}=0$ when $p=1$. If $\left\{T_{n}\right\}$ is bounded on $\mathcal{X}$, then the operator $V_{0}$ in (2.3) is an isometry, and $V_{0}=I$ if and only if $V_{1}=0$.

Remark 2.4. The extreme case $V_{0}=I$ just means that $\left\{T_{n}\right\}$ is ergodic, and in this case it is easy to see that $\mathcal{N}(T-I)=\mathcal{N}\left((T-I)^{2}\right)$.

For the Cesàro means $M_{n}^{(p)}(T)$, the condition of regularity means $\left\{\frac{1}{n} M_{n}^{(p)}(T)\right\}$ converges strongly to 0 on $\mathcal{X}$, and it is equivalent to the ergodicity of $\left\{M_{n}^{(p+1)}(T)\right\}$ (by (1.7), (1.8)). Also, the boundedness of a Cesàro mean gives $\overline{\mathcal{R}(T-I)}=$ $\overline{(T-I)^{2} \mathcal{X}}$. These facts lead to the following corollary.

Corollary 2.5. If $T \in \mathcal{B}(\mathcal{X})$ is such that $\left\{\frac{1}{n^{2}} M_{n}^{(p-1)}(T)\right\}$ converges strongly to zero on $\mathcal{X}$ and $\left\{M_{n}^{(p+1)}(T)\right\}$ is bounded, then $\left\{M_{n}^{(p)}(T)\right\}$ is regular.

Note that if the peripheral spectrum $\sigma(T) \cap \mathbb{T}$ of $T$ contains at most the singleton $\{1\}$, then only the boundedness of $\left\{M_{n}^{(p+1)}(T)\right\}$ assures the two convergences in this corollary (see [29, Theorem 2.2] or Theorem 3.1(ii) below). The condition (2.5) can be transferred from a sequence $\widehat{T}=\left\{T_{k}\right\} \subset \kappa(T)$ to the arithmetic means of $\widehat{T}$ given by $M_{n}(\widehat{T})=\frac{1}{n+1} \sum_{k=0}^{n} T_{k}, n \in \mathbb{N}$. Furthermore, the property (2.5) for $M_{n}(\widehat{T})$ can be described in the terms of $\widehat{T}$ as follows.

Proposition 2.6. Let $T \in \mathcal{B}(\mathcal{X})$ and $\widehat{T}=\left\{T_{n}\right\} \subset \kappa(T)$ be such that $\left\|M_{n}(\widehat{T}) x\right\|=$ $o(n)$ as $n \rightarrow \infty$ for any $x \in \mathcal{X}$. The following statements hold:
(i) $\left\{M_{n}(\widehat{T})\right\}$ satisfies (2.5) with $n_{0} \geq 1$ and $x \in \mathcal{X}$ if and only if

$$
\left\|\sum_{k=0}^{n}\left(T T_{k}-T_{k+n_{0}}\right) x\right\|=o(n) \quad(n \rightarrow \infty),
$$

(ii) $\left\{M_{n}(\widehat{T})\right\}$ is ergodic if and only if for some integer $n_{0} \geq 1$ and every $x \in \mathcal{X}$ we have

$$
\left\|\sum_{k=0}^{n}\left(T T_{k}-T_{k+n_{0}}\right) x+\sum_{k=1}^{n_{0}} T_{n+k} x\right\|=o(n) \quad(n \rightarrow \infty),
$$

(iii) $\left\|\left(M_{n}(\widehat{T})-M_{n+n_{0}}(\widehat{T})\right) x\right\|=o(1)$ as $n \rightarrow \infty$ for some $n_{0} \geq 1$ and $x \in \mathcal{X}$ if and only if

$$
\left\|\sum_{k=1}^{n_{0}} T_{n+k} x\right\|=o(n) \quad(n \rightarrow \infty)
$$

Proof. Let $T, \widehat{T}$ be as above with $n>n_{0} \geq 1$. We have by a simple computation $T M_{n}(\widehat{T})-M_{n+n_{0}}(\widehat{T})=\frac{1}{n+1} \sum_{k=0}^{n}\left(T T_{k}-T_{k+n_{0}}\right)+\frac{n_{0}}{n+1}\left[M_{n+n_{0}}(\widehat{T})-M_{n_{0}-1}(\widehat{T})\right]$,
and so the equivalence of (i) follows by using the hypothesis on $M_{n}(\widehat{T})$. Also, the equivalences of (ii) and (iii) are obtained from the relations

$$
M_{n}(\widehat{T})(T-I)=\frac{1}{n+1}\left(\sum_{k=0}^{n}\left(T T_{k}-T_{k+n_{0}}\right)+\sum_{k=1}^{n_{0}} T_{n+k}-n_{0} M_{n_{0}-1}(\widehat{T})\right)
$$

and, respectively,

$$
M_{n}(\widehat{T})-M_{n+n_{0}}(\widehat{T})=\frac{n_{0}}{n+1} M_{n+n_{0}}(\widehat{T})-\frac{1}{n+1} \sum_{k=1}^{n_{0}} T_{n+k} \quad\left(n \geq n_{0} \geq 1\right)
$$

Remark 2.7. The assertion (ii) holds without the convergence stipulated in the hypothesis. In addition, $\left\{M_{n}(\widehat{T})\right\}$ is ergodic if $\left\{T_{n}\right\}$ is either ergodic or bounded (by (ii) and (iii)). When $\left\{T_{n}\right\}$ is $n_{0}$-regular with $n_{0} \geq 1,\left\{M_{n}(\widehat{T})\right\}$ is ergodic if and only if $\left\{\frac{1}{n} \sum_{k=0}^{n_{0}} T_{n+k}\right\}$ converges strongly to zero on $\mathcal{X}$. In the case when $\left\{T_{n}\right\}$ is bounded, the sequence $\left\{M_{n}(\widehat{T})\right\}$ is ergodic if and only if it is $n_{0}$-regular for $n_{0} \geq 1$.

The strong convergence of $\left\{M_{n}(\widehat{T})\right\}$ is related to that of $\widehat{T}=\left\{T_{n}\right\}$. More precisely, it is known from [17] that $\left\{T_{n}\right\}$ converges strongly to $P_{T}$ if and only if it is bounded, ergodic, regular, and $\left\{T_{n}\right\}$ almost converges strongly to $P_{T}$, which means that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{n \in \mathbb{N}}\left\|M_{k}\left(\widehat{T}_{n}\right) x-P_{T} x\right\|=0 \quad(x \in \mathcal{X}) \tag{2.7}
\end{equation*}
$$

where $\widehat{T}_{n}=\left\{T_{n+j}\right\}_{j \in \mathbb{N}}$. This shows that ergodicity and regularity are necessary but not sufficient conditions for strong convergence of a sequence.

In general, the limit in (2.7) exists even if $\left\{T_{n}\right\}$ is neither regular nor ergodic, as we will see in the example below. This example shows also that the hypothesis on $\widehat{T}$ in the following corollary is essential.

Corollary 2.8. Let $T \in \mathcal{B}(\mathcal{X})$, and let $\widehat{T}=\left\{T_{n}\right\} \subset \kappa(T)$ be a bounded and regular sequence. Then $\left\{M_{n}(\widehat{T})\right\}$ converges strongly on $\mathcal{X}$ if and only if it almost converges strongly on $\mathcal{X}$.

In Section 4 we illustrate this corollary by proving that the arithmetic means of $\left\{M_{n}(T)\right\}$ converges strongly when $T$ is a uniformly Kreiss-bounded operator on a Hilbert space.

Example 2.9. Consider $\mathcal{X}=L^{p}[0,1]$ with $1<p<\infty, p \neq 2$, and let $V$ be the Volterra operator on $\mathcal{X}$ given by

$$
V x(t)=\int_{0}^{t} x(s) \mathrm{d} s \quad \text { for } x \in \mathcal{X}, t \in[0,1] .
$$

Put $S=V-I, T=2 V-3 I$, and let $T_{k}=S^{k}=\frac{1}{2^{k}}(T+I)^{k}, k \in \mathbb{N}$. Then $\widehat{T}=$ $\left\{T_{k}\right\}$ is unbounded, but $\left\{M_{n}(\widehat{T})\right\}$ is bounded (see [22]). By symmetry $\left\{M_{n}(-S)\right\}$ is bounded too, and since $\sigma(-S)=\{1\}$, one has $\frac{1}{n}\left\|S^{n}\right\| \rightarrow 0$ (as we remarked after Corollary 2.5). Since $1 \notin \sigma(S)$, we have $\mathcal{R}(S-I)=\mathcal{X}$, while by the uniform ergodic theorem (see [19, Main Theorem]) we have $\left\|M_{n}(\widehat{T})\right\|=\left\|M_{n}(S)\right\| \rightarrow 0$. This implies that $\left\{T_{k}\right\}$ almost converges strongly on $\mathcal{X}$.

On the other hand, it is easy to see that, for any integer $n_{0} \geq 1$,

$$
T T_{k}-T_{k+n_{0}}=\left(T_{k}-\frac{1}{2} \sum_{j=0}^{n_{0}-1} T_{k+j}\right)(T-I)=2 S^{k}\left(I-\frac{n_{0}}{2} M_{n_{0}}(S)\right)(S-I)
$$

As $\sigma(S)=\{-1\}$ one has $1 \notin \sigma\left(\frac{n_{0}}{2} M_{n_{0}}(S)\right)$; that is, $I-\frac{n_{0}}{2} M_{n_{0}}(S)$ is invertible. Since $\left\{S^{k}\right\}$ is unbounded, we infer that $\left\{T T_{k}-T_{k+n_{0}}\right\}$ does not converge strongly to zero. Then $\left\{T_{k}\right\}$ does not satisfy (2.5) and consequently is not ergodic because $T_{k}(T-I)=2\left(T T_{k}-T_{k+1}\right)$.

## 3. Versions of the Esterle-Katznelson-Tzafriri theorem

The spectral condition mentioned above, namely,

$$
\begin{equation*}
\sigma(T) \cap \mathbb{T} \subset\{1\} \tag{3.1}
\end{equation*}
$$

is frequently used in the operator-ergodic context, for instance, this appears in the Esterle-Katznelson-Tzafriri theorem (see [11], [14]) concerning power-bounded operators. But for some sequences in $\kappa(T)$, this condition can lead to the extreme cases quoted in Proposition 2.3. Thus an extension of the Esterle-KatznelsonTzafriri theorem for some sequences in $\kappa(T)$ can be now obtained.

Theorem 3.1. Let $T \in \mathcal{B}(\mathcal{X})$ be an operator satisfying the spectral condition (3.1), and let $\left\{T_{n}\right\} \subset \kappa(T)$ be a bounded sequence on $\overline{\mathcal{R}(T-I)^{m}}$ for some integer $m$. The following statements hold.
(i) If $\left\{T_{n}\right\}$ satisfies (2.5) on $\mathcal{R}(T-I)^{m}$, then either $\mathcal{X}_{0}=\overline{\mathcal{R}(T-I)^{m}}$ or $\mathcal{X}_{0}=\overline{\mathcal{R}(T-I)^{m+1}}$.
(ii) If $\left\{T_{n}\right\}$ satisfies the stronger regularity assumption

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(T T_{n}-T_{n+n_{0}}\right) \mid \overline{\mathcal{R}(T-I)^{m}}\right\|=0 \tag{3.2}
\end{equation*}
$$

for some $n \in \mathbb{N}$, then $\left\{\left.T_{n}(T-I)\right|_{\overline{\mathcal{R}}(T-I)^{m}}\right\}$ converges in norm to zero.
Proof. (i) Let $\gamma_{m}$ be given by (2.1). If $\mathcal{X}_{\gamma_{m}}=\{0\}$, then $\mathcal{X}_{0}=\overline{\mathcal{R}(T-I)^{m}}$. If $\mathcal{X}_{\gamma_{m}} \neq\{0\}$, then by using the condition (2.5) on $\mathcal{R}(T-I)^{m}$ one can easily see that the corresponding operator $V_{m}$ in (2.3) is an isometry with $\sigma\left(V_{m}\right) \subset \sigma(T)$. But by (3.1), we have $\sigma\left(V_{m}\right) \neq \overline{\mathbb{D}}$; hence $V_{m}$ is unitary. In fact, $V_{m}=I$ by

Gelfand's theorem [12, Satz]. This means that $T_{n}(T-I)^{m+1} \rightarrow 0$ strongly, and the conclusion follows by Remark 2.2.
(ii) Let $\mathcal{X}_{m}=\overline{\mathcal{R}(T-I)^{m}}$. Consider the operator $\widehat{T}: \mathcal{B}\left(\mathcal{X}_{m}\right) \rightarrow \mathcal{B}\left(\mathcal{X}_{m}\right)$ defined by

$$
\widehat{T} S=\left.T\right|_{\mathcal{X}_{m}} S \quad\left(S \in \mathcal{B}\left(\mathcal{X}_{m}\right)\right)
$$

Clearly, $\widehat{T}$ satisfies the spectral condition (3.1), and by (3.2) the sequence $\left\{\widehat{T}_{n}\right\}$ corresponding to $\widehat{T}$ satisfies also the condition (2.5) with $n_{0} \geq 0$ on $\mathcal{B}\left(\mathcal{X}_{m}\right)$. Then by (i) we have that $\left\{\widehat{T}_{n}(\widehat{T}-I)\right\}$ converges strongly to zero in $\mathcal{B}\left(\mathcal{X}{ }_{m}\right)$. By applying this sequence to the identity operator in $\mathcal{B}\left(\mathcal{X}_{m}\right)$, we infer that $\left\{T_{n}(T-I) \mid \mathcal{X}_{m}\right\}$ converges to zero in the norm of $\mathcal{B}\left(\mathcal{X}_{m}\right)$.

In particular, assertion (i) shows that the spectral condition together with the boundedness and the regularity of $\left\{T_{n}\right\}$ on $\mathcal{X}$ ensures the ergodicity of this sequence. But assertion (ii) just gives a version of Esterle-Katznelson-Tzafriri's theorem for general sequences $\left\{T_{n}\right\} \subset \kappa(T)$ in the following form.

If $\left\{T_{n}\right\}$ is bounded and the conditions (3.1) and (3.2) with $m=0$ and $n_{0} \geq 1$ are satisfied, then $\left\|T_{n}(T-I)\right\| \rightarrow 0$.

Clearly, the Esterle-Katznelson-Tzafriri theorem can be obtained from this result for $T_{n}=T^{n}$, the condition (3.2) being satisfied with $m=0$ and $n_{0}=1$. For Cesàro means, we have as a direct application of (1.7) that if $\left\|M_{n}^{(p+1)}(T)\right\|=$ $O\left(n^{\alpha}\right)$, then $\left\|M_{n}^{(p)}(T)\right\|=O\left(n^{\alpha+1}\right), n \rightarrow \infty$, while Theorem 3.1 implies even $\left\|M_{n}^{(p)}(T)\right\|=o\left(n^{\alpha+1}\right), n \rightarrow \infty$, where $\alpha$ is a positive scalar.

Concerning the above results, it turns out that such a "comparative growth of means" remains true in a very general context. Using the backward iterates, as a direct application of Theorem 3.1 we obtain the following.
Corollary 3.2. Let $T \in \mathcal{B}(\mathcal{X})$ be an operator satisfying (3.1), and let $\left\{T_{n}\right\}$ be a sequence in $\kappa(T)$ of the form $T_{n}=\sum_{j \geq 0} t_{n j} T^{j}$, which is bounded on $\overline{\mathcal{R}(T-I)^{m}}$ with $\alpha_{n}:=\lim _{n \rightarrow \infty} \sum_{j \geq 1} j t_{n j}=\infty$, and $t_{n_{0}} \neq 1$ for $n \in \mathbb{N}$. The following statements hold.
(i) If the sequence $\left\{T_{n}^{(-1)}\right\}$ satisfies (2.5) on $\mathcal{R}(T-I)^{m}$ for some $m, n_{0} \geq 0$, then

$$
\left\|T_{n} x\right\|=o\left(\alpha_{n}\right) \quad\left(x \in \overline{\mathcal{R}(T-I)^{m}}\right)
$$

(ii) If the sequence $\left\{T_{n}^{(-1)}\right\}$ satisfies (3.2) for some $m, n_{0} \geq 0$, then

$$
\left\|T_{n} \mid \overline{\mathcal{R}(T-I)^{m}}\right\|=o\left(\alpha_{n}\right)
$$

In the particular case of the Cesàro means, we are led to the following corollary. The proof is a straightforward application of the above ideas and will be omitted.
Corollary 3.3. Let $T \in \mathcal{B}(\mathcal{X})$ be an operator satisfying (3.1) such that $\left\{M_{n}^{(p)}(T) \mid \overline{\mathcal{R}(T-I)^{r}}\right\}$ is bounded for some integers $p, r$ with $0 \leq r<p$. The following statements hold.
(i) For all integers $q<p-r$ and all $x \in \mathcal{X}$, we have $\left\|M_{n}^{(q)}(T) x\right\|=o\left(n^{p-q}\right)$, $n \rightarrow \infty$.
(ii) If $r>0$, and $q \geq p-r$, then $\left\|M_{n}^{(q)}(T)\right\|=O\left(n^{r}\right)$, $n \rightarrow \infty$. Furthermore, one has $\left\|M_{n}^{(q)}(T) x\right\|=o\left(n^{r}\right), n \rightarrow \infty$, for any $x \in \mathcal{X}$ if and only if $\overline{\mathcal{R}(T-I)^{r}}=\overline{\mathcal{R}(T-I)^{r+1}}$.
(iii) If $r=0$, then $\left\|M_{n}^{(q)}(T)\right\|=o\left(n^{p-q}\right)$ as $n \rightarrow \infty$ when $q<p$.

Another version of Esterle-Katznelson-Tzafriri's theorem is the following.
Theorem 3.4. Let $T \in \mathcal{B}(\mathcal{X})$ be such that $\overline{\mathcal{R}\left(T^{*}-I\right)}$ is weak*-closed in $\mathcal{X}^{*}$. Let $\left\{T_{n}\right\} \subset \kappa(T)$ be a bounded sequence which has backward iterates such that the sequence $\left\{T_{n}^{*}\right\}$ satisfies condition (2.5). The following statements are equivalent:
(i) $T$ satisfies (3.1), and $\left\{T^{n}(T-I)\right\}$ is bounded;
(ii) $\left\{T^{n}(T-I)^{2}\right\}$ converges uniformly to zero, and $\left\{T^{n}(T-I) x\right\}$ converges weakly to zero for all $x \in \mathcal{X}$;
(iii) $\left\{T^{n}(T-I)^{2}\right\}$ is as in (ii), and $\left\{T^{* n}\left(T^{*}-I\right)\right\}$ converges strongly to zero on $\mathcal{X}^{*}$.
Moreover, if $T$ satisfies (3.1), then $\left\{T_{n}^{*}\right\}$ converges strongly on $\mathcal{X}^{*}$. In addition, $\left\{T_{n}\right\}$ converges strongly to $P_{T}$ on $\mathcal{X}$ if and only if $P_{T^{*}}=S^{*}$ for some operator $S \in$ $\mathcal{B}(\mathcal{X})$ and $\left\{T_{n}\right\}$ satisfies (2.5). In this case, the sequence $\left\{T^{n}(T-I)\right\}$ converges strongly to zero on $\mathcal{X}$ if (one of) the above equivalent statements hold.

Proof. Suppose first that (3.1) is satisfied (under the other assumptions from the hypothesis). Since $\left\{T_{n}^{*}\right\}$ satisfies (2.5), the corresponding isometry $V_{0}$ for $\left\{T_{n}^{*}\right\}$ given by Proposition 2.3 is either $V_{0}=0$ or $V_{0}=I$. In both cases we have $T_{n}^{*}\left(T^{*}-I\right) f \rightarrow 0$ for $f \in \mathcal{X}^{*}$.

Consider the (algebraic) direct $\operatorname{sum} \mathcal{X}^{*}=\overline{\mathcal{R}\left(T^{*}-I\right)} \oplus \mathcal{G}$ for some subspace $\mathcal{G}$ of $\mathcal{X}^{*}$. Then as $\left\{T_{n}^{*}\right\}$ is bounded, for $g \in \mathcal{G}$ there exists $g^{*} \in \mathcal{X}^{*}$ and a subnet $\left\{n_{\nu}\right\} \subset \mathbb{N}$ such that $T_{n_{\nu}}^{*} g \rightarrow g^{*}$ in the weak*-topology of $\mathcal{X}^{*}$. But by the previous conclusion, we obtain $\left(T^{*}-I\right) g^{*}=w^{*}-\lim _{\nu} T_{n_{\nu}}^{*}\left(T^{*}-I\right) g=0$; that is, $g^{*} \in$ $\mathcal{N}\left(T^{*}-I\right)$. By hypothesis we can consider the backward iterates $T_{n}^{*(-1)}$ of $T_{n}^{*}$, and by (1.4) and the previous convergence we have

$$
g^{*}-g=w^{*}-\lim _{\nu}\left(T_{n_{\nu}}^{*}-I\right) g=w^{*}-\lim _{\nu} \alpha_{n_{\nu}} T_{n_{\nu}}^{*(-1)}\left(T^{*}-I\right) g,
$$

where $\alpha_{n}$ is defined by (1.3). Therefore, $g^{*}-g \in \overline{\mathcal{R}\left(T^{*}-I\right)}$ because this range is weak ${ }^{*}$-closed. Then $g \in \overline{\mathcal{R}\left(T^{*}-I\right)} \oplus \mathcal{N}\left(T^{*}-I\right)$ for $g \in \mathcal{G}$, and with the choice of $\mathcal{G}$ we obtain

$$
\mathcal{X}^{*}=\overline{\mathcal{R}\left(T^{*}-I\right)} \oplus \mathcal{N}\left(T^{*}-I\right) .
$$

Now, by this decomposition, we conclude that the sequence $\left\{T_{n}^{*}\right\}$ converges strongly on $\mathcal{X}^{*}$ to $P_{T^{*}}$, as we already remarked that it converges to zero on $\mathcal{R}\left(T^{*}-I\right)$.

Clearly, if the sequence $\left\{T_{n}\right\}$ also converges strongly to $P_{T}$ on $\mathcal{X}$, then $P_{T^{*}}=$ $P_{T}^{*}$, and $\left\{T_{n}\right\}$ satisfies (2.5). Conversely, let us assume that $P_{T^{*}}=S^{*}$ for some $S \in \mathcal{B}(\mathcal{X})$. Then, for every $f \in \mathcal{X}^{*}$ and every $x \in \mathcal{X}$, one has $\left(T_{n}^{*} f\right) x \rightarrow\left(S^{*} f\right) x$, which means that $T_{n} x \rightarrow S x$ weakly in $\mathcal{X}$. This gives the decomposition

$$
\mathcal{X}=\overline{\mathcal{R}(T-I)} \oplus \mathcal{N}(T-I) .
$$

If $\left\{T_{n}\right\}$ also satisfies (2.5), then by (3.1) and Proposition 2.3 we have $T_{n}(T-$ $I) x \rightarrow 0$ for $x \in \mathcal{X}$. Hence $\left\{T_{n}\right\}$ converges strongly to $P_{T}$ on $\mathcal{X}$ by the above decomposition of $\mathcal{X}$.

Assume now (i), that is, the spectral condition (3.1) and that $\left\{T^{n}(T-I)\right\}$ is bounded. Then the isometry $V_{1}$ in (2.3) corresponding to the sequence $\left\{T^{n}\right\}$ by Proposition 2.3 is either $V_{1}=0$ or $V_{1}=I$. Hence $T^{n}(T-I)^{2} x \rightarrow 0$ for $x \in \mathcal{X}$.

Next, we consider the operator $\widetilde{T}$ on $\mathcal{B}(\mathcal{X})$ given by

$$
\widetilde{T} S=T S \quad(S \in \mathcal{B}(\mathcal{X}))
$$

Then $\left\{\widetilde{T}^{n}(\widetilde{T}-I)\right\}$ is bounded, and $\sigma(\widetilde{T}) \cap \mathbb{T} \subset\{1\}$, and so one has $\widetilde{T}^{n}(\widetilde{T}-I)^{2} S \rightarrow$ 0 for $S \in \mathcal{B}(\mathcal{X})$. Hence it follows that $\left\|T^{n}(T-I)^{2}\right\| \rightarrow 0$. This also implies that $\left\|T^{* n}\left(T^{*}-I\right) f\right\| \rightarrow 0$ for $f \in \overline{\mathcal{R}\left(T^{*}-I\right)}$ because $\left\{T^{* n}\left(T^{*}-I\right)\right\}$ is bounded, while by the above decomposition of $\mathcal{X}^{*}$ we infer that this convergence holds for all $f \in \mathcal{X}^{*}$. Then the implication (i) $\Rightarrow$ (iii) is proved, while the implications (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i) are trivial, taking into account that the spectral condition follows from the convergence to zero of $\left\{T^{n}(T-I)^{2}\right\}$ by the spectral mapping theorem. In addition, if one of the statements (i)-(iii) holds and if $\left\{T_{n}\right\}$ converges strongly on $\mathcal{X}$, then (ii) gives $T^{n}(T-I) x \rightarrow 0$ for $x \in \overline{\mathcal{R}(T-I)}$; hence this convergence also happens for each $x \in \mathcal{X}$ by the above decomposition of $\mathcal{X}$. This ends the proof.

Corollary 3.5. Let $T \in \mathcal{B}(\mathcal{X})$ be an operator satisfying (3.1) such that $T-I$ has a right or a left inverse in $\mathcal{B}(\mathcal{X})$. If $\left\{T_{n}\right\} \subset \kappa(T)$ is as in Theorem 3.4, then $\left\{T^{n}\right\}$ converges uniformly to zero and $\left\{T_{n}^{*}\right\}$ converges strongly to zero on $\mathcal{X}^{*}$. In addition, $\left\{T_{n}\right\}$ converges strongly to zero on $\mathcal{X}$ if and only if it satisfies (2.5).

Proof. Assume first that $S(T-I)=I$ for some $S \in \mathcal{B}(\mathcal{X})$. Then $\mathcal{R}\left(T^{*}-I\right)=\mathcal{X}^{*}$ and $T_{n}^{*} \rightarrow 0$ strongly on $\mathcal{X}^{*}$ by Theorem 3.4, $\mathcal{N}\left(T^{*}-I\right)=\{0\}$. Hence $T-I$ is invertible; that is, $1 \notin \sigma(T)$. By (3.1) this means that $\sigma(T) \subset \mathbb{D}$ or $\left\|T^{n}\right\| \rightarrow 0$.

If $(T-I) S=I$, then one has $\mathcal{R}(T-I)=\mathcal{X}$ and $\mathcal{N}\left(T^{*}-I\right)=\{0\}$. Since $T_{n}^{*}\left(T^{*}-I\right) f \rightarrow 0$ for $f \in \mathcal{X}^{*}$ (by proof of the theorem), we obtain $T_{n}^{*} f=$ $S^{*} T_{n}^{*}\left(T^{*}-I\right) f \rightarrow 0, f \in \mathcal{X}^{*}$. This also implies that $T_{n} x \rightarrow 0$ weakly in $\mathcal{X}$ for $x \in \mathcal{X}$; hence $\mathcal{N}(T-I)=\{0\}$, and so $1 \notin \sigma(T)$.

Now, if $\left\{T_{n}\right\}$ satisfies (2.5), then the spectral condition and Proposition 2.3 ensure (as for $T_{n}^{*}$ ) that $T_{n} x \rightarrow 0$ for $x \in \mathcal{R}(T-I)=\mathcal{X}$. Clearly, the regularity condition is just necessary for this convergence.

If in this corollary the assumption of regularity of $\left\{T_{n}^{*}\right\}$ is changed to the uniform regularity of $\left\{T_{n}\right\}$ in (2.5) (that is, (3.2) with $m=0$ ), then one can conclude that $\left\|T_{n}\right\| \rightarrow 0$.

In reflexive spaces, the assumption on $\overline{\mathcal{R}\left(T^{*}-I\right)}$ to be weak*-closed is superfluous. Thus, one obtains the following corollary.

Corollary 3.6. Let $\mathcal{X}$ be a reflexive space, and let $T \in \mathcal{B}(\mathcal{X})$ be an operator satisfying the condition (3.1). If $\left\{T_{n}\right\} \subset \kappa(T)$ is bounded and satisfies (2.5), then $\left\{T_{n}\right\}$ converges strongly on $\mathcal{X}$. Moreover, the sequence $\left\{T^{n}(T-I)\right\}$ converges strongly to zero if and only if it is bounded.

Remark 3.7. The above results can easily be applied to Cesàro and the discretized Abel sums $A_{n}(T)$, where

$$
\begin{equation*}
A_{n}(T)=\frac{1}{n} \sum_{j=0}^{\infty}\left(1-\frac{1}{n}\right)^{j} T^{j}=A_{n}^{(-1)}(T) \quad(n \in \mathbb{N}) \tag{3.3}
\end{equation*}
$$

Notice that $\left\{A_{n}(T)\right\}$ is simultaneously ergodic and regular, which means that $\frac{1}{n} A_{n}(T) \rightarrow 0$ strongly.

Another application refers to the binomial means $B_{n}(T) \in \kappa(T)$ given by

$$
\begin{equation*}
B_{n}(T)=\frac{1}{2^{n}} \sum_{k=0}^{n} C_{n}^{k} T^{k} \tag{3.4}
\end{equation*}
$$

Proposition 3.8. Let $T \in \mathcal{B}(\mathcal{X})$ with $\sigma(T) \subset \overline{\mathbb{D}}$ be such that the sequence $\left\{M_{n}(B)\right\}$ is bounded, where $B=\left\{B_{n}(T)\right\}$. Then $\left\|B_{n}(T)\right\|=o(n)$ as $n \rightarrow \infty$. In addition, if $\overline{\mathcal{R}\left(T^{*}-I\right)}$ is weak*-closed, then $\left\{M_{n}\left(B^{*}\right)\right\}$ converges strongly on $\mathcal{X}^{*}$.
Proof. Considering the operator $S=\frac{1}{2}(T+I)$, we have that $B_{n}(T)=S^{n}, T_{n}=$ $M_{n}(S)$, and $\mathcal{R}\left(T^{*}-I\right)=\mathcal{R}\left(S^{*}-I\right)$. Also, $\sigma(S) \cap \mathbb{T} \subset\{1\}$ because $\sigma(T) \subset \overline{\mathbb{D}}$. The spectral condition on $S$ and the boundedness of $\left\{T_{n}\right\}$ assures by [29, Theorem 2.2] that $\frac{1}{n}\left\|B_{n}(T)\right\|=\frac{1}{n}\left\|S^{n}\right\| \rightarrow 0$, which is the first assertion. The second assertion follows from Theorem 3.4 because $\left\{T_{n}^{*}\right\}$ is bounded and hence regular.
Remark 3.9. When $\mathcal{X}$ is reflexive, the proposition gives that $\left\{M_{n}\left(\left\{B_{k}(T)\right\}\right)\right\}$ converges strongly on $\mathcal{X}$ if it is bounded. In the case that $\left\{B_{n}(T)\right\}$ is bounded, then it follows directly from the Esterle-Katznelson-Tzafriri's theorem that $\left\|B_{n}(T)(T-I)\right\| \rightarrow 0$, and if $\mathcal{X}$ is reflexive, then $\left\{B_{n}(T)\right\}$ converges strongly on $\mathcal{X}$. A direct proof of the last convergence for $T$ a Hilbert space contraction was given in [9].

Let us remark that the boundedness and the regularity of $\left\{T_{n}^{*}\right\}$ are essential conditions in Theorem 3.4, as we see in the following example.

Example 3.10. Let $T \in \mathcal{B}(\mathcal{X} \oplus \mathcal{X})$ be given by the matrix representation

$$
T=\left[\begin{array}{ll}
I & J \\
0 & I
\end{array}\right],
$$

where $I$ is the identity operator on $\mathcal{X}$ and where $J(0 \oplus y)=y \oplus 0, y \in \mathcal{X}$. Clearly, $\sigma(T)=\{1\}$, and for $n \geq 1$ one has $T^{n}(T-I)=T-I$. Then the sequence $\left\{T^{n}(T-I)\right\}$ is bounded, but $\left\{T^{n}(T-I) y\right\}$ does not converge weakly to zero for $0 \neq y \in\{0\} \oplus \mathcal{X}$.

In addition, one has $\mathcal{R}(T-I)=\mathcal{N}(T-I)=\mathcal{X} \oplus\{0\}$. Thus, by Proposition 2.3, it follows that every sequence $\left\{T_{n}\right\} \subset \kappa(T)$ satisfying the condition (1.3) is either unbounded or is not regular. In particular, $T_{n}=M_{n}^{(p)}(T)$ for $p \geq 1$ is unbounded and not regular. Observe also that the assertions (ii) and (iii) are not true even if (i) holds in this case.

Notice that the weak convergence of $\left\{T^{n}(T-I)\right\}$ in statement (ii) of Theorem 3.4 is an optimal requirement. In reflexive spaces this convergence becomes
the strong convergence by the other condition of (ii). But we cannot obtain the norm convergence to zero of this sequence in general, as we see in the following example.

Example 3.11. Consider the Volterra operator $V$ on $L^{2}[0,1]$, and let $T=I-V$. Then $T$ is power-bounded with $\sigma(T)=\{1\}$, and $M_{n}(T) \rightarrow 0$ strongly. Define the operator $\mathcal{T}$ on $\mathcal{L}=L^{2}[0,1] \oplus L^{2}[0,1]$ by

$$
\mathcal{T}=\left[\begin{array}{cc}
T & T-I \\
0 & T
\end{array}\right] .
$$

Then $\sigma(\mathcal{T})=\{1\}, \mathcal{T}$ is Cesàro-bounded, and $\frac{1}{n} \mathcal{T}^{n} \rightarrow 0$ strongly; hence $M_{n}(\mathcal{T}) \rightarrow$ 0 strongly $(\mathcal{T}$ acts on a reflexive space) because $\mathcal{L}=\overline{\mathcal{R}(\mathcal{T}-I)}=\overline{\mathcal{R}(T-I)} \oplus$ $\overline{\mathcal{R}(T-I)}$. Thus, by Theorem 3.4, the sequence $\left\{\mathcal{T}^{n}(\mathcal{T}-I)\right\}$ converges strongly to zero if it is bounded. But its boundedness follows easily from the matrix of $\mathcal{T}^{n}(\mathcal{T}-I)$ because $n T^{n-1}(T-I)^{2} \rightarrow 0$ strongly, as was proved in [18]. Also, by [30, Lemma 2.1], we have $\left\|\mathcal{T}^{n}(\mathcal{T}-I)\right\| \nrightarrow 0$.

## 4. UNIFORM PERIPHERAL BOUNDEDNESS AND ERGODICITY

For a sequence $\left\{T_{n}\right\} \subset \kappa(T)$ and $\lambda \in \mathbb{C}$ with $|\lambda| \leq 1$, we define $T_{n \lambda} \in \kappa(\lambda T)$ by the same convex combination of $T_{n}$; that is, if $T_{n}=\sum_{j \geq 0} t_{n j} T^{j}$ as in (1.2), then

$$
T_{n \lambda}=\sum_{j \geq 0} t_{n j} \lambda^{j} T^{j}
$$

In the case where $\alpha_{n}:=\sum_{j \geq 1} j t_{n j}<\infty$, one can also define the backward iterates $T_{n}^{(-1)} \in \kappa(T)$ as in (1.4). We investigate the ergodicity of $\left\{T_{n}^{(-1)}\right\}$ by considering the condition (2.5) and the corresponding operators $Q_{1}$ and $V_{1}$ from Proposition 2.3 for this sequence. Equivalently, by (1.5), we are interested in the strong convergence of $\left\{\frac{1}{\alpha_{n}} T_{n}\right\}$.
Theorem 4.1. Let $T \in \mathcal{B}(\mathcal{X})$ and let $\left\{T_{n}\right\} \subset \kappa(T)$ be a sequence which has backward iterate $\left\{T_{n}^{(-1)}\right\}$ satisfying the conditions (2.5) and

$$
\begin{equation*}
\sup _{\substack{n \in \mathbb{N} \\ \lambda \in \mathbb{T}}}\left\|T_{n \lambda}^{(-1)}\right\|<\infty \tag{4.1}
\end{equation*}
$$

Suppose that the operator $Q_{1}$ has closed range and that the sequence $\left\{\alpha_{n}\right\}$ is unbounded and satisfies the condition

$$
\begin{equation*}
\sup _{n, q \in \mathbb{N}} \frac{\alpha_{n}}{\alpha_{n+q}}<\infty . \tag{4.2}
\end{equation*}
$$

Then, for any $x \in \mathcal{X}$, we have

$$
\begin{equation*}
\left\|T_{n} x\right\|=o\left(\alpha_{n}\right) \quad(n \rightarrow \infty) \tag{4.3}
\end{equation*}
$$

Proof. The condition (4.1) implies by (1.5) that the sequence $\left\{\frac{1}{\alpha_{n}} T_{n}\right\}$ is bounded. Hence one can consider the continuous seminorm $\gamma$ on $\mathcal{X}$ given for $x \in \mathcal{X}$ by

$$
\gamma(x)=\limsup _{n \rightarrow \infty} \frac{1}{\alpha_{n}}\left\|T_{n} x\right\|=\limsup _{n \rightarrow \infty}\left\|T_{n}^{(-1)}(T-I) x\right\|
$$

We show first that the sequence $\left\{\gamma\left(\alpha_{n} T_{n \lambda}^{(-1)} x\right)\right\}$ is uniformly bounded for $n \in \mathbb{N}$, $\lambda \in \mathbb{T}$, and $\|x\|=1$. Indeed, for any $q \in \mathbb{N}$, we have by direct computation

$$
\begin{aligned}
T_{q}\left(\alpha_{n} T_{n \lambda}^{(-1)}\right)= & \sum_{m \geq 0} t_{q m} \sum_{k \geq 0}\left(\sum_{j \geq k+1} t_{n j}\right) \lambda^{k} T^{k+m} \\
= & \alpha_{n} t_{q 0} T_{n \lambda}^{(-1)}+\sum_{m \geq 1} t_{q m} \bar{\lambda}^{m} \sum_{i \geq m}\left(\sum_{j=i+1-m}^{i}+\sum_{j \geq i+1}\right) t_{n j}(\lambda T)^{i} \\
= & \alpha_{n} t_{q 0} T_{n \lambda}^{(-1)} \\
& +\sum_{m \geq 1} t_{q m} \bar{\lambda}^{m}\left[\sum_{i \geq m}\left(\sum_{j=i+1-m}^{i} t_{n j}\right)+\left(\sum_{i \geq 0}-\sum_{i=0}^{m-1}\right)\left(\sum_{j \geq i+1} t_{n j}\right)\right](\lambda T)^{i} \\
= & \alpha_{n} \sum_{m \geq 0} t_{q m} \bar{\lambda}^{m} T_{n \lambda}^{(-1)} \\
& +\sum_{m \geq 2} t_{q m} \bar{\lambda}^{m}\left[\sum_{i=1}^{m-1} i t_{n i}+m \sum_{i \geq m} t_{n i}-\sum_{i=0}^{m-1}\left(\sum_{j \geq i+1} t_{n j}\right)\right](\lambda T)^{i} \\
= & \sum_{m \geq 0} \alpha_{n} t_{q m} \bar{\lambda}^{m} T_{n \lambda}^{(-1)} \\
& +\sum_{m \geq 2} t_{q m} \bar{\lambda}^{m}\left[\sum_{i=1}^{m-1}\left(i t_{n i}-\sum_{j \geq i+1} t_{n j}\right)+\sum_{i \geq m} m t_{n i}-\sum_{j \geq 1} t_{n j}\right](\lambda T)^{i} \\
= & \alpha_{n} \sum_{m \geq 0} t_{q m} \bar{\lambda}^{m} T_{n \lambda}^{(-1)} .
\end{aligned}
$$

For the last equality we see that the expression in brackets is zero (which is easy to verify). We infer that

$$
\begin{aligned}
\gamma\left(\alpha_{n} T_{n \lambda}^{(-1)} x\right) & =\limsup _{q \rightarrow \infty} \frac{\alpha_{n}}{\alpha_{n+q}}\left\|T_{n+q} T_{n \lambda}^{(-1)} x\right\| \\
& =\limsup _{q \rightarrow \infty} \frac{\alpha_{n}}{\alpha_{n+q}}\left\|\sum_{m \geq 0} t_{n+q, m} \bar{\lambda}^{m} T_{n \lambda}^{(-1)} x\right\| \\
& \leq \sup _{\substack{n, q \in \mathbb{N} \\
\lambda \in \mathbb{T}}} \frac{\alpha_{n}}{\alpha_{n+q}}\left(\sum_{m \geq 0} t_{n+q, m}\right)\left\|T_{n \lambda}^{(-1)} x\right\|<\infty,
\end{aligned}
$$

whence the claim follows by (4.1), (4.2), and using the fact that $T_{n+q} \in \kappa(T)$.
Now let $Q_{1}$ and $V_{1}$ be the operators from (2.3) corresponding to the bounded sequence $\left\{T_{n}^{(-1)}\right\}$. In fact, as this sequence satisfies (2.5), $V_{1}$ will be an isometry (by Proposition 2.3). Then, by the previous conclusion and using the equality

$$
\gamma\left(\alpha_{n} T_{n \lambda}^{(-1)} x\right)=\left\|Q_{1}\left(\alpha_{n} T_{n \lambda}^{(-1)} x\right)\right\|
$$

one obtains the condition

$$
\begin{equation*}
\beta:=\sup _{\substack{n \in \mathbb{N} \\ \lambda \in \mathbb{T}}}\left\|\sum_{k \geq 0}\left(\sum_{j \geq k+1} t_{n j}\right) \lambda^{k} V_{1}^{k} Q_{1}\right\|<\infty . \tag{4.4}
\end{equation*}
$$

We show that this implies even $Q_{1}=0$ under the assumption that $\mathcal{R}\left(Q_{1}\right)$ is closed in the corresponding Banach space $\mathcal{X}_{\gamma}$; in fact, $\mathcal{R}\left(Q_{1}\right)=\mathcal{X}_{\gamma}$ by the density of this range.

Assume to the contrary that $Q_{1} \neq 0$. Let $\mu \in \mathbb{T}$ be an approximate eigenvalue for $V_{1}$. Then there exists a sequence $\left\{\widetilde{x}_{q}\right\} \subset \mathcal{X}_{\gamma}$ with $\left\|\widetilde{x}_{q}\right\|=1$ for any $q$, and $\left(V_{1}-\mu I\right) \widetilde{x}_{q} \rightarrow 0$. Since $Q_{1}$ maps $\mathcal{X}$ onto $\mathcal{X}$, there exists $r>0$ such that $\widetilde{x}_{q}=Q_{1} x_{q}$ for some $x_{q} \in \mathcal{X}$ with $\left\|x_{q}\right\| \leq r$.

Now let $f_{q} \in \mathcal{X}_{\gamma}^{*}$ with $\left\|f_{q}\right\|=1$ and $\left|f_{q}\left(\widetilde{x}_{q}\right)\right|>\frac{1}{2}$ for any $q$. Then from (4.4) we have, for $n, q \geq 1$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sum_{k \geq 0}\left(\sum_{j \geq k+1} t_{n j}\right) f_{q}\left(V_{1}^{k} \widetilde{x}_{q}\right) e^{i k t}\right|^{2} \mathrm{~d} t \leq \beta^{2} r^{2}
$$

while by Parseval's formula we obtain

$$
\sum_{k \geq 0}\left|\left(\sum_{j \geq k+1} t_{n j}\right) f_{q}\left(V_{1}^{k} \widetilde{x}_{q}\right)\right|^{2} \leq \beta^{2} r^{2}
$$

But with the choice of $\mu$ we have, for every $k \in \mathbb{N}$,

$$
\lim _{q \rightarrow \infty} f_{q}\left(\left(V_{1}^{k}-\mu^{k}\right) \widetilde{x}_{q}\right)=0
$$

hence from the preceding inequality, we infer for each integer $N \geq 1$ that

$$
\limsup _{q \rightarrow \infty} \sum_{k=0}^{N}\left(\sum_{j \geq k+1} t_{n j}\right)\left|f_{q}\left(\widetilde{x}_{q}\right)\right|^{2} \leq \beta^{2} r^{2}
$$

Since $\left|f_{q}\left(\widetilde{x}_{q}\right)\right|>\frac{1}{2}$ for any $q$, and letting $N \rightarrow \infty$, we get finally $\alpha_{n} \leq(2 \beta r)^{2}$, a contradiction because $\left\{\alpha_{n}\right\}$ is assumed unbounded by the hypothesis. Hence $Q_{1}=0$, which even means that the sequence $\left\{\frac{1}{\alpha_{n}} T_{n}\right\}$ converges strongly to zero on $\mathcal{X}$.

Corollary 4.2. Let $T \in \mathcal{B}(\mathcal{X})$ with $\sigma(T) \subset \overline{\mathbb{D}}$, and let $\left\{T_{n}\right\} \subset \kappa(T)$ be such that condition (4.1) is satisfied. If the operator $Q_{1}$ has the closed range while $\left\{\alpha_{n}\right\}$ is increasing to infinity and $\lim _{n \rightarrow \infty} \frac{\alpha_{n+1}}{\alpha_{n}}=1$, then the convergence (4.3) holds true.
Proof. Clearly, the conditions (4.2) and consequently (4.4) are satisfied, and putting $V=V_{1}$ and $\widetilde{V}_{n}$ in the corresponding sequence in $\kappa\left(V_{1}\right)$ obtained by the relation $Q_{1} T_{n}=\widetilde{V}_{n} Q_{1}$, by (4.4) we then have

$$
\widetilde{V}_{n \lambda}^{(-1)} \widetilde{x}=\frac{1}{\alpha_{n}} \sum_{k \geq 0}\left(\sum_{j \geq k+1} t_{n j}\right) \lambda^{k} V^{k} \widetilde{x} \rightarrow 0
$$

for all $\widetilde{x} \in \mathcal{X}_{\gamma}=\mathcal{R}\left(Q_{1}\right)$ and every $\lambda \in \mathbb{T}$. Hence $\mathcal{X}_{\gamma}=\overline{\mathcal{R}(V-\lambda I)}$ for $\lambda \in \mathbb{T}$ (by the previous convergence), and as $\sigma(V) \subset \sigma(T) \subset \overline{\mathbb{D}}$, two cases arise: either $\sigma(V) \cap \mathbb{T}$ is nonempty or $\sigma(V) \subset \mathbb{D}$. In the former case $V \neq 0$ has an approximate eigenvalue on $\mathbb{T}$, while this fact together with the assumption that $\mathcal{R}\left(Q_{1}\right)=\mathcal{X}_{\gamma}$ leads (as in the previous proof) to the conclusion that $V=0$, a contradiction.

Thus the second case occurs; that is, $\left\|V^{n}\right\| \rightarrow 0$. In this last case, for $0<\varepsilon<1$, there exists $n_{0} \in \mathbb{N}$ with $\left\|V^{n_{0}}\right\|<\varepsilon$ so that, for $x \in \mathcal{X}$, we have

$$
\begin{aligned}
\left\|Q_{1} x\right\| & =\limsup _{n \rightarrow \infty} \frac{1}{\alpha_{n+n_{0}}}\left\|T^{n+n_{0}} x\right\|=\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\alpha_{n+n_{0}}}\left\|Q_{1} T^{n_{0}} x\right\|, \\
& =\left\|V^{n_{0}} Q_{1} x\right\| \leq \varepsilon\left\|Q_{1} x\right\|,
\end{aligned}
$$

which yields $Q_{1}=0$. Therefore, $\frac{1}{\alpha_{n}} T_{n} \rightarrow 0$ strongly on $\mathcal{X}$, which finishes the proof.

The assumption on $\mathcal{R}\left(Q_{1}\right)$ or the regularity assumption can also be suppressed in Theorem 4.1 in some cases. For instance, if the spectral condition (3.1) is satisfied for $T \in \mathcal{B}(\mathcal{X})$ while $\left\{T_{n}\right\} \subset \kappa(T)$ has a bounded and $n_{0}$-regular backward iterate $\left\{T_{n}^{(-1)}\right\}$ for an integer $n_{0} \geq 1$, then $\left\{T_{n}^{(-1)}\right\}$ is ergodic (by Theorem 3.1(i)); that is, the convergence (4.3) holds. In this case the conclusion of Theorem 4.1 occurs under a weaker assumption than the uniform boundedness (4.1).

Let us comment on a special case where the condition on $\mathcal{R}\left(Q_{1}\right)$ in Theorem 4.1 is satisfied. Namely, if $T$ is a supercyclic operator, then under the conditions (4.1) and (2.3) for $\left\{T_{n}\right\}$, one has $Q_{1} T=V_{1} Q_{1}$, and it follows that $V_{1}$ is also supercyclic on $\mathcal{X}_{\gamma}$. Thus, if $V_{1}$ is an isometry (for example, when $\left\{T_{n}^{(-1)}\right\}$ satisfies (2.5)), then we have $\operatorname{dim} \widetilde{\mathcal{X}}_{0} \leq 1$ (as it is known from [3]). Therefore, $\mathcal{R}\left(Q_{1}\right)$ is closed, and in fact $\mathcal{R}\left(Q_{1}\right)=\mathcal{X}_{\gamma}=\{0\}$. Thus, from Theorem 4.1 and [1, Corollary 3.7], we infer the following result which extends in the general context of the sequences in $\kappa(T)$ the well-known result of Ansari-Bourdon [3], which says that $\left\{T^{n}\right\}$ converges strongly to zero if $T$ is supercyclic and power-bounded. In particular, our results apply to uniformly Kreiss-bounded operators.
Corollary 4.3. Let $T \in \mathcal{B}(\mathcal{X})$ be supercyclic, and let $\left\{T_{n}\right\} \subset \kappa(T)$ be a sequence which has backward iterates satisfying conditions (4.1), (4.2), and (2.5). Then $\left\{T_{n}^{(-1)}\right\}$ is ergodic. Moreover, it converges strongly on $\mathcal{X}$ if and only if $1 \notin \sigma_{p}\left(T^{*}\right) \backslash$ $\sigma_{p}(T)$. In this case, the limit is nonzero if and only if $1 \in \sigma_{p}(T)$.

In particular, if $T$ is supercyclic and uniformly Kreiss-bounded, then $\left\{M_{n}(T)\right\}$ is ergodic in reflexive spaces by the mean ergodic theorem (see [16]) and this corollary, while the means $M_{n}(T)$ always converge strongly, and the limit is zero if and only if $1 \notin \sigma_{p}(T)$. Such an operator was recently constructed in [1].

The above results can be applied to many useful operator means such as for Cesàro means or binomial means. For the Abel mean $A_{n}(T)$, the boundedness condition (4.1) is equivalent to a similar condition for $M_{n}^{(p)}(T)$, which simultaneously holds for all $p \geq 2$ (see [1], [27], [28]). This is the Kreiss boundedness condition on the resolvent function of $T$, namely,

$$
\left\|(T-\lambda I)^{-1}\right\| \leq \frac{C}{|\lambda|-1} \quad(|\lambda|>1)
$$

for some constant $C>0$. Moreover, it is known from [27] that the above Kreiss condition implies $\left\|M_{n}(T)\right\|=O(\log n), n \rightarrow \infty$. Hence, if the condition (4.1) is satisfied for $T_{n}=M_{n}^{(p)}(T)$ with some (any) integer $p \geq 2$, then $\left\|M_{n}(T)\right\|=o(n)$ as $n \rightarrow \infty$. Hence the conclusion of Theorem 4.1 is interesting for Cesàro means of
order 1 and for other sequences in $\kappa(T)$. When $T$ is power-bounded, each sequence $\left\{T_{n}\right\} \subset \kappa(T)$ is bounded, and the convergence (4.3) always occurs. But Theorem 4.1 gives the same conclusion under other assumptions concerning the backward iterates of $\left\{T^{n}\right\}$.

Corollary 4.4. Let $T \in \mathcal{B}(\mathcal{X})$ be uniformly Kreiss-bounded. If $\mathcal{R}\left(Q_{1}\right)$ is closed, where the operator $Q_{1}$ corresponds to sequence $\left\{M_{n}(T)\right\}$ by Proposition 2.3, then $\left\|T^{n} x\right\|=o(n)$ as $n \rightarrow \infty$ for each $x \in \mathcal{X}$.

Turning to the general context of the sequences in $\kappa(T)$, let us note that the method based on the seminorm from (2.1) does not give more precise information in the case of Hilbert spaces because the corresponding complete quotient space $\widetilde{\mathcal{X}}$ is not always a Hilbert space. But if the seminorms induced by Banach limits are used, then it is possible to make $\widetilde{\mathcal{X}}$ a Hilbert space when $\mathcal{X}$ is such (see [15]). In this case, the method is related only with the almost convergence of bounded sequences of scalars. By using this general argument, we give now a Hilbertian version of Theorem 4.1, where almost-strong convergence (in the sense of (2.7)) of some weighted Cesàro means is obtained.

Recall (see [15]) that a Banach limit is a positive linear functional $L$ on $l^{\infty}=$ $l^{\infty}(\mathbb{N}, \mathbb{C})$ with $\|L\|=L(\{1\})$ and $L(u \eta)=L(\eta)$ for every $\eta \in l^{\infty}$, where $\{1\}=$ $(1,1, \ldots)$ and $u$ stands for the truncated backward shift on $l^{\infty}$.

Theorem 4.5. Suppose $\mathcal{X}$ to be a Hilbert space, and let $T \in \mathcal{B}(\mathcal{X})$ satisfying the condition

$$
\begin{equation*}
\sup _{\substack{n \geq 1 \\ \lambda \in \mathbb{T}}} \frac{1}{n^{r}}\left\|M_{n}(\lambda T)\right\|<\infty \tag{4.5}
\end{equation*}
$$

for some integer $r \geq 0$. Then the sequence $\left\{\frac{1}{n^{r+1}}\left\|T^{n} x\right\|\right\}$ almost converges to zero for every $x \in \mathcal{X}$. Moreover, for any $\lambda \in \mathbb{T}$, the sequence $\left\{\frac{1}{n^{r}} M_{n}(\lambda T) x\right\}$ almost converges to zero for every $x \in \overline{\mathcal{R}(\lambda T-I)}+\mathcal{N}(\lambda T-I)$ in the case $r>0$, respectively, to $P_{\lambda T} x$ for every $x \in \mathcal{X}$ when $r=0$.

Proof. Consider first the bounded sequences $\xi_{x}=\left\{\frac{1}{n^{r+1}}\left\|T^{n} x\right\|\right\}$ for $x \in \mathcal{X}$. By a well-known result of Lorentz [21], the almost convergence to zero of $\xi_{x}$ is equivalent with the fact that $L\left(\xi_{x}\right)=0$ for each Banach limit $L$. The nontrivial case is when $\left\{\frac{\left\|T^{n}\right\|}{n^{r+1}}\right\}$ does not almost converge to zero. In this case, by [15, Theorem 2] there exists an isometry $V$ acting on a Hilbert space $\mathcal{H}$ and an operator $Q \in \mathcal{B}(\mathcal{X}, \mathcal{H})$ such that $Q T=V Q$ and

$$
\mathcal{N}(Q)=\bigcap_{L}\left\{x \in \mathcal{X}: L\left(\xi_{x}\right)=0\right\} .
$$

We wish to prove that $\mathcal{N}(Q)=\mathcal{X}$. Assuming first that $\mathcal{X}$ is separable, we need to prove that

$$
\|Q x\|=L\left(\left\{\frac{1}{n^{r+1}}\left\|T^{n} x\right\|\right\}\right)=0
$$

for some Banach limit $L$ (see the proof of [15, Theorem 2 and Lemma 3]) and any $x \in \mathcal{X}$.

Assume that $Q x_{0} \neq 0$ for some $x_{0} \in \mathcal{X}$ and $L$, as above. It is known from [21] that

$$
\left\|Q x_{0}\right\|=L\left(\xi_{x_{0}}\right) \leq \limsup _{n \rightarrow \infty} \frac{1}{n^{r+1}}\left\|T^{n} x_{0}\right\|
$$

By a standard argument we can obtain from (4.5) (as in the proof of [1, Theorem 4.8]) the estimate

$$
\beta:=\sup _{\substack{n \geq 1 \\|\lambda|=1}}\left\|\sum_{k=0}^{n} \lambda^{k} V^{k} Q x_{0}\right\|<\infty .
$$

From this we infer that, for any $n \geq 1$,

$$
\int_{0}^{2 \pi}\left\|\sum_{k=0}^{n} e^{i k t} V^{k} Q x_{0}\right\|^{2} \frac{\mathrm{~d} t}{2 \pi} \leq \beta^{2}
$$

and taking into account that $V$ is an isometry, this leads to contradiction $(n+1)\left\|Q x_{0}\right\|^{2} \leq \beta^{2}$. Hence $Q=0$; that is,

$$
\lim _{k \rightarrow \infty} \sup _{n \geq 1} \frac{1}{k+1} \sum_{j=0}^{k} \frac{\left\|T^{n+j} x\right\|}{(n+j)^{r+1}}=0
$$

which means that the sequences $\left\{\frac{\left\|T^{n} x\right\|}{n^{r+1}}\right\}$ almost converge to zero for any $x \in \mathcal{X}$.
In the case that $\mathcal{X}$ is nonseparable, by the construction from the proof of [15, Theorem 2] one can find an orthogonal decomposition $\mathcal{X}=\bigoplus_{\alpha \in \mathcal{A}} \mathcal{X}_{\alpha}$ such that $\mathcal{X}_{\alpha}$ is separable and invariant for $T$. Then, for each $\alpha \in \mathcal{A}$, there exist as above a Hilbert space $\mathcal{H}_{\alpha}, V_{\alpha}$ an isometry on $\mathcal{H}_{\alpha}$, and $Q_{\alpha} \in \mathcal{B}\left(\mathcal{X}_{\alpha}, \mathcal{H}_{\alpha}\right)$ such that $Q_{\alpha} T_{\alpha}=V_{\alpha} Q_{\alpha}$ where $T_{\alpha}=\left.T\right|_{\mathcal{X}_{\alpha}}$. By the conclusion from the separable case we have $Q_{\alpha}=0$; that is, $\mathcal{H}_{\alpha}=\overline{\mathcal{R}\left(Q_{\alpha}\right)}=\{0\}$ for each $\alpha \in \mathcal{A}$, which gives that the sequence $\xi_{x}$ almost converges for any $x \in \mathcal{X}$. This proves the first statement.

Now, if we denote the sequence from the previous limit by $\left\{\beta_{k}\right\}$, then we have by (1.7) for $n, k \geq 1, \lambda \in \mathbb{T}$ and $x \in \mathcal{X}$, the relations

$$
\begin{aligned}
\beta_{k} & \geq \sup _{n \geq 1}\left(\frac{1}{k+1} \sum_{j=1}^{k} \frac{1}{(n+j)^{r}}\left\|M_{n+j-1}(\lambda T)(\lambda T-I) x+\frac{x}{n+j}\right\|\right) \\
& =\sup _{n \geq 1} \frac{1}{k+1} \sum_{j=1}^{k}\left(\frac{n+j-1}{n+j}\right)^{r} \frac{1}{(n+j-1)^{r}}\left\|M_{n+j-1}(\lambda T)(\lambda T-I) x+\frac{x}{n+j}\right\| \\
& \geq \sup _{n \geq 1}\left(\frac{n}{n+1}\right)^{r} \frac{1}{k+1} \sum_{j=0}^{k-1} \frac{1}{(n+j)^{r}}\left\|M_{n+j}(\lambda T)(\lambda T-I) x+\frac{x}{n+j+1}\right\| \\
& \geq \frac{1}{2^{r}}\left(\frac{1}{k+1}\left\|\sum_{j=0}^{k-1} \frac{1}{(n+j)^{r}} M_{n+j}(\lambda T)(\lambda T-I) x\right\|-\frac{1}{k+1} \sum_{j=0}^{k-1} \frac{\|x\|}{(n+j)^{r+1}}\right) .
\end{aligned}
$$

From this we infer that

$$
\sup _{n \geq 1} \frac{1}{k}\left\|\sum_{j=0}^{k-1} \frac{1}{(n+j)^{r}} M_{n+j}(\lambda T)(\lambda T-I) x\right\| \leq \frac{k+1}{2^{-r} k}\left(\beta_{k}+\sup _{n \geq 1} \frac{1}{k} \sum_{j=0}^{k-1} \frac{\|x\|}{(n+j)^{r+1}}\right) .
$$

Since the sequence from the right-hand side converges to 0 , we have

$$
\lim _{k \rightarrow \infty} \sup _{n \geq 1} \frac{1}{k}\left\|\sum_{j=0}^{k-1} \frac{1}{(n+j)^{r}} M_{n+j}(\lambda T) x\right\|=0
$$

 any $x \in \overline{\mathcal{R}(\lambda T-I)}$, while for $x \in \mathcal{N}(\lambda T-I)$ the limit exists trivially when $r>0$. Therefore, $\left\{\frac{1}{n^{r}} M_{n}(\lambda T)\right\}$ almost converges strongly to zero on $\overline{\mathcal{R}(\lambda T-I)}+$ $\mathcal{N}(\lambda T-I)$.

In the case $r=0$, we have by (4.5) that $\left\{M_{n}^{(2)}(\lambda T)\right\}$ strongly converges on $\mathcal{X}$, which yields the decomposition $\mathcal{X}=\overline{\mathcal{R}(\lambda T-I)} \oplus \mathcal{N}(\lambda T-I)$. Then when $r=0$, we get

$$
\lim _{k \rightarrow \infty} \sup _{n \in \mathbb{N}}\left\|\frac{1}{k} \sum_{j=0}^{k-1} M_{n+j}(\lambda T) x-P_{\lambda T} x\right\|=0
$$

for $x \in \mathcal{X}$, which means by (2.7) that the sequence $\left\{M_{n}(\lambda T)\right\}$ almost converges strongly on $\mathcal{X}$ for every $\lambda \in \mathbb{T}$. This ends the proof.

The interesting fact reflected by Theorem 4.5 is that, for a uniformly Kreissbounded operator $T$ on a Hilbert space, the Cesàro mean $\left\{M_{n}(\lambda T)\right\}$ almost converges strongly on $\mathcal{X}$ for every $\lambda \in \mathbb{T}$. But for a power-bounded operator $T$ its powers $T^{n}$ do not almost converge strongly in general, for example, when $T$ is the unilateral forward shift on $l^{2}(\mathbb{N}, \mathbb{C})$.

As a consequence of Theorem 4.5 and Corollary 2.8, we obtain the strong convergence of the arithmetic means from Proposition 2.6 when $T_{n}=M_{n}(T)$.

Corollary 4.6. If $T \in \mathcal{B}(\mathcal{X})$ is uniformly Kreiss-bounded on a Hilbert space, then the sequence of arithmetic means of the Cesàro mean of $\lambda T$ strongly converges to $P_{\lambda T}$ for every $\lambda \in \mathbb{T}$.

## 5. Applications to operator means derived from Cesàro means

The first application refers to the binomial means $B_{n}(T)$ and their backward iterates.

Theorem 5.1. For any operator $T \in \mathcal{B}(\mathcal{X})$, the backward iterate of $B_{n}(T)$ is given by the relations

$$
\begin{equation*}
B_{n}^{(-1)}(T)=\frac{1}{n 2^{n-1}} \sum_{k=1}^{n} k C_{n}^{k} M_{k-1}(T)=M_{n-1}\left(\frac{I+T}{2}\right) \tag{5.1}
\end{equation*}
$$

for every integer $n \geq 1$. In addition, the following statements hold.
(i) If $\left\|B_{n}^{(-1)}(\lambda T)\right\|=O(1)$ as $n \rightarrow \infty$ and $\lambda \in \mathbb{T}$, and the corresponding operator $Q_{1}$ for $\left\{B_{n}^{(-1)}(T)\right\}$ satisfying (2.3) has closed range, then $\left\|B_{n}(T) x\right\|=o(n)$ as $n \rightarrow \infty$ for every $x \in \mathcal{X}$.
(ii) If $\sigma(T) \subset \overline{\mathbb{D}}$ and $\left\|B_{n}^{(-1)}(T)\right\|=O(1)$ as $n \rightarrow \infty$, then $\left\|B_{n}(T)\right\|=o(n)$ as $n \rightarrow \infty$.
(iii) If the Lebesgue measure of $\sigma(T) \cap \mathbb{T}$ is zero and $\left\|B_{n}(\lambda T)\right\|=O(1)$ as $n \rightarrow \infty$ and $\lambda \in \mathbb{T}$, then $\left\|T^{n}\right\|=o\left(n 2^{n}\right)$ as $n \rightarrow \infty$.

Proof. To see the first relation in (5.1), we note that $\alpha_{n}=\frac{n}{2}$ for the sequence $\left\{B_{n}(T)\right\} \subset \kappa(T)$, and that the scalar coefficients of the backward iterates $B_{n}^{(-1)}(T):=$ $B_{n}(T)^{(-1)}$ are given by

$$
s_{n k}=\frac{2}{n}-\frac{1}{n 2^{n-1}} \sum_{j=0}^{k} C_{n}^{j} \quad(0 \leq k \leq n-1), \quad s_{n k}=t_{n, k+1}=0 \quad(k \geq n)
$$

Then for $n \geq 1$ we have

$$
\begin{aligned}
B_{n}^{(-1)}(T) & =\sum_{k=0}^{n-1}\left(\frac{2}{n}-\frac{1}{n 2^{n-1}} \sum_{j=0}^{k} C_{n}^{j}\right) T^{k} \\
& =2 M_{n-1}(T)-\frac{1}{n 2^{n-1}}\left(n\left(2^{n}-1\right) M_{n-1}(T)-\sum_{k=1}^{n-1} k C_{n}^{k} M_{k-1}(T)\right) \\
& =\frac{1}{n 2^{n-1}} \sum_{k=1}^{n} k C_{n}^{k} M_{k-1}(T) .
\end{aligned}
$$

This is the first equality in (5.1), while the second can be easily obtained.
Now the assertion (i) follows directly from Theorem 4.1 because $\left\{B_{n}^{(-1)}(T)\right\}$ is regular by (5.1) and the hypothesis from (i), and $\alpha_{n} \rightarrow \infty$ while $\left\{\alpha_{n}\right\}$ satisfies (4.2) in this case.

Next, the assertion (ii) is a consequence of Corollary 3.3(i) applied to the sequence $T_{n}=B_{n}^{(-1)}(T)=M_{n}(S)$, where $S=\frac{I+T}{2}$. Here $\left\{T_{n}\right\}$ is bounded by the hypothesis of (ii) and $\sigma(S) \cap \mathbb{T} \subset\{1\}$ because $\sigma(T) \subset \overline{\mathbb{D}}$. Hence $\left\|S^{n}\right\|=o(n)$ as $n \rightarrow \infty$ (by the quoted corollary), which is just the conclusion in (ii).

To prove (iii), we first remark that the condition $\left\|B_{n}(\lambda T)\right\| \leq c$ for some constant $c>0$ means that $\frac{1}{2^{n}}(I+\lambda T)^{n} \leq c$, which by (5.1) implies $\left\|B_{n}^{(-1)}(\lambda T)\right\| \leq c$ for every $\lambda \in \mathbb{T}, n \in \mathbb{N}$. Then the conclusion of (iii) follows from [1, Theorem 4.1] applied to the sequence $\left\{B_{n}(T)\right\}$. For this we only mention that, since the coefficients of $B_{n}(T)$ are $t_{n j}=\frac{C_{n}^{j}}{2^{n}}$ for $0 \leq j \leq n$ and $t_{n j}=0$ for $j>n$, we have $\sum_{j \geq n} t_{n j}=t_{n n}=\frac{1}{2^{n}}$ and $\alpha_{n}=\sum_{j=1}^{n} j t_{n j}=\frac{n}{2}$. Then by the above-quoted theorem (taking into account the spectral condition in (iii)), we have

$$
\frac{t_{n n}}{\alpha_{n-1}}\left\|T^{n-1}\right\|=o(1) \quad \text { as } n \rightarrow \infty
$$

that is, $\left\|T^{n}\right\|=o\left(n 2^{n}\right), n \rightarrow \infty$. This ends the proof.

Note that if $T$ is uniformly Kreiss-bounded, then $\left\|B_{n}^{(-1)}(\lambda T)\right\|=O(1)$ as $n \rightarrow$ $\infty$ and $\lambda \in \mathbb{T}$, but this does not imply that $S$ has the same property as $T$. On the other hand, if $T$ is Cesàro-bounded, then $S$ has the same property (by (5.1)), and in this case $\sigma(T) \subset \overline{\mathbb{D}}$, and so we infer the following corollary.

Corollary 5.2. For every Cesàro-bounded operator $T \in \mathcal{B}(\mathcal{X})$, we have

$$
\left\|B_{n}(T)\right\|=o(n) \quad(n \rightarrow \infty) .
$$

In addition, if $\mathcal{X}=\overline{\mathcal{R}(T-I)} \oplus \mathcal{N}(T-I)$, then $\left\{B_{n}^{(-1)}(T)\right\}$ converges strongly to the ergodic projection $P_{T}$.

Proof. The first assertion follows from Theorem 5.1(ii). Now assume that $T$ is Cesàro-bounded and that $\mathcal{X}=\overline{\mathcal{R}(T-I)} \oplus \mathcal{N}(T-I)$. If $S=\frac{1}{2}(I+T)$, then $\mathcal{X}=\overline{\mathcal{R}(S-I)} \oplus \mathcal{N}(S-I)$, and $\frac{1}{n}\left\|S^{n}\right\| \rightarrow 0$ by the previous conclusion. But these imply that $S$ is Cesàro-ergodic, which by (5.1) means that $\left\{B_{n}^{(-1)}(T)\right\}$ converges strongly on $\mathcal{X}$.

The second assertion of the corollary implies also that if $T$ is Cesàro ergodic, then $S$ has the same property. Note that the statement (iii) in Theorem 5.1 can be considered a version for binomial means of O. Nevanlinna's result [23] for the Cesàro means. In reflexive spaces Theorem 5.1 implies under the hypotheses of (i) and (ii) that the sequence $\left\{B_{n}^{(-1)}(T)\right\}$ converges strongly on $\mathcal{X}$. In particular, this happens when $T$ is Cesàro-bounded (by Corollary 5.2).

We mention now another result which holds for binomial means, in fact an improvement of the corresponding result for Cesàro means. More precisely, since $\mathcal{R}(T-I)=\mathcal{R}(S-I)$ and $\sigma(S) \cap \mathbb{T} \subset\{1\}$ if $\sigma(T) \subset \bar{D}$, we have the following version for binomial means of the uniform mean ergodic theorem of Lin [19, Main Theorem].

Theorem 5.3. For $T \in \mathcal{B}(\mathcal{X})$ with $\sigma(T) \subset \overline{\mathbb{D}}$, the following statements are equivalent:
(i) $\left\{B_{n}(T)\right\}$ converges uniformly to the ergodic projection $P_{T}$ of $T$;
(ii) $\left\{B_{n}^{(-1)}(T)\right\}$ converges uniformly to $P_{T}$;
(iii) $\left\{B_{n}^{(-1)}(T)\right\}$ is bounded, and $\mathcal{R}(T-I)$ is closed;
(iv) 1 is a simple pole of the resolvent function of $T$, jor $1 \notin \sigma(T)$.

Proof. Assertion (i) means that $\left\|S^{n}-P_{T}\right\| \rightarrow 0$, which also yields $\left\|M_{n}(S)-P_{T}\right\| \rightarrow$ 0 ; that is, $\left\|B_{n}^{(-1)}(T)-P_{T}\right\| \rightarrow 0$ by (5.1). Then (i) implies (ii), which implies (iii) by (5.1) and by [19, Main Theorem]. Also, (i) follows from (iii) by (5.1) and [20, Theorem 2.7]. Now (i) gives the decomposition $\mathcal{X}=\mathcal{R}(T-I) \oplus \mathcal{N}(T-I)$, which implies immediately the assertions of (iv) (see [6]). Conversely, the assertion (iv) ensures the previous decomposition of $\mathcal{X}$ or, equivalently, $\mathcal{X}=\mathcal{R}(S-I) \oplus$ $\mathcal{N}(S-I)$. Also, one has $\mathcal{R}\left((S-I)^{2}\right)=\mathcal{R}(S-I)$ (see [6]), and putting $S_{0}=$ $\left.S\right|_{\mathcal{R}(S-I)}$, we have $1 \notin \sigma\left(S_{0}\right)$. Hence $\sigma\left(S_{0}\right)=\sigma(S) \backslash\{1\} \subset \mathbb{D}$; that is, $\left\|S_{0}^{n}\right\| \rightarrow 0$, which implies (by the decomposition of $\mathcal{X}$ ) that $\left\|S^{n}-P_{S}\right\| \rightarrow 0$. Consequently, (iv) implies (i).

Let us note that the assertion (iv) is ensured by the uniform convergence of a (every) Cesàro mean $\left\{M_{n}^{(p)}(T)\right\}$ or of the Abel mean $\left\{A_{n}(T)\right\}$. In particular, it follows that if $T$ is uniformly Cesàro-ergodic, then $S$ has the same property (that is, all assertions (i)-(iv) are true in this case).

Remark 5.4. If $T$ is power-bounded, then $S$ is power-bounded, too. But the uniform Kreiss boundedness cannot be transferred between $T$ and $S$. More precisely, the condition $\left\|M_{n}(\lambda S)\right\|=O(n)$ as $n \rightarrow \infty$ and $\lambda \in \mathbb{T}$ can equivalently be expressed by the partial sums of the Taylor expansion at infinity of the resolvent function of $S$ (as in [1, Theorem 4.7]), which in terms of $T$ becomes

$$
\begin{equation*}
\sup _{\substack{n \in \mathbb{N} \\ \text { and } \\ \lambda+1 \mid>2}}|\lambda+1|\left\|\sum_{k=0}^{n} \lambda^{-k-1} T^{k}\right\|<\infty \tag{5.2}
\end{equation*}
$$

This just means that $S$ is uniformly Kreiss-bounded, but it does not force $T$ to be uniformly Kreiss-bounded in general (see the theorem in [1] quoted before).

To end this discussion, let us remark that the spectral condition in the hypothesis of Theorem 5.3 is essential for the equivalence of (i) to other assertions. For this purpose, let us consider the operator $T=2 V-3 I$, where $V$ is the above Volterra operator on $L^{p}[0,1], 1 \leq p \leq \infty$. Then the operator $S=\frac{1}{2}(T+I)=V-I$ is uniformly Kreiss-bounded, and we have $\frac{1}{n}\left\|S^{n}\right\| \rightarrow 0$ by [22]. As $\mathcal{R}(S-I)=L^{p}[0,1]$ because $\sigma(S)=\{-1\}$, one obtains that $B_{n}^{(-1)}(T)=M_{n}(S) \rightarrow 0$ uniformly. Obviously $\sigma(T)=\{-3\}$. In the case $p=2$, the operators $S$ and $-S$ are powerbounded, and $\sigma(-S)=\{1\}$. In this case, $\left\|B_{n}(T)\right\|=\left\|S^{n}\right\|=\left\|(-S)^{n}\right\| \nrightarrow 0$. However, by the Esterle-Katznelson-Tzafriri theorem one has $\left\|S^{n}(S-I)\right\| \rightarrow 0$, which leads in the end to $S^{n} \rightarrow 0$ strongly. We conclude in this case that the assertion (i) in Theorem 5.3 is not true even if the other assertions (ii)-(iv) hold.

The above facts show that different sequences in $\kappa(T)$ can have different asymptotic behaviors.

We see next that some ergodic properties for other important operator means in applications can be expressed in terms of corresponding properties for the Cesàro means. More precisely, we study the connection between ergodicity and regularity (the cases $n=0$ and $n=1$ of condition (2.5)) on the one hand and the strong convergence on the other hand for certain operator means and their backward iterates, which derive from Cesàro means.

We first refer to the square of the Cesàro mean, that is, the averages $M_{n}(T)^{2}$ (which were also considered in [25]). It is easy to see that these can be expressed by the relation

$$
\begin{equation*}
M_{n}(T)^{2}=\frac{1}{n+1}\left[(2 n+1) M_{2 n}^{(2)}(T)-n M_{n-1}^{(2)}(T)\right] \quad(n \geq 1) \tag{5.3}
\end{equation*}
$$

It is clear that $M_{n}(T)^{2} \in \kappa(T)$, and this relation shows that the boundedness, the ergodicity, or the strong convergence of $M_{n}(T)^{2}$ is ensured by those of $M_{n}^{(2)}(T)$, respectively.

Concerning the regularity (that is, (2.5) with $n_{0}=1$ ), we have in view the following relation:

$$
T M_{n}(T)^{2}-M_{n+1}(T)^{2}=\frac{2 n+3}{(n+2)^{2}}\left(T M_{n}(T)^{2}-M_{2(n+1)}(T)\right)
$$

Then it is natural to assume that $\left\{\frac{1}{n} M_{n}(T)^{2}\right\}$ converges strongly to zero on $\mathcal{X}$, and under this assumption we have that $\left\{M_{n}(T)^{2}\right\}$ is regular if and only if $\left\{M_{2 n-1}^{(2)}(T)\right\}$ is ergodic. In this case, $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic if and only if $\left\{M_{n}(T)^{2}\right\}$ is ergodic and regular. This fact can be equivalently expressed by involving the subsequence $\left\{M_{2 n}(T)^{2}\right\}$ as below.

First, from (5.3) with $2 n$ instead of $n$, we derive under the above assumption and the regularity of $\left\{M_{n}(T)^{2}\right\}$ that $\left\{M_{2 n}(T)^{2}\right\}$ is ergodic if and only if $\left\{M_{4 n}^{(2)}(T)\right\}$ is ergodic. Concerning the regularity of $M_{2 n}(T)^{2}$, we obtain by (5.3) and a direct computation that

$$
\begin{aligned}
& T M_{2 n}(T)^{2}-M_{2(n+1)}(T)^{2} \\
& \quad=\frac{1}{(2 n+3)^{2}}\left[8(n+1) T M_{2 n}(T)^{2}+4(n+1) M_{2 n+1}(T)-3(4 n+5) M_{4(n+1)}(T)\right. \\
& \left.\quad+\left((2 n+1) M_{2 n}(T)(T-I)+I\right)^{2}\left(T+2 T^{2}\right)\right]
\end{aligned}
$$

Under the assumption of regularity of $\left\{M_{n}(T)^{2}\right\}$ and of ergodicity of $\left\{M_{2 n}(T)^{2}\right\}$, we infer that all terms on the right-hand side of this relation converge strongly to zero, excepting the term corresponding to $M_{2 n+1}(T)$. In this case, the sequence $\left\{M_{2 n}(T)^{2}\right\}$ is regular if and only if $\frac{1}{n} M_{2 n+1}(T) \rightarrow 0$ strongly on $\mathcal{X}$. This together with the regularity of $\left\{M_{n}(T)^{2}\right\}$ implies that $\frac{1}{n} M_{n}(T) \rightarrow 0$ strongly on $\mathcal{X}$, which means that $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic. We can summarize these facts in the following.
Proposition 5.5. Let $T \in \mathcal{B}(\mathcal{X})$ be such that the sequence $\left\{\frac{1}{n} M_{n}(T)^{2}\right\}$ converges strongly to zero. The following statements are equivalent:
(i) $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic,
(ii) $\left\{M_{n}(T)^{2}\right\}$ is ergodic and regular,
(iii) $\left\{M_{n}(T)^{2}\right\}$ is regular, and $\left\{M_{2 n}(T)^{2}\right\}$ is ergodic and regular.

Note that by (5.3) the condition in the hypothesis of this proposition is satisfied if $\left\{\frac{1}{n} M_{n}^{(2)}(T)\right\}$ converges strongly to zero on $\mathcal{X}$, which means that $\left\{M_{n}^{(3)}(T)\right\}$ is ergodic, which will be next assumed. Then by (1.8) and the above regularity of $\left\{M_{n}(T)^{2}\right\}$, we obtain the assertion (i) below.

On the other hand, if $\left\{M_{n}(T)^{2}\right\}$ converges strongly on $\mathcal{X}$, then $\mathcal{X}=\overline{\mathcal{R}(T-I)} \oplus$ $\mathcal{N}(T-I)$, while Proposition 5.5 gives that $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic. In addition, if this sequence is bounded, then it converges strongly on $\mathcal{X}$ by using the decomposition of $\mathcal{X}$. From these facts and (5.3), we infer the following ergodic result.

Theorem 5.6. The following statements hold for $T \in \mathcal{B}(\mathcal{X})$ :
(i) $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic if and only if $\left\{M_{n}^{(3)}(T)\right\}$ is ergodic and $\left\{M_{n}(T)^{2}\right\}$ is regular,
(ii) $\left\{M_{n}^{(2)}(T)\right\}$ converges on $\mathcal{X}$ if and only if it is bounded and $\left\{M_{n}(T)^{2}\right\}$ converges strongly on $\mathcal{X}$.
If $T$ is Kreiss-bounded, then as we already noted, $\left\{M_{n}^{(2)}(T)\right\}$ is ergodic, or, equivalently, $\left\{M_{n}(T)^{2}\right\}$ is regular. Moreover, the two sequences simultaneously converge strongly on $\mathcal{X}$. On the other hand, on reflexive spaces, the regularity of $\left\{M_{n}(T)^{2}\right\}$ is equivalent with the strong convergence of this sequence when ergodicity of $\left\{M_{n}^{(3)}(T)\right\}$ is assumed.

Similar properties can be obtained for the backward iterates of $T_{n}=M_{n}(T)^{2}$, which will be denoted by $M_{n}^{(-2)}(T)$ for short. We write $T_{n}=\sum_{j=0}^{2 n} t_{n j} T^{j}$ using (5.3). Then $\alpha_{n}=\sum_{j \geq 1} j t_{n j}=n$, and for $n \geq 2$ we have

$$
\begin{equation*}
M_{n}^{(-2)}(T)=\frac{1}{3(n+1)}\left[2(2 n+1) M_{2 n-1}^{(3)}(T)-(n-1) M_{n-2}^{(3)}(T)\right] . \tag{5.4}
\end{equation*}
$$

We investigate the regularity under the assumption that $\left\{M_{n}^{(4)}(T)\right\}$ is ergodic; that is, that $\frac{1}{n} M_{n}^{(3)}(T) \rightarrow 0$ strongly on $\mathcal{X}$. We have, for $n \geq 1$,

$$
\begin{aligned}
& T M_{n}^{(-2)}(T)-M_{n+1}^{(-2)}(T) \\
&= \frac{1}{3(n+1)}\left[2(2 n+1)\left(T M_{2 n-1}^{(3)}(T)-M_{2 n}^{(3)}(T)\right)\right. \\
&\left.-(n-1)\left(T M_{n-2}^{(3)}(T)-M_{n-1}^{(3)}(T)\right)\right] \\
&+\frac{2}{3}\left[\left(2-\frac{1}{n+1}\right) M_{2 n}^{(3)}(T)-\left(2-\frac{1}{n+2}\right) M_{2 n+1}^{(3)}(T)\right] \\
&+\frac{2}{3(n+1)(n+2)} M_{n-1}^{(3)}(T) .
\end{aligned}
$$

Now, by our assumption and the relation (1.7), the first and the last terms on the right-hand side converge strongly to zero. Hence $\left\{M_{n}^{(-2)}(T)\right\}$ is regular if and only if $M_{2 n}^{(3)}(T)-M_{2 n+1}^{(3)}(T) \rightarrow 0$ strongly on $\mathcal{X}$. But by (1.8), this implies that $\frac{1}{2 n+1} M_{2 n+1}^{(2)}(T) \rightarrow 0$ strongly, which means that $\left\{M_{2 n}^{(3)}(T)\right\}$ is ergodic. We infer that $\left\{M_{n}^{(3)}(T)\right\}$ is ergodic when $\left\{M_{n}^{(-2)}(T)\right\}$ is regular. Conversely, if $\left\{M_{n}^{(3)}(T)\right\}$ is ergodic, then $\left\{M_{n}^{(4)}(T)\right\}$ is such, while by (1.6) and (1.8) we have that $\left\{M_{n}^{(-2)}(T)\right\}$ is regular (having in view the above characterization of this property).

A relationship between the strong convergence of $\left\{M_{n}^{(-2)}(T)\right\}$ and $\left\{M_{n}^{(3)}(T)\right\}$ can also be established as above for $\left\{M_{n}(T)^{2}\right\}$. These facts lead to the following theorem.
Theorem 5.7. The following statements hold for $T \in \mathcal{B}(\mathcal{X})$ :
(i) $\left\{M_{n}^{(3)}(T)\right\}$ is ergodic if and only if $\left\{M_{n}^{(4)}(T)\right\}$ is ergodic and $\left\{M_{n}^{(-2)}(T)\right\}$ is regular,
(ii) $\left\{M_{n}^{(3)}(T)\right\}$ converges on $\mathcal{X}$ if and only if it is bounded and $\left\{M_{n}^{(-2)}(T)\right\}$ converges strongly on $\mathcal{X}$.
Remark 5.8. If $T$ is Kreiss-bounded, then $\left\{M_{n}(T)^{2}\right\}$ and $\left\{M_{n}^{(-2)}(T)\right\}$ are ergodic and regular, while in reflexive spaces both sequences converge strongly.

Another sequence $\left\{T_{n}\right\} \subset \kappa(T)$ related to the Cesàro means is given by

$$
\begin{equation*}
T_{n}=\frac{2}{n(n+1)} \sum_{j=1}^{n} j T^{j}=\frac{2(n+1)}{n} M_{n}(T)-\frac{n+2}{n} M_{n}^{(2)}(T) \tag{5.5}
\end{equation*}
$$

We have the following result derived from (5.5) and Theorem 5.6.
Corollary 5.9. Let $T \in \mathcal{B}(\mathcal{X})$ be such that $\left\{M_{n}^{(2)}(T)\right\}$ is bounded. The following statements are equivalent:
(i) $\left\{M_{n}(T)\right\}$ converges strongly on $\mathcal{X}$,
(ii) $\left\{T_{n}\right\}$ converges strongly on $\mathcal{X}$ and $\left\{M_{n}(T)^{2}\right\}$ is regular,
(iii) $\left\{M_{n}(T)^{2}\right\}$ converges strongly on $\mathcal{X}$ and $\left\{T_{n}\right\}$ is ergodic.

Remark 5.10. If $T$ is Kreiss-bounded, then by (5.5) the sequences $\left\{T_{n}\right\}$ and $\left\{M_{n}(T)\right\}$ are simultaneously ergodic (resp., regular). But if $T$ is uniformly Kreissbounded on a Hilbert space $\mathcal{H}$, then by Corollary 4.6 and (5.5) the sequence $\left\{M_{n}\left(\left\{T_{k}\right\}\right)\right\}$ converges strongly on $\mathcal{H}$.

The above results show that in $\kappa(T)$ it is possible to transfer some ergodic properties between Cesàro means and other sequences related to these in both senses, which can be important for applications. Also, the results obtained on binomial means in the preceding sections show that some ergodic properties can be true for some operator means related to Cesàro means even if such properties do not hold for the latter.
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