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#### Abstract

The notion of Szegö-type properties of positive Borel measures is well known and widely exploited. In this paper, we consider a class of orthogonal decompositions of isometries on Hilbert spaces which correspond to Szegö-type properties of their elementary measures. Our decompositions are closely connected with some special families of invariant subspaces. It is shown that this connection holds for the decomposition constructed in the paper. We illustrate our results with several examples. We also give a short proof of Mlak's theorem on the elementary measures of completely nonunitary contractions.


## 1. Introduction and preliminaries

Let $\mathcal{B}(\mathcal{H})$ denote the algebra of all bounded linear operators on a complex Hilbert space $\mathcal{H}$. For a given isometry $V \in \mathcal{B}(\mathcal{H})$, denote by $\mathcal{H}=\mathcal{H}_{u} \oplus \mathcal{H}_{s}$ its Wold decomposition and by $E$ the spectral measure of its minimal unitary extension. For every $x \in \mathcal{H}$ the mapping $\mu_{x}: \mathbb{B}(\mathbb{T}) \ni \omega \mapsto\langle E(\omega) x, x\rangle$ is a positive Borel measure, where $\mathbb{B}(\mathbb{T})$ denotes the $\sigma$-algebra of all Borel subsets of the unit circle $\mathbb{T}$. The measure $\mu_{x}$ is called the elementary measure of $x$ (and $V$ ).

Recall that a unitary operator $U \in \mathcal{B}(\mathcal{K})$ is called a unitary dilation of a contraction $T \in \mathcal{B}(\mathcal{H})$ if

$$
T^{n}=\left.P_{\mathcal{H}} U^{n}\right|_{\mathcal{H}} \quad \text { for } n \in \mathbb{N},
$$

[^0]decomposition is based on unilateral and bilateral shift parts of a given isometry. Both decompositions are based on so-called wandering vectors.

Definition 1.3. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. A vector $w \in \mathcal{H}$ is called wandering for $V$ if

$$
\left\langle V^{n} w, w\right\rangle=0
$$

for all $n \in \mathbb{N}_{+}$.
In Section 3, we give a characterization of the aforementioned decompositions using intersections of some special families of invariant subspaces. In Section 4, closely connected with the results of [4], we give a comparison of our decompositions and the Lebesgue decomposition. In Section 5, we give a simpler proof of Mlak's theorem of [10]. In Section 6, we show connections between the subject of our paper and the invariant subspace problem. We conclude with Problem 7.4, which is important for the construction in Section 7 (see Example 7.1).

## 2. SZEGÖ-TYPE DECOMPOSITIONS FOR ISOMETRIES

In this section, we introduce decompositions of isometries which are connected with Szegö measures. First we show connections between wandering vectors and Szegö measures.
Proposition 2.1. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. If $0 \neq w \in \mathcal{H}$ is a wandering vector for $V$, then its elementary measure $\mu_{w}$ is a Szegö measure.

Proof. Isometry $V$ restricted to the smallest invariant subspace containing $w$ is a unilateral shift with one-dimensional wandering subspace generated by $w$. Hence $\mu_{w}$ is equal to the Lebesgue measure, and consequently is a Szegö measure.
Theorem 2.2. Let $S$ be a unilateral shift on a Hilbert space $\mathcal{H}$. Then all elementary measures of $S$ and $S^{*}$ are Szegö.

Proof. For $x \in \mathcal{H}$ denote by $\mu_{x}$ (resp., $\nu_{x}$ ) the elementary measure of $S$ (resp., of $S^{*}$ ) corresponding to $x$. It is well known that this measure is absolutely continuous. First let us assume that $\mu_{x}$ is Szegö-singular for some $x \in \mathcal{H}$. Then, by Remark 1.2,

$$
\begin{aligned}
0 & =\inf _{p \in \mathcal{A}_{0}} \int|1-p|^{2} d \mu_{x}=\inf _{p \in \mathcal{A}_{0}} \int|\bar{z}|^{2}|1-p|^{2} d \mu_{x} \\
& =\inf _{p \in \mathcal{A}} \int|\bar{z}-p|^{2} d \mu_{x}=\inf _{p \in \mathcal{A}}\left\|\widehat{S}^{*} x-p(S) x\right\|^{2},
\end{aligned}
$$

where $\widehat{S}$ is the bilateral shift extending $S$. By the above equality, the minimal $S$ invariant subspace containing $x$ reduces $S$ to a unitary operator, which leads to a contradiction. As a consequence, there is no Szegö-singular elementary measure.

The measure $\mu_{x}$, as an elementary measure of a unilateral shift, is absolutely continuous with respect to the Lebesgue measure. Therefore, by (1.1), Proposition 1.1, and Remark 1.2, $\mu_{x}$ is a Szeg̈o measure.

By elementary calculation (see [9, proof of Lemma 2.1]), we can show that $\nu_{x}$ is Szegö if and only if $\mu_{x}$ is Szegö.

Corollary 2.3. Let $\left\{\mu_{x}: x \in \mathcal{H}\right\}$ be the set of elementary measures of a bilateral shift $U$ on a Hilbert space $\mathcal{H}$. Then the set $\left\{x \in \mathcal{H}: \mu_{x}\right.$ is Szegö $\}$ is dense in $\mathcal{H}$.

Proof. We have $\mathcal{H}=\bigoplus_{n=-\infty}^{\infty} U^{n} L$, where $L$ is a wandering subspace for $U$. The operator $U$ restricted to every subspace $\bigoplus_{n=k}^{\infty} U^{n} L(k \in \mathbb{Z})$ is a unilateral shift. Hence, by Theorem 2.2, every subspace $\bigoplus_{n=k}^{\infty} U^{n} L$ consists of vectors with Szegö elementary measures. Consequently, the set $\bigcup_{k=0}^{-\infty}\left(\bigoplus_{n=k}^{\infty} U^{n} L\right)$ which is dense in $\mathcal{H}$ has the same property.

On the other hand, we have a nice characterization of spaces which consist of vectors having Szegö-singular elementary measures.

Proposition 2.4. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry.

- Let $x \in \mathcal{H}$. Then $x \in \bigvee\left\{V^{n} x: n \geq 1\right\}$ if and only if elementary measure $\mu_{x}$ is Szegö-singular.
- Let $L \subset \mathcal{H}$ be a $V$-reducing subspace. Then each $V$-invariant subspace of $L$ is $V$-reducing if and only if elementary measures for all vectors in $L$ are Szegö-singular.

Proof. The first assertion is a consequence of the equality $\inf _{p \in A_{0}}\|x-p(V) x\|^{2}=$ $\inf _{p \in A_{0}} \int|1-p|^{2} d \mu_{x}$ and Remark 1.2.

For the proof of the second assertion, assume that $w$ is an arbitrary Laurent polynomial of $z$. Then for a minimal unitary extension $U$ of $V$ and $x \in L$ we have

$$
\begin{equation*}
\|w(U) x-p(V) x\|^{2}=\int|w-p|^{2} d \mu_{x} \tag{2.1}
\end{equation*}
$$

for every analytic polynomial $p$. Since every $V$-invariant subspace of $L$ is reducing, the infimum of the left-hand side in (2.1) taken over all analytic polynomials $p$ is 0 . Consequently, $w \in H^{2}\left(\mu_{x}\right)$. Since $w$ was arbitrary, we have $H^{2}\left(\mu_{x}\right)=L^{2}\left(\mu_{x}\right)$, which means that $\mu_{x}$ is Szegö-singular.

Conversely, assume that for each $x \in L$ the measure $\mu_{x}$ is Szegö-singular. If $M$ is a $V$-invariant subspace of $L$, then every vector $x \in M \ominus V M$ is wandering. Hence, by Proposition 2.1, we have $x=0$, and consequently $M=V M$, which finishes the proof.

Now, let us consider an example where the set of all vectors whose elementary measures are Szegö-singular cannot be a linear space.

Example 2.5. Let $\mathcal{H}=L^{2}(m)$, where $m$ is the normalized Lebesgue measure on $\mathbb{T}$ and $S \in \mathcal{B}(\mathcal{H})$ is the operator of multiplication by $z$. Each vector can be approximated by a linear combination of wandering vectors (whose elementary measures are Szegö by Proposition 2.1). On the other hand, if we take a measurable set $\alpha \subset \mathbb{T}$ such that $m(\alpha)<1$, then by Proposition 2.4 the subspace $\chi_{\alpha} L^{2}(m)$ consists of vectors whose elementary measures are Szegö-singular. Hence any vector $f \in \mathcal{H}$ is a sum of two singular elements $\chi_{\mathbb{T}_{+}} f, \chi_{\mathbb{T}_{-}} f$, where $\mathbb{T}_{+}:=\{z \in \mathbb{T}: \Im z \geq 0\}$ and $\mathbb{T}_{-}:=\{z \in \mathbb{T}: \Im z<0\}$.

We denote by $\mathcal{F}$ the set of all vectors $\in \mathcal{H}$ whose elementary measures are Szegö-singular.

Remark 2.6. The set $\mathcal{F}$ may not be a linear subspace.
In light of the above example, we introduce the following definition.
Definition 2.7. We call an isometry $V \in \mathcal{B}(\mathcal{H})$ a Szegö isometry if $\mathcal{H}$ is spanned by vectors whose elementary measures are Szegö. We call an isometry $V \in \mathcal{B}(\mathcal{H})$ Szegö-singular if the elementary measure of any vector is Szegö-singular.

We say that a decomposition $V=V_{1} \oplus V_{2}$ is a Szegö-type decomposition if $V_{1}$ is Szegö-singular and $V_{2}$ is a Szegö isometry.

Proposition 2.4 implies the following characterization.
Remark 2.8. An isometry is Szegö-singular if and only if it does not contain any nontrivial wandering vector.

Note that Szegö-singular isometries are unitary operators, but not all unitary isometries are Szegö-singular. A unilateral shift is a Szegö isometry.

Now let us consider another example (see [4]).
Example 2.9. Denote $\alpha:=\left\{z \in \mathbb{T}: \arg z \in\left[\frac{2}{3} \pi, \frac{4}{3} \pi\right]\right\}$. Then $\alpha \cup \alpha^{2}=\mathbb{T}$. Let $\mathcal{H}=$ $L^{2}(\alpha) \oplus L^{2}\left(\alpha^{2}\right) \oplus L^{2}(\alpha)$ and $U \in \mathcal{B}(\mathcal{H})$ be multiplication by $z$. Set $\mathcal{H}_{1}:=L^{2}(\alpha)$, and set $\mathcal{H}_{2}:=L^{2}(\alpha) \oplus L^{2}\left(\alpha^{2}\right)$. Then $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ is a reducing decomposition such that $\mathcal{H}_{1} \subset \mathcal{F}$ and $\mathcal{H}_{2}$ is spanned by vectors whose elementary measures are Szegö. Unfortunately, such a decomposition is not unique.

The above example shows that, generally, we cannot define a unique Szegö-type decomposition.

Now, for a given isometry $V \in \mathcal{B}(\mathcal{H})$, we introduce two subspaces which naturally generate Szegö-type decompositions.

First, let us consider the reducing subspace $\mathcal{H}_{0}:=\mathcal{H} \ominus \mathcal{H}_{w}$, where $\mathcal{H}_{w}$ is the subspace spanned by all wandering vectors for $V$. In [4], we gave a precise description of $\mathcal{H}_{w}$ and $\mathcal{H}_{0}$. From the definition of $\mathcal{H}_{w}$ and Proposition 2.1 we conclude that $\mathcal{H}=\mathcal{H}_{0} \oplus \mathcal{H}_{w}$ is a Szegö-type decomposition. Moreover, the subspace spanned by all vectors whose elementary measures are Szegö is maximal. Such a decomposition will be called a Szegö-type I decomposition.

Second, if we consider the decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ such that $\mathcal{H}_{2}$ reduces $V$ to a direct sum of unilateral and bilateral shifts, and $\mathcal{H}_{1}$ does not contain any wandering vector, then $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ generates a Szegö-type decomposition of $V$. Such a decomposition is not unique. Thus we define the subspace

$$
\begin{aligned}
\mathcal{H}_{n s}:= & \bigcap\left\{\mathcal{H}_{1}: \mathcal{H}_{1}^{\perp} \text { reduces } V\right. \text { to a direct sum } \\
& \text { of unilateral and bilateral shifts }\} .
\end{aligned}
$$

For the orthogonal complement we have
$\mathcal{H}_{n s}^{\perp}=\bigvee\left\{\mathcal{H}_{2}: \mathcal{H}_{2}\right.$ reduces $V$ to a direct sum of unilateral and bilateral shifts $\}$.
Hence, by Propositions 2.1 and 2.4, the decomposition $\mathcal{H}=\mathcal{H}_{n s} \oplus\left(\mathcal{H}_{n s}\right)^{\perp}$ is a Szegö-type decomposition of $V$. It will be called a Szegö-type II decomposition.

## 3. Relations between Szegö-type decompositions

In this section, we consider two families of subspaces defined for a given isometry $V \in \mathcal{B}(\mathcal{H})$ :

$$
\widehat{\mathcal{M}}:=\left\{M \subset \mathcal{H}: V(M) \subset M, \bigvee_{n \geq 0} \widehat{V}^{* n}(M)=\widehat{\mathcal{H}}\right\}
$$

where $\widehat{V} \in \mathcal{B}(\widehat{\mathcal{H}})$ is the minimal unitary extension of $V$, and

$$
\mathcal{M}:=\left\{M \subset \mathcal{H}: V(M) \subset M, \bigvee_{n \geq 0} V^{* n}(M)=\mathcal{H}\right\}
$$

These families generate two subspaces $\bigcap \widehat{\mathcal{M}}:=\bigcap\{M: M \in \widehat{\mathcal{M}}\}$ and $\bigcap \mathcal{M}:=$ $\bigcap\{M: M \in \mathcal{M}\}$. Note that the subspaces $M_{n}=\mathcal{H}_{u} \oplus \bigoplus_{k \geq n} V^{k}\left(\operatorname{ker} V^{*}\right)$ belong to $\widehat{\mathcal{M}}$ and $\mathcal{M}$. On the other hand, $\bigcap_{n \geq 0} M_{n}=\mathcal{H}_{u}$. It follows that $\bigcap \widehat{\mathcal{M}}$ and $\bigcap \mathcal{M}$ are subspaces of $\mathcal{H}_{u}$.
Theorem 3.1. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. Then

$$
\mathcal{H}_{0}=\bigcap \mathcal{M}
$$

Proof. First we show that $\bigcap \mathcal{M} \subset \mathcal{H}_{0}$. We may assume that $\mathcal{H}_{0} \neq \mathcal{H}$. Fix a wandering vector $v \in \mathcal{H}$. Take $M:=\mathcal{H} \ominus\left\{v, V^{*} v, V^{2 *} v, V^{3 *} v, \ldots\right\}$. Since $\mathcal{H} \ominus M$ is invariant for $V^{*}$, the subspace $M$ is invariant for $V$. Moreover, $V v \in M$ because $v$ is wandering. Hence $V^{* k} v=V^{*(k+1)} V v \in V^{*(k+1)}(M)$. Thus $\bigvee_{k>0} V^{* k}(M)=\mathcal{H}$. Consequently, $M \in \mathcal{M}$ and $v \perp M$. Therefore, $\bigcap \mathcal{M}$ is orthogonal to all wandering vectors for $V$, and consequently $\bigcap \mathcal{M} \subset \mathcal{H}_{0}$.

Now we show that $\mathcal{H}_{0} \subset \bigcap \mathcal{M}$. Fix $M \in \mathcal{M}$. Denote by $\left.\left.V\right|_{M_{u}} \oplus V\right|_{M_{s}}$ the Wold decomposition of the isometry $\left.V\right|_{M}$. Since $\left.V\right|_{M_{u}}$ is unitary, for every $x \in M_{u}$ we have $\|x\|=\left\|\left(\left.V\right|_{M}\right)^{*} x\right\|=\left\|P_{M} V^{*} x\right\| \leq\left\|V^{*} x\right\| \leq\|x\|$. Hence $P_{M} V^{*} x=$ $V^{*} x$. On the other hand, $P_{M} V^{*} x=\left(\left.V\right|_{M}\right)^{*} x$. Consequently, $\left.\left(\left.V\right|_{M}\right)^{*}\right|_{M_{u}}=\left.V^{*}\right|_{M_{u}}$ and since $M_{u}$ reduces $\left.V\right|_{M}$, it reduces $V$ as well. Thus $\mathcal{H}=\bigvee_{n \geq 0} V^{* n} M=$ $M_{u} \oplus \bigvee_{n \geq 0} V^{* n} M_{s}$. The isometry $\left.V\right|_{M_{s}}$ is a unilateral shift. As a consequence, $\bigvee_{n \geq 0} V^{* n} \bar{M}_{s}$ is spanned by wandering vectors for $V$. Hence $\mathcal{H}_{0} \subset M_{u} \subset M$.

Theorem 3.2. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. The subspace $\bigcap \widehat{\mathcal{M}}$ is reducing for $V$ and generates a Szegö-type decomposition.

Moreover, $\mathcal{H}_{0} \subset \bigcap \widehat{\mathcal{M}}$.
Proof. For every $M \in \widehat{\mathcal{M}}$ we have $V M \in \widehat{\mathcal{M}}$ and $V M \subset M$. Hence $\bigcap \widehat{\mathcal{M}} \subset$ $\bigcap_{M \in \widehat{\mathcal{M}}} V M \subset \bigcap \widehat{\mathcal{M}}$. Consequently, $V(\bigcap \widehat{\mathcal{M}})=\bigcap_{M \in \widehat{\mathcal{M}}} V M=\bigcap \widehat{\mathcal{M}}$ since $V$ is injective. Thus $\bigcap \widehat{\mathcal{M}}$ is reducing for $V$.

Now we show that each subspace of $\bigcap \widehat{\mathcal{M}}$ which is invariant for $V$ is reducing for $V$. Since $\bigcap \widehat{\mathcal{M}} \subset \bigcap_{n \in \mathbb{N}} V^{n} M$ for $M \in \widehat{\mathcal{M}}$, it follows that $\bigcap \widehat{\mathcal{M}}$ reduces $V$ to a unitary operator. Take an invariant subspace $L \subset \bigcap \widehat{\mathcal{M}}$ and a vector $x \in L \ominus V L$. Consider the space $L_{x}:=\bigvee_{n \in \mathbb{Z}}\left\{V^{n} x\right\}$, where $V^{n}=V^{*|n|}$ for $n<0$. Then $L_{x}$ reduces $V$. Since all vectors in $L \ominus V L$ are wandering, $\left.V\right|_{L_{x}}$ is a bilateral shift.

Let $M_{n}:=\left(\mathcal{H} \ominus L_{x}\right) \oplus \bigvee_{k \in \mathbb{N}}\left\{V^{n+k} x\right\} \in \widehat{\mathcal{M}}$. Then $x \in \bigcap \widehat{\mathcal{M}} \subset \bigcap_{n \in \mathbb{N}} M_{n}=\mathcal{H} \ominus L_{x}$, and so $x=0$. Hence $L \ominus V L=\{0\}$. Finally, the subspace $L$ is reducing for $V$.

Before we prove that $\bigcap \widehat{\mathcal{M}}$ generates a Szegö-type decomposition, we will show that $\mathcal{H}_{0} \subset \bigcap \widehat{\mathcal{M}}$. Pick $x \in \mathcal{H}_{0}$ and consider the invariant subspace $L_{x}^{+}:=$ $\bigvee_{n \in \mathbb{N}}\left\{V^{n} x\right\}$. We have $L_{x}^{+} \subset \mathcal{H}_{0}$. Since each invariant subspace of $\mathcal{H}_{0}$ is reducing, $L_{x}^{+}$is reducing for $V$. Moreover, for $M \in \widehat{\mathcal{M}}$ consider the subspace $H_{M}:=\bigcap_{n \in \mathbb{N}} V^{n} M \subset M$. Since $V\left(H_{M}\right)=H_{M}$, the subspace $H_{M}$ is reducing for $V$. Thus, denoting by $\widehat{V} \in \mathcal{B}(\widehat{\mathcal{H}})$ the minimal unitary extension of $V$, and applying Wold decomposition for $\left.V\right|_{M}$, we have

$$
\widehat{V}^{* k}(M)=H_{M} \oplus \bigoplus_{n \in \mathbb{N}} \widehat{V}^{n}(M \ominus \widehat{V}(M)) \oplus \bigoplus_{0 \leq n \leq k} \widehat{V}^{* n}(M \ominus \widehat{V}(M))
$$

for all $k \in \mathbb{N}$. Note that $L_{x}^{+} \subset \widehat{\mathcal{H}}=\bigvee_{k \geq 0} \widehat{V}^{* k}(M)$. From [4, Theorem 3.10] we know that each vector which is orthogonal to all wandering vectors for $V$ is also orthogonal to all wandering vectors for $\widehat{V}$. Thus the subspace $L_{x}^{+} \subset \mathcal{H}_{0}$ is orthogonal to $\bigoplus_{n \in \mathbb{N}} \widehat{V}^{n}(M \ominus \widehat{V}(M)) \oplus \bigoplus_{0 \leq n \leq k} \widehat{V}^{* n}(M \ominus \widehat{V}(M))$. Hence $x \in L_{x}^{+} \subset$ $H_{M} \subset M$. But $M \in \widehat{\mathcal{M}}$ was arbitrary, and so $x \in \bigcap \widehat{\mathcal{M}}$. Finally, $\mathcal{H}_{0} \subset \bigcap \widehat{\mathcal{M}}$.

As a consequence, $(\bigcap \widehat{\mathcal{M}})^{\perp} \subset \mathcal{H}_{w}$. Thus, by Propositions 2.1 and 2.4, we conclude that $\mathcal{H}=\bigcap \widehat{\mathcal{M}} \oplus(\bigcap \widehat{\mathcal{M}})^{\perp}$ is a Szegö-type decomposition.

Let us describe relations between $\mathcal{H}_{0}$ and $\bigcap \widehat{\mathcal{M}}$ more precisely.
Theorem 3.3. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry.
If there are wandering vectors for the unitary part $\left.V\right|_{\mathcal{H}_{u}}$, then

$$
\bigcap \widehat{\mathcal{M}}=\mathcal{H}_{0} .
$$

If there is no nontrivial wandering vector for $\left.V\right|_{\mathcal{H}_{u}}$ and $\operatorname{dim} \mathcal{N}\left(V^{*}\right)<\infty$, then

$$
\bigcap \widehat{\mathcal{M}}=\mathcal{H}_{u}
$$

Proof. First assume that there exists a wandering vector $v \in \mathcal{H}_{u}$. Thus the subspace $M:=\left(\mathcal{H} \ominus\left\{\ldots, V^{* 2} v, V^{*} v, v, V v, V^{2} v, \ldots\right\}\right) \oplus \bigvee\left\{V^{n} v: n \in \mathbb{N}_{+}\right\}$belongs to $\widehat{\mathcal{M}}$ and $v \perp M$. Since $\mathcal{H}_{s} \perp \bigcap \widehat{\mathcal{M}}$, by [4, Theorem 3.10] we have $\mathcal{H}_{w} \perp \bigcap \widehat{\mathcal{M}}$. Hence $\bigcap \widehat{\mathcal{M}} \subset \mathcal{H}_{0}$. By Theorem 3.2 we get the first statement.

Now, assume that $V$ does not have any wandering vector in $\mathcal{H}_{u}$, and the unilateral shift $\left.V\right|_{\mathcal{H}_{s}}$ has a finite multiplicity. Choose $M \in \widehat{\mathcal{M}}$ and consider two Wold decompositions: $V=U \oplus S$ and $\left.V\right|_{M}=U^{\prime} \oplus S^{\prime}$, where $U, U^{\prime}$ are unitary operators and $S, S^{\prime}$ are unilateral shifts. The subspace which reduces an isometry $\left.V\right|_{M}$ to a unitary operator $U^{\prime}$ also reduces $V$. Thus $U=U^{\prime} \oplus U^{\prime \prime}$ for some unitary operator $U^{\prime \prime}$. By the definition of $\widehat{\mathcal{M}}$ we know that the minimal unitary extension of $V$, denoted as $\widehat{V}$, is also the minimal unitary extension of $\left.V\right|_{M}$. Thus $U \oplus \widehat{S}=\widehat{V}=\widehat{\left.V\right|_{M}}=U^{\prime} \oplus \widehat{S^{\prime}}$, where $\widehat{S}, \widehat{S^{\prime}}$ are minimal bilateral shifts which extend the unilateral shifts $S$ and $S^{\prime}$. Hence $U^{\prime \prime} \oplus \widehat{S}=\widehat{S}^{\prime}$. The unilateral shifts $S$ and $S^{\prime}$ have finite multiplicities. Thus the spectral multiplicity functions of $\widehat{S}$
and $\widehat{S}^{\prime}$ are constant on the unit circle. The difference of these two functions is the spectral multiplicity function of $U^{\prime \prime}$. Thus the spectral multiplicity function of $U^{\prime \prime}$ is constant on the unit circle. Hence $U^{\prime \prime}$ is a bilateral shift or the zero operator (see [11]). Since $\mathcal{H}_{u}$ does not contain any wandering vector, we cannot reduce $U$ to a bilateral shift. Hence $U^{\prime \prime}=0$. As a consequence, $\mathcal{H}_{u} \subset M$ for each $M \in \widehat{\mathcal{M}}$. Finally, $\bigcap \widehat{\mathcal{M}}=\mathcal{H}_{u}$.

Proposition 3.4. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. Then

$$
\bigcap \widehat{\mathcal{M}} \subset \mathcal{H}_{n s}
$$

Proof. Let $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ be a decomposition such that $\left.V\right|_{\mathcal{H}_{2}}$ is a direct sum of a unilateral and a bilateral shift. Set $H_{2}:=\left(\mathcal{H}_{2}\right)_{s} \oplus \bigoplus_{n \geq 0} V^{n}(W)$, where $\left(\mathcal{H}_{2}\right)_{s}$ is the unilateral shift subspace of $\left.V\right|_{\mathcal{H}_{2}}$ and $W$ is a wandering subspace of the remaining bilateral shift. Then $M_{n}:=\mathcal{H}_{1} \oplus V^{n}\left(H_{2}\right)$ belongs to $\widehat{\mathcal{M}}$. Thus $\bigcap \widehat{\mathcal{M}} \subset \bigcap_{n \in \mathbb{N}} M_{n}=\mathcal{H}_{1}$. This shows that $\bigcap \widehat{\mathcal{M}} \subset \mathcal{H}_{n s}$.

From Theorem 3.2 and Proposition 3.4 we get the following.
Corollary 3.5. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. Then

$$
\mathcal{H}_{0} \subset \bigcap \widehat{\mathcal{M}} \subset \mathcal{H}_{n s}
$$

Remark 3.6. If the isometry $V$ is unitary, then $\widehat{\mathcal{M}}=\mathcal{M}$. Moreover, Szegö-type I and II decompositions are equal; that is, $\mathcal{H}_{0}=\bigcap \widehat{\mathcal{M}}=\mathcal{H}_{n s}$.

In some cases the family $\widehat{\mathcal{M}}$ defines Szegö-type II decomposition. Indeed, by Theorem 3.3 and Proposition 3.4, we get the following.

Corollary 3.7. For any isometry $V$ such that $\operatorname{dim} \mathcal{N}\left(V^{*}\right)<\infty$ we have

$$
\bigcap \widehat{\mathcal{M}}=\mathcal{H}_{n s}
$$

## 4. SzEGÖ-TYPE I AND II DECOMPOSITIONS VIA LEBESGUE DECOMPOSITION

Any isometry $V$ acting on a Hilbert space $\mathcal{H}$ has Lebesgue decomposition, which combined with Wold decomposition gives us the following decomposition:

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{s} \oplus \mathcal{H}_{a c} \oplus \mathcal{H}_{\text {sing }} \tag{4.1}
\end{equation*}
$$

where the subspaces $\mathcal{H}_{s}, \mathcal{H}_{a c}, \mathcal{H}_{\text {sing }}$ reduce $V$, the operator $\left.V\right|_{\mathcal{H}_{s}}$ is a unilateral shift, the operator $\left.V\right|_{\mathcal{H}_{\text {sing }}}$ is unitary singular (i.e., its spectral measure is singular to the Lebesgue measure on the unit circle), and $\left.V\right|_{\mathcal{H}_{a c}}$ is unitary absolutely continuous (i.e., its spectral measure is absolutely continuous with respect to the Lebesgue measure on the unit circle).

As a direct consequence of [4, Theorem 3.10], we can compare a Szegö-type I decomposition with decomposition (4.1).

Theorem 4.1. For any isometry $V \in \mathcal{B}(\mathcal{H})$ we have the following:

- if $V$ has no wandering vectors, then $\mathcal{H}_{0}=\mathcal{H}=\mathcal{H}_{a c} \oplus \mathcal{H}_{\text {sing }}$;
- if $V$ has wandering vectors, then $\mathcal{H}_{0}=\mathcal{H}_{\text {sing }}, \mathcal{H}_{w}=\mathcal{H}_{a c} \oplus \mathcal{H}_{s}$.

Comparison of a Szegö-type II decomposition and decomposition (4.1) is as follows.

Theorem 4.2. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry. We have the following:

- if $\mathcal{H}_{u}$ contains no wandering vector, then $\mathcal{H}_{n s}=\mathcal{H}_{u}=\mathcal{H}_{a c} \oplus \mathcal{H}_{\text {sing }}$;
- if $\mathcal{H}_{u}$ contains a wandering vector, then $\mathcal{H}_{n s}=\mathcal{H}_{0}=\mathcal{H}_{\text {sing }}$.

Proof. Assume that $\mathcal{H}_{u}$ does not contain any wandering vector. Consider a decomposition $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$ such that $\mathcal{H}_{2}$ reduces $V$ to a direct sum of unilateral and bilateral shifts. Actually, $\mathcal{H}_{2}$ reduces $V$ to a unilateral shift. Hence $\mathcal{H}_{u} \subset \mathcal{H}_{n s}$. Thus $\mathcal{H}_{n s}=\mathcal{H}_{u}$.

Now we consider the second case: $\mathcal{H}_{u}$ contains a wandering vector. For the unitary operator $U:=\left.V\right|_{\mathcal{H}_{u}}$, by Remark 3.6 we have $\bigcap \widehat{\mathcal{M}}_{U}=\bigcap \mathcal{M}_{U}$, where $\widehat{\mathcal{M}}_{U}$ and $\mathcal{M}_{U}$ denote the corresponding families of subspaces for $U$. If we take $M_{U} \in \widehat{\mathcal{M}}_{U}$, then $M_{n}:=M_{U} \oplus V^{n} \mathcal{H}_{s} \in \widehat{\mathcal{M}}$ and $\bigcap_{n \in \mathbb{N}} M_{n}=M_{U}$. Thus, by Theorem 4.1, for $U$ we get

$$
\bigcap \widehat{\mathcal{M}} \subset \bigcap_{M_{U} \in \widehat{\mathcal{M}}_{U}} \bigcap_{n \in \mathbb{N}} M_{U} \oplus V^{n} \mathcal{H}_{s}=\bigcap \widehat{\mathcal{M}}_{U}=\bigcap \mathcal{M}_{U}=\mathcal{H}_{\text {sing }}
$$

On the other hand, again by Theorem 4.1 and Corollary 3.5, we have $\mathcal{H}_{\text {sing }}=$ $\mathcal{H}_{0} \subset \mathcal{H}_{n s}$. Finally, $\mathcal{H}_{n s}=\mathcal{H}_{\text {sing }}$.

The above theorems have an immediate consequence.
Corollary 4.3. For a nonunitary isometry $V$ the subspaces $\mathcal{H}_{n s}$ and $\mathcal{H}_{0}$ are different if and only if the unitary part of $V$ is not singular and it does not have any wandering vectors.

The above corollary can be illustrated by the following example.
Example 4.4. Denote $\mathbb{T}_{+}:=\{z \in \mathbb{T}: \Im z \geq 0\}$ and $\mu$ the Lebesgue measure on $\mathbb{T}_{+}$. Let $\mathcal{H}=L^{2}(\mu) \oplus H^{2}(\mu)$, and denote by $V \in \mathcal{B}(\mathcal{H})$ the operator of multiplication by $z$. Then it is easy to see that $\mathcal{H}_{n s}=L^{2}(\mu)$. By Theorem 4.1 we get $\mathcal{H}_{w}=\mathcal{H}$ and $\mathcal{H}_{0}=\{0\}$.

## 5. A simpler proof of Mlak's theorem

Now we give a simpler proof of Mlak's theorem of [10].
Theorem 5.1. Let $T$ be a completely nonunitary contraction on a Hilbert space $\mathcal{H}$. Then for each $x \in \mathcal{H}$ its elementary measure $\mu_{x}$ is Szegö.

Proof. By [8] we can construct a superspace $\mathcal{K}=M \oplus N$ and a contractive extension $\widetilde{T}$ of $T$ such that $\mathcal{H} \subset \mathcal{K}, M$ and $N$ reduce $\widetilde{T},\left.\widetilde{T}\right|_{M}$ is an isometry, and $\left.\widetilde{T}\right|_{N}$ is a $C_{0}$. contraction. It is well known that a $C_{0}$. contraction can be extended to a backward shift (see, e.g., [2], [13]), and so we can assume that, from the start, $\mathcal{K}$ is constructed in such a way that $\left.\widetilde{T}\right|_{N}$ is a backward shift.

Take $x \in \mathcal{H}$, and denote by $y$ its projection on $M$ and denote by $z$ its projection on $N$. Then

$$
\begin{aligned}
\int p d \mu_{x} & =\langle p(T) x, x\rangle \\
& =\langle p(\widetilde{T}) x, x\rangle=\langle p(\widetilde{T}) y, y\rangle+\langle p(\widetilde{T}) z, z\rangle=\int p d \mu_{y}+\int p d \mu_{z}
\end{aligned}
$$

where $p$ is an arbitrary analytic polynomial and $\mu_{x}, \mu_{y}, \mu_{z}$ are the elementary measures of the vectors $x, y, z$ respectively. Hence the measure $\mu_{x}-\mu_{y}-\mu_{z}$ annihilates the disk algebra. Since the disk algebra is Dirichlet, this real measure must be 0 , and so $\mu_{x}=\mu_{y}+\mu_{z}$. Since $T$ is completely nonunitary, $\mu_{x}$ is absolutely continuous with respect to the Lebesgue measure, and so is $\mu_{z}$ as an elementary measure of a backward shift. Hence $\mu_{y}$ is also absolutely continuous. We have

$$
\frac{d \mu_{x}}{d m}=\frac{d \mu_{y}}{d m}+\frac{d \mu_{z}}{d m}
$$

where $m$ denotes the Lebesgue measure on the unit circle. Since $\mu_{y}$ is nonnegative, and consequently $\frac{d \mu_{y}}{d m} \geq 0$, by Theorem 2.2 and Proposition 1.1, we get

$$
\int \log \left(\frac{d \mu_{x}}{d m}\right) d m=\int \log \left(\frac{d \mu_{y}}{d m}+\frac{d \mu_{z}}{d m}\right) d m \geq \int \log \left(\frac{d \mu_{z}}{d m}\right) d m>-\infty
$$

which means that $\mu_{x}$ is a Szegö measure.

## 6. Connection with the invariant subspace problem

One of the motivations for considering Szegö-type decompositions is their connection with the invariant subspace problem.

Problem 6.1 (Invariant subspace problem). If $T \in \mathcal{B}(\mathcal{H})$ is a bounded linear operator, then does it have a nontrivial closed invariant subspace?

This question is interesting only for operators on infinite-dimensional separable Hilbert spaces. It is easy to see that answering this question for contractions solves the problem. Moreover, for any contraction $T$ the subspaces $\left\{x \in \mathcal{H}: T^{n} x \rightarrow 0\right\}$ and $\mathcal{H} \ominus\left\{x \in \mathcal{H}:\left(T^{*}\right)^{n} x \rightarrow 0\right\}$ are closed and invariant for $T$. Hence Problem 6.1 is interesting only if these subspaces are trivial. A contraction $T$ such that $\left\{x \in \mathcal{H}: T^{n} x \rightarrow 0\right\}=\mathcal{H}$ and $\left\{x \in \mathcal{H}:\left(T^{*}\right)^{n} x \rightarrow 0\right\}=\mathcal{H}$ (called a $C_{11}$ contraction) has a nontrivial closed invariant subspace because it is quasi-similar to a unitary operator (see [13]). The roles of $T$ and $T^{*}$ are symmetric, and so the only two interesting cases are $C_{00}$ operators (when $\left\{x \in \mathcal{H}: T^{n} x \rightarrow 0\right\}=\{0\}$ and $\left\{x \in \mathcal{H}:\left(T^{*}\right)^{n} x \rightarrow 0\right\}=\{0\}$ ) and $C_{10}$ operators (when $\left\{x \in \mathcal{H}: T^{n} x \rightarrow 0\right\}=\mathcal{H}$ and $\left.\left\{x \in \mathcal{H}:\left(T^{*}\right)^{n} x \rightarrow 0\right\}=\{0\}\right)$.

Before we show how the idea of Szegö-type decomposition (and wandering vectors) can be used to reduce the invariant subspace problem in the case of $C_{10}$ operators, we have to recall the idea of isometric asymptote that comes from Sz.-Nagy [12].

For a given contraction $T \in \mathcal{B}(\mathcal{H}),\left\{T^{* n} T^{n}\right\}_{n=1}^{\infty}$ is a decreasing sequence of positive operators. Thus it has a strong limit $A$ which satisfies

$$
T^{*} A T=A
$$

Hence $\left\|A^{\frac{1}{2}} T x\right\|=\left\|A^{\frac{1}{2}} x\right\|$ for $x \in \mathcal{H}$. Therefore, there exists an isometry $V$ such that

$$
A^{\frac{1}{2}} T=V A^{\frac{1}{2}}
$$

That isometry is called the isometric asymptote of $T$.
Theorem 6.2. Let $T \in \mathcal{B}(\mathcal{H})$ be a $C_{10}$ contraction class. If the isometric asymptote of $T$ is not Szegö-singular, then $T$ has a nontrivial invariant subspace.

Proof. Denote by $V$ the isometric asymptote of $T$. Every $C_{10}$ contraction is a completely nonunitary operator. Hence, by [1, Proposition XII.2.1], the singular part of $V$ has to be zero.

Assume that $V$ is not Szegö-singular. Then, by Proposition 2.4, $T$ has a wandering vector. The isometry $V$ contains a unilateral shift or it is a unitary operator. If $V$ is a unitary operator, then any wandering vector $w$ generates a subspace $\bigvee\left\{V^{n}: n \in \mathbb{Z}\right\}$ which reduces $V$ to a bilateral shift. Hence $V$ contains a unilateral or bilateral shift. As a consequence, $\mathbb{T} \subset \sigma(V)$. By [7, Theorem 4] we get $\sigma(V) \subset \sigma(T)$. Since every contraction whose spectrum contains the unit circle has a nontrivial closed invariant subspace (see [2], [3]), the proof is finished.

## 7. Questions and final remarks

Theorem 4.1 shows that, for any nonunitary isometry such that $\mathcal{H}_{a c} \neq\{0\}$, there are wandering vectors which do not belong to $\mathcal{H}_{s}$.

Below we show an explicit method of constructing a wandering vector whose projections onto $\mathcal{H}_{u}$ and $\mathcal{H}_{s}$ are both nontrivial.

Example 7.1. Let $\mathbb{T}_{+}:=\{z \in \mathbb{C}:|z|=1, \Im z \geq 0\}$, and denote by $\mu$ the Lebesgue measure on $\mathbb{T}_{+}$. Consider the space $\mathcal{H}:=L^{2}(\mu) \oplus \bigoplus_{n=0}^{\infty} l^{2}$ and the isometry $V:=U \oplus \bigoplus_{n=0}^{\infty} S$, where $S$ is a unilateral shift on $l^{2}$, and $U \in \mathcal{B}\left(L^{2}\left(\mathbb{T}_{+}, \mu\right)\right)$ is the unitary operator of multiplication by $z$.

For a fixed $k \in \mathbb{N}_{+}$set $f_{k}(z):=1-\frac{1}{k}\left(z^{2}+z^{4}+\cdots+z^{2 k}\right)$. We are going to show that

$$
c_{n}^{k}:=\left\langle U^{n} f_{k}, f_{k}\right\rangle=\int_{\mathbb{T}_{+}} z^{n}\left|1-\frac{1}{k}\left(z^{2}+z^{4}+\cdots+z^{2 k}\right)\right|^{2} d z=\mathcal{O}\left(\frac{1}{n^{3}}\right) .
$$

Indeed,

$$
\begin{equation*}
\int_{\mathbb{T}_{+}} z^{n}\left|1-\frac{1}{k}\left(z^{2}+z^{4}+\cdots+z^{2 k}\right)\right|^{2} d z=\int_{\mathbb{T}_{+}} z^{n}\left(1+\frac{1}{k}-\sum_{j=1}^{k} \frac{j}{k^{2}}\left(z^{2 j}+\bar{z}^{2 j}\right)\right) d z . \tag{7.1}
\end{equation*}
$$

Since

$$
\int_{\mathbb{T}_{+}} z^{n} d z= \begin{cases}-\frac{2}{1+n} & \text { for even } n  \tag{7.2}\\ 0 & \text { for odd } n\end{cases}
$$

we see that $c_{n}^{k}=0$ for odd $n$ and

$$
c_{n}^{k}=\frac{-2\left(1+\frac{1}{k}\right)}{1+2 m}+\sum_{j=1}^{k} \frac{j}{k^{2}}\left(\frac{2}{1+2(m-j)}+\frac{2}{1+2(m+j)}\right)
$$

for $n=2 m$, where $m \in \mathbb{N}$. Further, we calculate that

$$
c_{2 m}^{k}=\sum_{j=1}^{k} \frac{j}{k^{2}}\left(\frac{2}{1+2(m-j)}+\frac{2}{1+2(m+j)}-\frac{4}{1+2 m}\right)
$$

and, finally,

$$
c_{2 m}^{k}=\sum_{j=1}^{k} \frac{j}{k^{2}} \frac{16 j^{2}}{(1+2(2 m-j))(1+2(2 m+j))(1+4 m)}=\mathcal{O}\left(\frac{1}{m^{3}}\right)=\mathcal{O}\left(\frac{1}{n^{3}}\right) .
$$

Thus $\sum_{n \in \mathbb{N}}\left|c_{n}^{k}\right|<\infty$. As a consequence, the following vector is well defined:

$$
b^{k}:=\left[\begin{array}{ccccc}
\sqrt{c_{1}^{k}} & -\sqrt{c_{1}^{k}} & 0 & 0 & \cdots \\
\sqrt{c_{2}^{k}} & 0 & -\sqrt{c_{2}^{k}} & 0 & \cdots \\
\sqrt{c_{3}^{k}} & 0 & 0 & -\sqrt{c_{3}^{k}} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \in \bigoplus_{n=0}^{\infty} l^{2} .
$$

Moreover, we can easily compute the $m$ th moment $\left\langle\bigoplus_{n=0}^{\infty} S^{m}\left(b^{k}\right), b^{k}\right\rangle$ of $b^{k}$ :

$$
\left\langle\left[\begin{array}{ccccc}
\overbrace{0 \ldots 0}^{m} & \sqrt{c_{1}^{k}} & -\sqrt{c_{1}^{k}} & 0 & \ldots \\
0 \ldots 0 & \sqrt{c_{2}^{k}} & 0 & -\sqrt{c_{2}^{k}} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right],\left[\begin{array}{cccc}
\sqrt{c_{1}^{k}} & -\sqrt{c_{1}^{k}} & 0 & \cdots \\
\sqrt{c_{2}^{k}} & 0 & -\sqrt{c_{2}^{k}} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]\right\rangle=-c_{m}^{k} .
$$

Hence, the vector $v:=f_{k} \oplus b^{k}$ is wandering and has a nontrivial decomposition corresponding to the Wold decomposition of $V$.

Moreover, the vector $v:=z^{n} f_{k} \oplus b^{k}$ is wandering for any $n, k \in \mathbb{N}$. Using (7.2), we can compute

$$
\left\|1-f_{k}\right\|^{2}=\int_{\mathbb{T}_{+}}\left(\frac{1}{k}+\sum_{j=1}^{k-1}\left(z^{2 j}+\bar{z}^{2 j}\right) \frac{k-j}{k^{2}}\right) d z=-\frac{2}{k}+4 \sum_{j=1}^{k-1} \frac{k-j}{k^{2}} \frac{1}{4 j^{2}-1} .
$$

Thus $f_{k} \rightarrow 1$ in $L^{2}\left(\mathbb{T}_{+}\right)$. Hence $z^{n} f_{k} \rightarrow z^{n}(k \rightarrow \infty)$. Consequently, the set of all projections of wandering vectors onto $\mathcal{H}_{u}$ is linearly dense in $\mathcal{H}_{u}$.

Using the previous construction, we can show the following result.
Proposition 7.2. Let $U \in \mathcal{B}(\mathcal{H})$ be a singular unitary operator. Then

$$
\sum_{n=0}^{\infty}\left|\left\langle U^{n} x, x\right\rangle\right|=\infty
$$

for all $x \in \mathcal{H}$.

Proof. Assume that, on the contrary, there is a vector $f \in \mathcal{H}$ such that $\sum_{n=0}^{\infty}\left|c_{n}\right|<\infty$, where $c_{n}:=\left\langle U^{n} f, f\right\rangle$ for $n \in \mathbb{N}_{+}$. As in the previous example we define

$$
b:=\left[\begin{array}{ccccc}
\sqrt{c_{1}} & -\sqrt{c_{1}} & 0 & 0 & \cdots \\
\sqrt{c_{2}} & 0 & -\sqrt{c_{2}} & 0 & \cdots \\
\sqrt{c_{3}} & 0 & 0 & -\sqrt{c_{3}} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \in \bigoplus_{n=0}^{\infty} l^{2} .
$$

Then the vector $v:=f+b \in \mathcal{H} \oplus \bigoplus_{n=1}^{\infty} l^{2}$ is wandering for $V=U \oplus \bigoplus_{n=1}^{\infty} S$, where $S$ is a unilateral shift of multiplicity 1.

The minimal unitary extension $\widehat{V}$ of $V$ can be decomposed as $\widehat{V}=U \oplus \bigoplus_{n=1}^{\infty} \widehat{S}$, where $U$ is the singular part of $\widehat{V}$, and $\widehat{S}$ is a bilateral shift extending $S$. Thus, by Theorem 4.1, all wandering vectors of $\widehat{V}$ are orthogonal to $\mathcal{H}$. In particular, $v \in \bigoplus_{n=1}^{\infty} l^{2}$, and so $f=0$, which leads to the contradiction.

By Theorem 4.1 it is clear that the set of wandering vectors for an isometry with an absolutely continuous unitary part is dense or trivial. If the answer to the question below is affirmative, then we will be able to prove this fact (and Theorem 4.1) in the elementary way (using construction from Example 7.1).

Problem 7.3. Let $U \in \mathcal{B}(\mathcal{H})$ be an absolutely continuous unitary operator. Is the set $\left\{x \in \mathcal{H}: \sum_{n=0}^{\infty}\left|\left\langle U^{n} x, x\right\rangle\right|<\infty\right\}$ dense?

The set $F_{U}:=\left\{x \in \mathcal{H}: \sum_{n=1}^{+\infty}\left|\left\langle U^{n} x, x\right\rangle\right|<\infty\right\}$ is $U$ reducing, and so the space $\mathcal{H} \ominus F_{U}$ reduces $U$ to an absolutely continuous unitary operator. Hence, to answer Problem 7.3, it is enough to show that $\mathcal{H} \ominus F_{U}=\{0\}$. Thus Problem 7.3 reduces to the following.

Problem 7.4. Let $U \in \mathcal{B}(\mathcal{H})$ be an absolutely continuous unitary operator. Is it true that $F_{U} \neq\{0\}$ ?

In Section 3, we gave a relation between the spaces $\mathcal{H}_{n s}$ and $\bigcap \widehat{\mathcal{M}}$. In the proof of Theorem 3.3 we used an additional assumption. Thus there is a natural question.
$\operatorname{Problem}$ 7.5. Can we omit the assumption $\operatorname{dim} \mathcal{N}\left(V^{*}\right)<\infty$ in Theorem 3.3?
For an isometry $V$ without wandering vectors in its unitary part, the inclusion $\mathcal{H}_{n s} \subset \widehat{\mathcal{M}}$ is equivalent to $\mathcal{H}_{u} \subset M$ for all $M \in \widehat{\mathcal{M}}$.

Using our previous considerations, we can show that $\mathcal{H}_{u} \subset M$ for all $M \in \widehat{\mathcal{M}}$ such that $M \cap \mathcal{H}_{s}=\{0\}$. We need the following lemma.

Lemma 7.6. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry, let $N \subset \mathcal{H}$ be a subspace reducing $V$, and let $M \in \widehat{\mathcal{M}}$. Then

- $M \vee N \in \widehat{\mathcal{M}}$;
- if $N \subset M$, then $M \ominus N \in \widehat{\mathcal{M}}_{\mathcal{H} \ominus N}$, where $\widehat{\mathcal{M}}_{\mathcal{H} \ominus N}$ denotes the relevant family for the operator $\left.V\right|_{\mathcal{H} \ominus N}$.

Proof. Denote by $U \in \mathcal{B}(\mathcal{K})$ the minimal unitary extension of $V$.
The subspace $M \vee N$ is $V$-invariant as a linear span of such subspaces. Obviously $\mathcal{K}=\bigvee_{n \geq 0} U^{*} M \subset \bigvee_{n \geq 0} U^{*}(M \vee N) \subset \mathcal{K}$, which finishes the proof of the first part.

For the second part, note that $M \ominus N=\left(I-P_{N}\right) M$. Since $N$ reduces $V, P_{N}$ commutes with $V$. Therefore, $M \ominus N$ is $V$-invariant by the following calculation: $V(M \ominus N)=V\left(I-P_{N}\right) M=\left(I-P_{N}\right) V M \subset\left(I-P_{N}\right) M=M \ominus N$.

It remains to show that $K_{1}:=\bigvee_{n \geq 0} U^{* n}(M \ominus N)$ is the domain of the minimal unitary extension of $\left.V\right|_{\mathcal{H} \ominus N}$. Since $M \in \widehat{\mathcal{M}}$, we have $\mathcal{K}=K_{1} \vee K_{2}$, where $K_{2}:=\bigvee_{n \geq 0} U^{* n} N$. Let us show that $K_{1}$ is orthogonal to $K_{2}$. Note that $U^{* k} N=$ $U^{*(k+1)} U N \subset U^{*(k+1)} N$, and similarly $U^{* k}(M \ominus N) \subset U^{*(k+1)}(M \ominus N)$. Thus for any integers $k, l$ we have $U^{* k} N \subset U^{* \max \{k, l\}} N$ and $U^{* l}(M \ominus N) \subset$ $U^{* \max \{k, l\}}(M \ominus N)$. On the other hand, since $U^{*}$ is isometry, we have $U^{* \max \{k, l\}} N \perp U^{* \max \{k, l\}}(\mathcal{H} \ominus N)$. Thus $U^{* k} N$ is orthogonal to $U^{* l}(\mathcal{H} \ominus N)$ for all $k, l$, and we get $\mathcal{K}=K_{1} \oplus K_{2}$.

Next, note that for every $n \geq 0$ we have $P_{\mathcal{H} \ominus N} U^{* n} N=P_{\mathcal{H} \ominus N} P_{\mathcal{H}} U^{* n} N=$ $P_{\mathcal{H} \ominus N} V^{* n} N \subset P_{\mathcal{H} \ominus N} N=\{0\}$. Hence $\mathcal{H} \ominus N$ is orthogonal to $K_{2}$. Consequently, $\mathcal{H} \ominus N \subset \mathcal{K} \ominus K_{2}=K_{1}$. Note that $K_{1}$ is a minimal $U$-reducing subspace containing $M \ominus N$. Thus, by the inclusions $M \ominus N \subset \mathcal{H} \ominus N \subset K_{1}$, it is also a minimal $U$-reducing subspace containing $\mathcal{H} \ominus N$. In other words, $\left.U\right|_{K_{1}}$ is the minimal unitary extension of $\left.V\right|_{\mathcal{H} \ominus N}$, which finishes the proof.

Proposition 7.7. Let $V \in \mathcal{B}(\mathcal{H})$ be an isometry without wandering vectors in the unitary part, and let $V=\left.\left.V\right|_{\mathcal{H}_{u}} \oplus V\right|_{\mathcal{H}_{s}}$ be its Wold decomposition. If $M \in \widehat{\mathcal{M}}$ is a subspace such that $M \cap \mathcal{H}_{s}=\{0\}$, then $\mathcal{H}_{u} \subset M$.

Proof. Decompose $\mathcal{H}_{s}=\bigoplus_{n \geq 0} \mathcal{H}_{n}$, where $\left.V\right|_{\mathcal{H}_{n}}$ is a unilateral shift of multiplicity 1 . For each $M \in \widehat{\mathcal{M}}$ define $M_{k}:=M \vee \bigoplus_{n \geq k} \mathcal{H}_{n}$ for any $k \geq 0$ and $M_{k}^{\prime}:=M_{k} \ominus \bigoplus_{n \geq k} \mathcal{H}_{n}$. Fix $k$. Note that $M_{k}^{\prime}=P_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}} M$, which means that $M_{k}^{\prime}$ need not be a subspace of $M$. Let $M_{k} \in \widehat{\mathcal{M}}$. By Lemma 7.6 we have $M_{k}^{\prime} \in \widehat{\mathcal{M}}_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}}$, where $\widehat{\mathcal{M}}_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}}$ is the relevant family for the operator $\left.V\right|_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}}$. It is important that $\mathcal{H}_{u}$ equals the unitary subspace of the restriction $\left.V\right|_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}}$. Since for $\left.V\right|_{\mathcal{H}_{u} \oplus \oplus_{n=0}^{k-1} \mathcal{H}_{n}}$ the unilateral shift part has finite multiplicity, by Theorem 3.3 we get $\mathcal{H}_{u} \subset M_{k}^{\prime}$. Since $M_{k}^{\prime} \subset M_{k}$, we get $\mathcal{H}_{u} \subset M_{k}$ and, consequently, $\mathcal{H}_{u} \subset \bigcap_{k \geq 0} M_{k}$. Obviously $M \subset \bigcap_{k \geq 0} M_{k}$. We will finish the proof by showing that $M=\bigcap_{k \geq 0} M_{k}$.

Let $x \in \bigcap_{k \geq 0} M_{k}$. Then for any $k \geq 0$ there are $x_{k} \in M$ and $y_{k} \in \bigoplus_{n \geq k} \mathcal{H}_{n}$ such that $x=x_{k}+y_{k}$. Fix $k$, and consider an arbitrarily large $l$. From $0=$ $x-x=x_{k}-x_{l}+y_{k}-y_{l}$ we get $\mathcal{H}_{s} \ni y_{k}-y_{l}=x_{l}-x_{k} \in M$. Since by assumption $M \cap \mathcal{H}_{s}=\{0\}$, it follows that $y_{k}=y_{l}$. Thus $y_{k} \in \bigoplus_{n \geq l} \mathcal{H}_{n}$ for arbitrarily large $l$, which means that $y_{k}=0$. Thus $x=x_{k} \in M$.

Acknowledgments. This research was financed by the Ministry of Science and Higher Education of the Republic of Poland.

## References

1. B. Beauzamy, Introduction to Operator Theory and Invariant Subspaces, North-Holland Math. Library 42, North-Holland, Amsterdam, 1988. Zbl 0663.47002. MR0967989. 603
2. H. Bercovici, Notes on invariant subspaces, Bull. Amer. Math. Soc. (N.S.) 23 (1990), no. 1, 1-36. Zbl 0727.47001. MR0990552. DOI 10.1090/S0273-0979-1990-15894-X. 601, 603
3. S. Brown, B. Chevreau, and C. Pearcy, On the structure of contraction operators, II, J. Funct. Anal. 76 (1988), no. 1, 30-55. Zbl 0641.47013. MR0923043. DOI 10.1016/ 0022-1236(88)90047-X. 603
4. Z. Burdak, M. Kosiek, P. Pagacz, and M. Słociński, Shift-type properties of commuting, completely non doubly commuting pairs of isometries, Integral Equations Operator Theory 79 (2014), no. 1, 107-122. Zbl pre06297997. MR3192030. DOI 10.1007/s00020-014-2135-z. 594, 595, 597, 599, 600
5. C. Foiaş and I. Suciu, Szegö-measures and spectral theory in Hilbert spaces, Rev. Roumaine Math. Pures Appl. 11 (1966), 147-159. Zbl 0197.11402. MR0203513. 594
6. K. Hoffman, Banach Spaces of Analytic Functions, Prentice Hall, Englewood Cliffs, NJ, 1962. Zbl 0117.34001. MR0133008. 594
7. L. Kérchy, Isometric asymptotes of power bounded operators, Indiana Univ. Math. J. 38 (1989), no. 1, 173-188. Zbl 0693.47014. MR0982576. DOI 10.1512/iumj.1989.38.38008. 603
8. M. Kosiek and A. Octavio, Wold-type extension for $N$-tuples of commuting contractions, Studia Math. 137 (1999), no. 1, 81-91. Zbl 0947.47013. MR1735629. 601
9. M. Kosiek, M. Ptak, and A. Octavio, On the reflexivity of pairs of contractions, Proc. Amer. Math. Soc. 123 (1995), no. 4, 1229-1236. Zbl 0836.47006. MR1231037. DOI 10.2307/ 2160724. 595
10. W. Mlak, A note on Szegö type properties of semi-spectral measures, Studia Math. 31 (1968), 241-251. Zbl 0182.46904. MR0241979. 595, 601
11. W. Parry, Topics in Ergodic Theory, Cambridge Tracts in Math. 75, Cambridge Univ. Press, Cambridge, 1981. Zbl 0449.28016. MR0614142. 600
12. B. Sz.-Nagy, On uniformly bounded linear transformations in Hilbert space, Acta Sci. Math. (Szeged) 11 (1947), 152-157. Zbl 0029.30501. MR0022309. 602
13. B. Sz.-Nagy and C. Foiaş, Harmonic Analysis of Operators on Hilbert Space, North-Holland, Amsterdam, 1970. Zbl 0201.45003. MR0275190. 594, 601, 602
${ }^{1}$ Department of Applied Mathematics, University of Agriculture, ul. Balicka 253c, 30-198 Kraków, Poland.

E-mail address: rmburdak@cyf-kr.edu.pl
${ }^{2}$ Wydzią Matematyki i Informatyki, Uniwersytet Jagielloński, ul. Prof. St. Łojasiewicza 6, 30-348 Kraków, Poland.

E-mail address: Marek.Kosiek@im.uj.edu.pl; Patryk.Pagacz@im.uj.edu.pl; Marek.Slocinski@im.uj.edu.pl


[^0]:    Copyright 2016 by the Tusi Mathematical Research Group.
    Received Apr. 16, 2015; Accepted Nov. 19, 2015.

    * Corresponding author.

    2010 Mathematics Subject Classification. Primary 47B20; Secondary 47B40, 47A20, 47B37.
    Keywords. isometries, Szegö measures, Wold decomposition, wandering vectors, invariant subspaces.

