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Vapnik–Chervonenkis Density in Some Theories
without the Independence Property, II
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For Anand Pillay, on his 60th birthday

Abstract We study the Vapnik–Chervonenkis (VC) density of definable fami-
lies in certain stable first-order theories. In particular, we obtain uniform bounds
on the VC density of definable families in finite U-rank theories without the fi-
nite cover property, and we characterize those abelian groups for which there
exist uniform bounds on the VC density of definable families.

1 Introduction

The Vapnik–Chervonenkis (VC) density and its cousin, the VC dimension, are nu-
merical parameters associated to any set system (i.e., a family of subsets of a given
base set). VC classes, that is, set systems whose VC dimension is finite, have been
investigated since the early seventies (beginning with Sauer [34], Shelah [36], and
Vapnik and Chervonenkis [42]). Since then, the concept of VC dimension has found
numerous applications in statistics, combinatorics, learning theory, and computa-
tional geometry. In model theory, the connection between VC classes and the theo-
ries without the independence property (NIP theories) introduced by Shelah [35] was
first made explicit by Laskowski [23], who showed that a complete first-order theory
is NIP if and only if every formula defines, in each model, a VC class. An important
class of NIP theories are the ones which are stable. The class of NIP theories, how-
ever, also encompasses, among other examples, all weakly o-minimal theories and
many interesting theories of expansions of valued fields. In recent years, not least
due to the efforts of Anand Pillay (see, e.g., Hrushovski, Peterzil, and Pillay [17],

Received September 23, 2011; accepted May 5, 2012
2010 Mathematics Subject Classification: Primary 03C45, 52C45; Secondary 03C60,

03G10
Keywords: theories without the independence property, Vapnik–Chervonenkis density,
finite cover property, modules, abelian groups
© 2013 by University of Notre Dame 10.1215/00294527-2143862

311

http://www.nd.edu/~ndjfl/
http://www.ams.org/mathscinet/msc/msc2010.html
http://www.nd.edu
http://dx.doi.org/10.1215/00294527-2143862


312 Aschenbrenner, Dolich, Haskell, Macpherson, and Starchenko

Hrushovski and Pillay [19], Hrushovski, Pillay, and Simon [20]), there has been
some progress in extending the reach of the highly developed methods of stability
theory into this wider realm of NIP theories.

In this paper we establish uniform bounds, in terms of the number of parame-
ter variables, on the VC density of formulas in certain stable theories, continuing
our study from Aschenbrenner et al. [1], where we mainly focused on unstable ex-
amples. Such uniform bounds may be interesting since the VC density is often an
important parameter for the complexity of a family of sets, and is related to discrep-
ancy and the size of "-approximations (see Matous̆ek, Welzl, and Wernisch [26]),
and to entropic dimension (see Assouad [2]). Moreover, uniform bounds on VC
density are intimately connected with a strengthening of the NIP concept, called dp-
minimality, which has recently received attention through the work of Shelah [38],
Onshuus and Usvyatsov [27], Dolich, Goodrick, and Lippel [9], and others. Before
we state some of the main results of this paper, we briefly recall the relevant termi-
nology. In the rest of this introduction, L is a first-order language, T is a complete
L-theory without finite models, and M is a model of T (with universe M ). Given
a tuple x D .x1; : : : ; xm/ of pairwise distinct variables, we denote by jxj WD m the
length of x.

1.1 Shatter function, VC dimension, and VC density Let '.xIy/ be a partitioned
L-formula, that is, an L-formula with the free variables of ' contained among the
entries of the tuples x D .x1; : : : ; xm/ and y D .y1; : : : ; yn/ of pairwise distinct
variables (also assumed to be disjoint). We call the xi the object variables and the
yj the parameter variables of '.xIy/. We obtain a set system

S' D
®
'.Mm

I b/ W b 2M n
¯

on Mm, where '.MmI b/ denotes the subset of Mm defined in M by the formula
'.xI b/. Given A0 � A �Mm, we say that A0 is cut out from A by ' if A0 D S \ A
for some S 2 S' , and we say that A is shattered by ' if every subset of A is cut out
from A by '.

For each nonnegative integer t , let �'.t/ be the maximal number of subsets cut
out from a t -element subset ofMm. (So �'.t/ D 2t if and only if there is a t -element
subset ofMm shattered by '.) The function t 7! �'.t/ is called the shatter function
of '; it is routine to verify (see, e.g., [1, Section 3]) that �' is an invariant of the
elementary theory T of M . The VC dimension of ' (in T ) is the largest d D VC.'/
(if it exists) such that �'.d/ D 2d ; if there is no such d (i.e., if �'.t/ D 2t for
each t ), then we also set VC.'/ D 1. (We suppress the dependence on T in the
notation for the shatter function of ' and concepts, like the VC dimension of ',
derived from it.)

Now if ' has finite VC dimension d , then by a fundamental combinato-
rial fact (proved independently in [34], [36], [42]), the shatter function of ' is
bounded above by a polynomial in t of degree d ; in fact, �'.t/ is bounded by�
t
�d

�
WD

�
t
0

�
C
�
t
1

�
C � � � C

�
t
d

�
(the number of subsets of Œt � WD ¹1; : : : ; tº

having at most d elements). One defines the VC density vc.'/ (in T ) of a formula
' with finite VC dimension in T as the infimum of all real numbers r � 0 such that
�'.t/=t

r is bounded for all positive t ; if VC.'/ D1, then we put vc.'/ D1.

1.2 Independence dimension and VC duality The partitioned L-formula '.xIy/
is said to have the independence property for M if for every t 2 N there are
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b1; : : : ; bt 2 M
n such that for every S � Œt � there is aS 2 Mm such that for all

i 2 Œt �, M ˆ '.aS I bi /” i 2 S . The structure M is said to have the indepen-
dence property if some L-formula has the independence property for M , and to be
NIP (or to be dependent) otherwise. Clearly the independence property for ' only
depends on T D Th.M /, so it makes sense to speak of a partitioned L-formula
having the independence property for the complete L-theory T , and of T being NIP.
The dual of the partitioned L-formula '.xIy/ is the partitioned L-formula '�.yI x/
which is syntactically the same formula as ', except that the roles of object and
parameter variables are interchanged. Thus ' has the independence property for T if
and only if '� has finite VC dimension in T . (It is also true, by another fundamental
observation about set systems, that ' has the independence property for T if and
only if ' has finite VC dimension in T (cf., e.g., [1, Section 3]).

Given B �M n, a complete '.xIB/-type is a maximal consistent subset of®
'.xI b/ W b 2 B

¯
[
®
:'.xI b/ W b 2 B

¯
:

We denote the set of complete '.xIB/-types by S'.B/. The shatter function
��' WD �'� of the dual formula of ' counts the number of complete '.xIB/-types
over finite parameter sets B: the map

B 0 7!
®
'.xI b/ W b 2 B 0

¯
[
®
:'.xI b/ W b 2 B n B 0

¯
defines a bijection from the collection of subsets of B cut out by '� onto S'.B/.
Hence

��' .t/ D max
®ˇ̌
S'.B/

ˇ̌
W B �M n; jBj D t

¯
for each t .

This interpretation of the shatter function allows us to transform the problem of es-
timating vc.'�/, which is one of bounding the asymptotic growth of �'� , into the
problem of counting the number of '.xIB/-types over finite parameter sets B . For
the latter task, ready-made model-theoretic tools (like the local ranks employed in
Section 3 below) are available. As already done in [1], we also use a variant of the
familiar notion of definable type; we combine it with additional combinatorial tech-
niques, centered around the notion of breadth of a set system, and apply it, in this
paper, to modules. (See Sections 4–5.)

1.3 Finite-rank theories Our first main theorem gives a uniform bound on the VC
density of formulas for superstable theories of finite rank which do not have the fi-
nite cover property. From Shelah [37, Definition II.4.1] recall that T is said to have
the finite cover property if there is an L-formula '.xIy/ with the finite cover prop-
erty in T , that is, such that for arbitrarily large t 2 N there are b1; : : : ; bt 2 M n

such that ¹'.xI bi / W i 2 Œt �º is inconsistent but ¹'.xI bi / W i 2 wº is consistent for
any proper subset w of Œt �. If T has the finite cover property, then there is actually
a formula '.xIy/ with the finite cover property in T where jxj D 1 (see [37, Theo-
rem II.4.4]). Every theory which does not have the finite cover property is stable (see
[37, Theorem II.4.2]). In Section 3 we show the following.

Theorem 1.1 Suppose that T does not have the finite cover property and that T
has finite U-rank d . Then every partitioned L-formula '.xIy/ has VC density at
most d jyj in T (in fact, �'.t/ D O.td jyj/).

So, for example, for p a prime or zero, every formula '.xIy/ in the language of
rings has VC density at most jyj in the theory of algebraically closed fields of char-
acteristic p. Other examples of theories to which Theorem 1.1 applies (including all
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expansions of groups having finite Morley rank) are provided in Section 3.4. The
proof of this theorem, given in Section 3, uses the local ranks Rm.�; �;@0/ of She-
lah [37, Chapter II], here denoted byR�.�/. The absence of the finite cover property
enters the picture as a necessary condition for the definability of the ranks R� (see
Fact 3.3 below).

1.4 Abelian groups We have an improvement over Theorem 1.1 for @0-categorical
abelian groups. For an abelian group A, always written additively, let

U.p; i IA/ WD
ˇ̌
.piA/Œp�=.piC1A/Œp�

ˇ̌
(p prime)

be its Ulm invariants; here .piA/Œp� denotes the subgroup

.piA/Œp� D ¹a 2 A W pa D 0 and pib D a for some b 2 Aº

of A. For each prime p let U�@0.pIA/ denote the set of i � 0 such that
U.p; i IA/ is infinite. If A has finite exponent, then each U�@0.pIA/ is finite,
with U�@0.pIA/ D ; for all but finitely many p. With this notation we have the
following.

Theorem 1.2 Let A be an infinite abelian group of finite exponent, construed as a
first-order structure in the language L D ¹0;Cº as usual. Let np WD jU�@0.pIA/j,
and let mp WD maxU�@0.pIA/ if U�@0.pIA/ ¤ ; and mp WD 0 otherwise. Set

d WD
X
p

min
®
np; bmp=2c C 1

¯
:

Then every L-formula '.xIy/ has VC density at most d jyj in A.

Since, in the context of the previous theorem, the Morley rank of the abelian group A
is MR.A/ D

P
p.np C

P
i2U�@0 .pIA/

i/ � d , the bound obtained here is more pre-
cise than the one in the general Theorem 1.1. Moreover, the bound in Theorem 1.2
can be refined even further; since the resulting bound is somewhat technical to de-
scribe, we refer to the proof of this theorem in Section 4 below for the improved re-
sult. (However, even the crude bound stated in the theorem is optimal in some cases,
under the additional condition that for all primes p and all i we haveU.p; i IA/ � @0
whenever U.p; i IA/ ¤ 1.) The proof of Theorem 1.2 is based on our definable-type
technique from [1] and a detailed analysis of the ordered set of join-irreducibles of
the lattice of positive-primitive definable subgroups of A.

No particularly good bounds on density can be expected for 1-based stable theo-
ries in general, even in the case of abelian groups (see Lemma 5.22). However, in
[1] we already showed that in Presburger arithmetic, every partitioned formula with
n parameter variables has VC density at most n. Theorem 1.2 is the cornerstone
of a characterization of those abelian groups admitting a uniform bound on the VC
density of formulas in terms of the number of parameter variables:

Theorem 1.3 Let A be an infinite abelian group. Then the following are equiva-
lent:

1. There is some d such that each L-formula '.xIy/ with jyj D 1 has VC
density at most d in A.
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2. There is some d such that each L-formula '.xIy/ has VC density at most
d jyj in A.

3. There are only finitely many p such that AŒp� or A=pA is infinite, and for all
p the set U�@0.pIA/ is finite.

Implicit in the arguments comprising the proof of this theorem is an explicit de-
scription of all dp-minimal abelian groups. For example, by Theorem 1.2, every
L-formula '.xIy/ with jyj D 1 has VC density at most 1 in

A D Z.p/.@0/ ˚ Z.p2/.@0/;

and hence this group A is dp-minimal by [9, Proposition 3.2] (see also Section 2.5
below). We refer to Proposition 5.27 for the complete list of all dp-minimal abelian
groups.

1.5 Organization of the paper We begin with a preliminary Section 2, where we
recall some basic definitions and results from Part I of our paper. The reader familiar
with [1] may choose to skip this section upon first reading. In Section 3 we prove
Theorem 1.1 (in a slightly more general form; cf. Theorem 3.1). In Section 4 we in-
troduce the breadth of a module (defined via its lattice of positive-primitive definable
subgroups) and relate it to VC density, and after these foundations have been laid, we
prove Theorems 1.2 and 1.3 in the final Section 5.

1.6 Notations and conventions Throughout this paper, d , k, m, and n range over
the set N WD ¹0; 1; 2; : : :º of natural numbers. We set Œn� WD ¹1; : : : ; nº. Given a
set X , we write 2X for the power set of X .

2 Preliminaries

In this section we recapitulate some basic concepts and results proved in the prede-
cessor [1] of this paper. We let M be an infinite L-structure for some first-order
language L and T D Th.M /.

2.1 Dual VC density of finite sets of formulas Let � D �.xIy/ be a finite set of
partitioned L-formulas ' D '.xIy/ in the tuple of object variables x and tuple of
parameter variables y. We write :� WD ¹:' W ' 2 �º. Let B �M jyj be finite. We
set

�.xIB/ WD
®
'.xI b/ W ' 2 �; b 2 B

¯
;

and we call a consistent subset of �.xIB/ [ :�.xIB/ a �.xIB/-type. The set of
realizations in M of a�.xIB/-type p is denoted by pM . Given a 2M jxj, we write
tp�.a=B/ for the �.xIB/-type realized by a, and

S�.B/ D
®
tp�.a=B/ W a 2M jxj

¯
:

If � D ¹'º is a singleton, we also write S'.B/ instead of S�.B/. We set

���.t/ WD max
®ˇ̌
S�.B/

ˇ̌
W B �M jyj; jBj D t

¯
for each t 2 N.

If we pass from M to an elementarily equivalent L-structure, then ��� does not
change; this justifies our notation, which suppresses M . (But ��� does depend on
T D Th.M /, which is also suppressed in our notation.) If no ' 2 � has the
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independence property, then there exists a real number r with 0 � r �
P
'2� vc�.'/

and ˇ̌
S�.B/

ˇ̌
D O

�
jBjr

�
for all finite B �M jyj

(see [1, Lemma 3.15]). Hence in this case one can define the dual VC density of �
as

vc�.�/ D inf
®
r � 0 W ���.t/ D O.t

r /
¯
:

If � D ¹'º is a singleton, then vc�.�/ agrees with vc�.'/ as defined in the intro-
duction.

2.2 The VC density function of T Suppose that T is NIP. We define the VC density
of T to be the function vc D vcT WN! R�0 [ ¹1º given by

vc.n/ WD sup
®
vc.'/ W '.xIy/ is an L-formula with jyj D n

¯
D sup

®
vc�.'/ W '.xIy/ is an L-formula with jxj D n

¯
:

It is easy to see that vc.m/ � m for each m; in [1, Section 3] we showed that in fact
vc.mC 1/ � vc.m/C 1 for each m. Moreover, we proved (cf. [1, Lemma 3.6]) the
following.

Lemma 2.1 Let L0 D L [ ¹ci W i 2 I º where the ci are new constant symbols,
and let T 0 � T be a complete L0-theory. Then vcT D vcT 0 .

The VC density function of T also bounds the dual VC density of finite sets of for-
mulas; in fact, we have the following (cf. [1, Corollary 3.19]).

Lemma 2.2 Let ˆ be a set of L-formulas with the tuple of object variables x and
varying tuples of parameter variables such that every L-formula '.xIy/ is equiva-
lent in T to a Boolean combination of formulas in ˆ. Then

vcT .m/ D sup
®
vc�.�/ W � � ˆ finite

¯
where m D jxj.

2.3 Breadth Let B be a set system on a set X . The smallest integer d (if it exists),
with the property that for every nonempty intersection

T
i2Œn� Bi of n > d sets

from B there is some I � Œn� with jI j D d and
T
i2Œn� Bi D

T
i2I Bi , is called

the breadth of B; if there is no such d we also say that B has breadth1. See [1,
Section 2.4] for more on this concept; the following fact was also already noted there.

Lemma 2.3 Let G be a group, and let H be a collection of subgroups of G with
breadth d . Let B D ¹gH W g 2 G;H 2 Hº be the set of all (left) cosets of
subgroups from H . Then B also has breadth d .

Proof Let H1; : : : ;Hn 2 H and g1; : : : ; gn 2 G be such that
T
i2Œn� giHi ¤ ;.

This intersection is a coset of H WD
T
i2Œn�Hi . Choose I � Œn� of size d such that

H D
T
i2I Hi . Then both

T
i2Œn� giHi and

T
i2I giHi are cosets of H , with the

former contained in the latter, and hence they are equal.

2.4 The VC d property In the following we let � D �.xIy/ be a finite set of par-
titioned L-formulas in the object variables x and parameter variables y. The VC d
property is a convenient condition on a theory which allows the counting of the
number of �.xIB/-types over finite parameter sets B . The definition of the VC d
property rests on a “uniform” variant of the notion of definable type, originating in
Guingona [14].
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Definition 2.4 We say that � has uniform definability of types over finite sets
(abbreviated as UDTFS) in M with d parameters if there are finitely many families

Di D
�
d';i .yIy1; : : : ; yd /

�
'2�

.i 2 I /

of L-formulas (with jyj j D jyj for j D 1; : : : ; d ) such that for every finite set
B � M jyj and q 2 S�.B/ there are b1; : : : ; bd 2 B and some i 2 I such that
Di .yI b1; : : : ; bd / defines q. We call the family D D .Di /i2I a uniform definition
of �.xIB/-types over finite sets in M with d parameters.

An easy way to check for UDTFS is via breadth (cf. [1, Lemma 5.2]).

Lemma 2.5 Suppose that the set system

S� D
®
'.M jxjI b/ W b 2M jyj

¯
has breadth d . Then � has UDTFS with d parameters.

We say that M has the VC d property if any� with jxj D 1 has uniform definability
of types over finite sets with d parameters. Clearly, if M has the VC d property, then
so does every other model of T , and we say that T has the VC d property if some
model of T does. The point of the VC d property is that it guarantees that every
finite subset of partitioned L-formulas has UDTFS in M with a uniform bound on
the number of parameters.

Theorem 2.6 (see [1, Theorem 5.7]) Suppose thatM has theVC d property. Then
every � has UDTFS in M with d jxj parameters.

If � has UDTFS in M with d parameters, then clearly jS�.B/j D O.jBjd / for
every finite B � M jyj. Hence if M has the VC d property, then for each � we have
���.t/ D O.t

d jxj/ for each t , and thus vc�.�/ � d jxj.
The following fact (cf. [1, Corollary 5.6]), when combined with a quantifier-

simplification result, is handy for verifying the VC d property; it will later be applied
in the case of modules.

Lemma 2.7 Let ˆ be a family of partitioned L-formulas in the single object vari-
able x such that

1. every partitioned L-formula in the object variable x is equivalent in T to a
Boolean combination of formulas from ˆ, and

2. every finite set of L-formulas from ˆ has UDTFS in T with d parameters.
Then T has the VC d property.

2.5 Dp-minimality By a bigraph we mean a triple G D .X; Y;ˆ/ where X , Y are
sets and ˆ � X � Y . We call the elements of the disjoint union X [ Y the vertices
of the bigraphG and the elements ofˆ the edges ofG. A bigraphG0 D .X 0; Y 0; ˆ0/
is a sub-bigraph of the bigraph G D .X; Y;ˆ/ if X 0 � X , Y 0 � Y , and ˆ0 � ˆ.
We say that a bigraph G contains a given bigraph G0 (as a sub-bigraph) if G0 is
isomorphic to a sub-bigraph of G.

Let '.xIy/ be a partitioned L-formula. Given subsets A, A0 ofM jxj we define a
bigraph GA;A0;' D .A;A0; ˆ/ with edge set

ˆ D
®
.a; a0/ 2 A � A0 W ¹a; a0º 2 S' \ .A [ A

0/
¯
:
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Note that a pair .a; a0/ 2 A � A0 is connected by an edge of GA;A0;' if and only if®
'�.yI a/; '�.yI a0/

¯
[
®
:'�.yI a0/ W a0 2 A [ A

0; a0 ¤ a; a
0
¯

is realized in M .
It is easy to see that a bigraph G D .X; Y;ˆ/ with a finite number n of vertices

can have at most 1
4
n2 edges. A fundamental fact about bigraphs is the theorem of

Kővári, Sós, and Turán [21]: given a positive integer r , there exists a real number
C D C.r/ such that every bigraph G with n vertices which does not contain Kr;r as
a sub-bigraph has at most Cn2�1=r edges. HereKr;r denotes the (complete) bigraph
Kr;r D .Œr�; Œr�; Œr� � Œr�/. In particular, from this theorem we obtain the following
lemma.

Lemma 2.8 Let '.xIy/ be a partitioned L-formula. The following are equiva-
lent:

1. For each r > 0 there are finite subsets A, A0 of M jxj such that GA;A0;'
contains the bigraph Kr;r .

2. For each r > 0 there are finite subsets A, A0 of M jxj such that GA;A0;' has
more than Cn2�1=r edges, where C D C.r/ is as above and n D jAj C jA0j.

The L-structure M is said to be dp-minimal if there is no L-formula '.xIy/ with
jyj D 1 satisfying one of the two equivalent conditions in Lemma 2.8. In [1] we
called M vc-minimal if vc�.'/ < 2 for every L-formula '.xIy/ with jxj D 1. (So
if vc.1/ < 2, then M is vc-minimal.) It is easy to see (cf. [1, Corollary 5.13]) that
if M is vc-minimal, then M is dp-minimal. (We do not know whether, conversely,
every dp-minimal structure is vc-minimal.) On the other hand, if M is dp-minimal,
then for each L-formula '.xIy/ with jyj D 1 there is an upper bound on the size of
finite subsets A �M jxj such that A\ S' contains all 2-element subsets of A. Thus,
although reducts of dp-minimal structures are obviously also dp-minimal, a structure
interpretable in a dp-minimal structure is not in general itself dp-minimal.

Example Suppose that L is the empty language, and let L0 D ¹�1; �2º where �i
is a unary function symbol, for i D 1; 2. Let M 0 be the L0-structure with underlying
set M 0 D M � M , where �M 0

i is given by .x1; x2/ 7! .xi ; xi /, for i D 1; 2.
Then clearly M 0 is interpretable without parameters inM . Consider the partitioned
L0-formula '.xIy/ WD x D �1.y/ _ x D �2.y/, where jxj D jyj D 1. Then
SM 0

' D
�
D
1

�
[
�
D
2

�
, whereD D ¹.a; a/ W a 2M º; hence M 0 is not dp-minimal.

One defines a complete L-theory (without finite models) to be dp-minimal if one of
its models is dp-minimal (equivalently, if all of its models are). The definition of
dp-minimality given here is not the original one as introduced in [27], which used
the notion of an independent contradictory types (ICT) pattern from [38]: an ICT
pattern in M consists of a pair ˛.xIy/, ˇ.xIy/ of partitioned L-formulas, where
jxj D 1, and sequences .ai /i2N, .bj /j2N inM jyj such that for all i and j the set®

˛.xI ai /; ˇ.xI bj /
¯
[
®
:˛.xI ak/ W k ¤ i

¯
[
®
:ˇ.xI bl / W l ¤ j

¯
is consistent with M . One can show (see, e.g., [9, Fact 2.13] or [1, Proposition 5.12])
that M is dp-minimal if and only if there is no ICT pattern in an elementary extension
of M .

The extent of the failure of the dp-minimality property for a theory can be quanti-
fied via its dp-rank.
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Definition 2.9 One says that T has dp-rank at least n if there are partitioned
L-formulas '1.xIy/; : : : ; 'n.xIy/, where jxj D 1, and parameters aij 2 M jyj,
where i 2 Œn� and j 2 N, so that for any function �W Œn� ! N the set of L.M/-
formulas ®

'i .xI a
i
�.i// W i 2 Œn�

¯
[
®
:'i .xI a

i
j / W i 2 Œn�; j ¤ �.i/

¯
is consistent (with M ).

So T is not dp-minimal if and only if T has dp-rank at least 2. An easy generalization
of [1, Corollary 5.13] shows that if T has dp-rank at least n, then vc.1/ � n. The
following lemma gives a convenient way to check for dp-rank at least n.

Lemma 2.10 Suppose that there exists an infinite definable set X � M and a
definable one-to-one function Xn ! M . Then the dp-rank of T D Th.M / is at
least n.

Proof Let f WXn ! M be definable and injective, where X � M is definable.
Without loss of generality we may assume that X is ;-definable by  .x/ and that
f is also ;-definable. Pick pairwise distinct ai 2 X for i 2 N. Let 'i .xIy/ be the
formula

9z1; : : : ; zn

� ^
j2Œn�

 .zj / ^ f .z1; : : : ; zn/ D x ^ zi D y
�
:

Now, as in Definition 2.9, setting aij WD aj for i 2 Œn� and j 2 N, the formulas 'i
and parameters aij witness that T has dp-rank at least n.

3 Linear VC Density for Finite-Rank Theories

Throughout this section we assume that T is a complete stable theory without finite
models, in a first-order language L. We fix a monster model M of T . “Small”
means “of cardinality smaller than jM j,” and “ˆ : : :” abbreviates “M ˆ : : : .” We
also let � be a set (possibly infinite) of partitioned L-formulas in the tuple of object
variables x D .x1; : : : ; xm/ (and varying tuples of parameter variables).

Given B � M , by a �-formula over B we mean a formula of the form '.xI b/

or :'.xI b/ where '.xIy/ 2 � and b 2 B jyj, and by a �-type over B (in M ) we
mean a consistent set of �-formulas over B . A �-type p D p.x/ over B is said to
be complete if for all�-formulas ', either ' or :' is in p. We denote by S�.B/ the
set of complete �-types over B in M , equipped with the topology with a subbasis
consisting of the sets of the form ¹p 2 S�.B/ W ' 2 pº where ' is a �-formula
over B . This makes S�.B/ into a compact totally disconnected Hausdorff space. As
usual Sx.B/ (or Sm.B/, if the particular choice of anm-tuple x of object variables is
unimportant) denotes S�.B/ where � is the set of all partitioned L-formulas in the
object variables x. (Note the difference between the notions S�.B/ and S�.B/ as
introduced in Section 2 for finite sets of L-formulas � D �.xIy/ in the parameter
variables y: in the former the parameter set B is understood to be a subset ofM ; in
the latter it is a subset ofM jyj.)

We will write R�.�/ for the rank denoted by Rm.�; �;@0/ in [37, Defini-
tion II.1.1]. Given a set ‚ D ‚.x/ of L.M/-formulas, denote by Œ‚� the closed
subset of S�.M/ consisting of all p.x/ 2 S�.M/ which are consistent with ‚.x/.
Then R�.‚/ is the Cantor–Bendixson rank of Œ‚� (i.e., the maximum Cantor–
Bendixson rank of an element of Œ‚�), with the convention that R�.‚/ D �1 if‚ is
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inconsistent, and if Œ‚� does not have a Cantor–Bendixson rank, then R�.‚/ WD 1.
We call R�.‚/ the �-rank of ‚. If ‚ D ¹�º is a singleton we also write R�.�/
instead of R�.‚/. We also let R�.T / WD R�.x D x/ where x D x is shorthand
for the L-formula x1 D x1 ^ � � � ^ xm D xm. Since we assume that T is stable, for
finite�, the rank R�.�/ always takes values smaller than ! (see [37, Lemma II.2.1,
Theorem II.2.2]).

Our goal in this section is to prove the following.
Theorem 3.1 Suppose that T does not have the finite cover property and that �
is finite, and let % D R�.T /. Then ���.t/ D O.t

%/, and hence vc�.�/ � %.
See Corollary 3.8 below on how this theorem implies Theorem 1.1 from the introduc-
tion. Before we give the proof of Theorem 3.1 we recall a few facts about R� used
in the proof. We will occasionally work in M eq. Nonetheless, all sets or elements
should be assumed to lie in the home sort unless explicitly stated otherwise.

3.1 Basic properties of �-rank Let, as above, � be a set of partitioned L-formulas
in the object variables x D .x1; : : : ; xm/, and let ‚.x/ be a set of L.M/-formulas.

If R�.‚/ < 1, then there is a largest integer d such that there are pairwise
distinct p1; : : : ; pd 2 Œ‚� of maximal Cantor–Bendixson rank R�.‚/; we call d
the �-degree of ‚, denoted by deg�.‚/. (In [37, Definition II.1.1] this is denoted
by Mlt.‚;�;@0/.) For an L.M/-formula � we write deg�.�/ WD deg�.¹�º/. For
every type‚.x/, there is a p 2 Sx.M/ with p � ‚ andR�.p/ D R�.‚/; there are
exactly deg�.‚/ many types in S�.M/ of the form p �� where p 2 Sx.M/ with
p � ‚ and R�.p/ D R�.‚/. If ‚ is closed under finite conjunctions, then there is
a formula � 2 ‚ such that R�.‚/ D R�.�/ and deg�.‚/ D deg�.�/.

If a 2 Mm and B � M n, then we set R�.a=B/ WD R�.tp.a=B 0// where B 0
is the smallest subset of M such that B � .B 0/n, and similarly for deg�. (Note
that jB 0j � njBj.) If ‚.x/ is a type over a small set B � M , then there exists a
realization a 2 M jxj of ‚ with R�.a=B/ D R�.‚/; we say that such a realization
of ‚ is �-generic.

If �0 is another set of partitioned L-formulas in the object variables x with
� � �0, then R�.‚/ � R�0.‚/, and if equality holds, then deg�.‚/ � deg�0.‚/
(see [37, Lemma II.1.3]). If � is the set of all partitioned L-formulas in the tuple of
object variables x, then R� is Morley rank; hence R�.‚/ � MR.‚/. Moreover, if
‚0 is another set of L.M/-formulas with ‚M � .‚0/M , then R�.‚/ � R�.‚0/,
and if equality holds, then deg�.‚/ � deg�.‚0/ (see [37, Theorem II.1.1]). It is
also easy to see that for all L.M/-formulas �1.x/ and �2.x/ we have

R�.�1 _ �2/ D max
®
R�.�1/; R�.�2/

¯
: (3.1)

Suppose now that A � B � M , p 2 Sx.B/. Then R�.p �A/ � R�.p/ for all �,
and p does not fork over A if and only if R�.p �A/ D R�.p/ for all finite � (see
[37, Theorem III.4.1]). For example, if B D acl.A/, then p does not fork over A
(since any two extensions of a type in Sx.A/ to types in Sx.acl.A// are conjugate
under Aut.M j A/ and hence have the same �-rank). A complete type is stationary
(i.e., has a unique nonforking extension to any larger parameter set) if and only if it
has �-degree 1 for all finite � (see [37, Theorem III.4.2]), and as a consequence of
the finite equivalence relation theorem (see [37, Theorem III.2.8]), every complete
type over a parameter set which is algebraically closed in M eq is stationary; hence
we obtain the following.
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Lemma 3.2 Suppose that � is finite, let �.x/ be an L.A/-formula, A � M , and
set ˛ D R�.�/, d D deg�.�/. There existLeq.acleq.A//-formulas �1.x/; : : : ; �d .x/
such that R�.�i / D ˛, deg�.�i / D 1 for every i 2 Œd �, and �.Mm/ is the disjoint
union of the sets �i .Mm/, i 2 Œd �.
We finish the preliminaries by recording three important consequences of a theory
not having the finite cover property.
Fact 3.3 ([37, Theorem II.4.4]) Suppose that T does not have the finite cover
property and � is finite. Then

1. there is k 2 N so that if p is any �-type, there is q � p with jqj � k such
that R�.p/ D R�.q/ (finite witness of rank);

2. for any L-formula �.xIy/ and any ˛ 2 N there is an L-formula  .y/ such
that for any b 2 M jyj, R�.�.xI b// D ˛ if and only if ˆ  .b/ (definability
of rank);

3. for any L-formula �.xIy/ there is some D 2 N such that for any b 2 M jyj,
deg�.�.xI b// � D (boundedness of multiplicity).

3.2 Proof of Theorem 3.1 The proof will be through a series of lemmas. We fix a
finite set � D �.xIy/ of partitioned L-formulas and write % D R�.T /.

Lemma 3.4 Let  .x/ D
Vk
iD1 'i .xI bi / be a conjunction of instances of for-

mulas 'i .xIyi / 2 �, ˛ WD R�. /, � WD mini R�.'i .xI bi //, and a 2 Mm

with ˆ  .a/ and R�.a=b1; : : : ; bk/ D ˛. There is an Leq-formula �.xI z/ and
c 2 acleq.bi1 ; : : : ; bir /, where i1; : : : ; ir 2 Œk� with r 2 Œ� � ˛�, such that ˆ �.aI c/
and R�.�.xI c// D ˛.
Proof Let 1.xI c1/, where c1 2 acleq.;/, have �-rank �1 WD % and �-
degree 1 so that ˆ 1.aI c1/, by Lemma 3.2. We have �1 � ˛; if �1 D ˛

we are done, so suppose that �1 > ˛. Then R�.1.xI c1/ ^ 'i .xI bi // < �1
for some i ; otherwise, R�.1.xI c1/ ^ :'i .xI bi // < �1 for every i , since
deg�.1.xI c1// D 1; hence R�.1.xI c1/ ^ :.

V
i 'i .xI bi /// < �1, and therefore

R�.1.xI c1// < �1, by (3.1), a contradiction. Without loss of generality we may as-
sume that �2 WD R�.1.xI c1/ ^ '1.xI b1// < �1. We have �2 � ˛, and if �2 D ˛
we are done. Otherwise let 2.xI c2/, where c2 2 acleq.b1/, have �-rank �2 and
�-degree 1 so that ˆ 2.aI c2/ and ˆ 8x.2.xI c2/ ! 1.xI c1/ ^ '1.xI b1//,
according to Lemma 3.2. As before we see that for some i > 1 we have
R�.2.xI c2/ ^ 'i .xI bi // < �2.

We can continue in this fashion to find a sequence 1.xI z/; : : : ; r .xI z/ of Leq-
formulas, a sequence of indices i1; : : : ; ir 2 Œk�, and a sequence c1; : : : ; cr where
cj 2 acleq.bi1 ; : : : ; bij�1/, of maximal length r � 1, subject to the following prop-
erties: for every j 2 Œr� we have ˆ j .aI cj /, and setting ı0.x/ WD .x D x/ and
ıj .xIyij ; z/ WD j .xI z/ ^ 'ij .xIyij / for j 2 Œr�, we have

ˆ 8x
�
j .xI cj /! ıj�1.xI bij�1 ; cj�1/

�
and

˛ � R�
�
ıj .xI bij ; cj /

�
< R�

�
ıj�1.xI bij�1 ; cj�1/

�
:

We have r � � � ˛, and by the above, R�.ır .xI bir ; cr // D ˛. Hence
�.xIyir ; z/ WD ır .xIyir ; z/; c WD .bir ; cr /

have the required properties.
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Lemma 3.5 Suppose that T does not have the finite cover property. Let

 .xIy1; : : : ; yk/ D

k̂

iD1

'i .xIyi / where 'i .xIyi / 2 � for i 2 Œk�,

and let ˛ 2 Œ%�. There is a family®
�ij .xIyi1 ; : : : ; yi%�˛ / W i D .i1; : : : ; i%�˛/ 2 Œk�

%�˛; j 2 ŒN �
¯

of L-formulas, where N 2 N, with the following properties: if a 2 Mm and
bi 2M

jyi j (i 2 Œk�) are such that

ˆ  .aI b1; : : : ; bk/ and ˛ D R�.a=b1; : : : ; bk/ D R�
�
 .xI b1; : : : ; bk/

�
;

then for some i 2 Œk�%�˛ and j 2 ŒN � we have

ˆ �ij .aI bi1 ; : : : ; bi%�˛ / and R�
�
�ij .xI bi1 ; : : : ; bi%�˛ /

�
D ˛:

Proof For each a 2 Mm and bi 2 M jyi j (i 2 Œk�) satisfying the hypothesis, by
Lemma 3.4 there are i1; : : : ; i%�˛ 2 Œk� such that

R�
�
a= acleq.bi1 ; : : : ; bi%�˛ /

�
D ˛

and hence that
R�.a=bi1 ; : : : ; bi%�˛ / D ˛;

so for some L-formula �.xIyi1 ; : : : ; yi%�˛ / such thatˆ �.aI bi1 ; : : : ; bi%�˛ /we have

R�
�
�.xI bi1 ; : : : ; bi%�˛ /

�
D ˛:

Thus the set of formulas �.zIy1; : : : ; yk/, where jzj D m, consisting of
�  .zIy1; : : : ; yk/,
� R�. .xIy1; : : : ; yk// D ˛,
� R�.�.xIy1; : : : ; yk// < ˛ ! :�.zIy1; : : : ; yk/, where � ranges over all
partitioned L-formulas in .xIy1; : : : ; yk/, and
� :.�.zIyi1 ; : : : ; yi%�˛ /^R�.�.xIyi1 ; : : : ; yi%�˛ // D ˛/, where i1; : : : ; i%�˛

range over Œk� and � over all partitioned L-formulas in .zIyi1 ; : : : ; yi%�˛ /,
is inconsistent. Note that this is a first-order type by Fact 3.3(2). The lemma now
follows by compactness.

Lemma 3.6 Suppose that T does not have the finite cover property. There is a
family ¹�j .xIy1; : : : ; y%/ºj2ŒN � of L-formulas, where N 2 N and jyi j D jyj for
i 2 Œ%�, with the following property: if B � M jyj, p 2 S�.B/, and a 2 Mm is
a �-generic realization of p, then there are b1; : : : ; b% 2 B and j 2 ŒN � such that
ˆ �j .aI b1; : : : ; b%/ and

R�
�
�j .xI b1; : : : ; b%/

�
D R�.p/:

Proof Wemay and shall assume that� is closed under negation; that is, with every
' 2 � the set � also contains a formula equivalent to :' (in T ). By Fact 3.3(1)
take k 2 N so that if p is any �-type, then R�.p/ D R�.q/ for some q � p with
jqj � k.

Apply Lemma 3.5 to all possible conjunctions of k formulas from � (and
then combine the resulting families ¹�ij º into a single family) to obtain a family
¹�j .xIy1; : : : ; y%/ºj2ŒN � of L-formulas, where N 2 N and jyi j D jyj for i 2 Œ%�,
with the following property: if  .x/ D

Vk
iD1 'i .xI bi / is a conjunction of instances
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of formulas from� and a 2Mm withˆ  .a/ andR�.a=b1; : : : ; bk/ D R�. .x//,
then for some j 2 ŒN � we have

ˆ �j .aI bi1 ; : : : ; bi%/ and R�
�
�j .xI bi1 ; : : : ; bi%/

�
D R�.a=b1; : : : ; bk/:

Now let B � M jyj, p 2 S�.B/, and a 2 Mm be a realization of p with
R�.a=B/ D R�.p/. Choose 'i .xIy/ 2 � and bi 2 B , where i 2 Œk�, such that
R�.

Vk
iD1 'i .xI bi // D R�.p/. Then there are i 2 Œk�% and j 2 ŒN � such that

ˆ �j .aI bi1 ; : : : ; bi%/ and R�.�j .xI bi1 ; : : : ; bi%// D R�.p/.

Proof of Theorem 3.1 We wish to count the number of �.xIB/-types over finite
parameter sets B � M jyj. Fix L-formulas �i .xIy1; : : : ; y%/ with i 2 ŒN � as in
Lemma 3.6. Let D 2 N bound the �-degree of any instance of any �i . Note
that D exists by Fact 3.3(3). Fix a finite set B � M jyj. Let p 2 S�.B/, and
let a 2 Mm be a �-generic realization of p. There are b1; : : : ; b% 2 B and
i 2 ŒN � such that ˆ �i .aI b1; : : : ; b%/ and R�.p/ D R�.�i .xI b1; : : : ; b%//. Since
deg�.�i .xI b1; : : : ; b%// � D, there are global �-types q1; : : : ; qD 2 S�.M/

(not necessarily distinct) such that for any a0 with ˆ �i .a
0I b1; : : : ; b%/ and

R�.a
0=B/ D R�.�i .xI b1; : : : ; b%// we have tp�.a0=B/ � qi for some i 2 ŒD�.

In particular, p � qi for some i 2 ŒD�. So jS�.B/j � NDjBj%, and our result
follows.

3.3 �-rank, U-rank, and Morley rank We nowwant to apply Theorem 3.1 to obtain a
uniform bound on the VC densities vc�.�/ of finite sets of L-formulas� D �.xIy/
in terms of m D jxj and the U-rank U.T / of T , provided the latter is finite (i.e., less
than !). For this, we first note the following relationship between the ranks R� and
the Lascar U-rank of a complete type.

Lemma 3.7 Let p 2 Sx.A/ where A �M . Then
1. R�.p/ � U.p/ for all finite sets � D �.xIy/ of partitioned L-formulas;

and
2. if U.p/ < !, then there is some finite set � D �.xIy/ of partitioned

L-formulas such that R�.p/ D U.p/.

Proof For (1) recall that the�-ranks detect forking: q 2 Sx.B/withA � B �M
does not fork over A iff R�.q � A/ D R�.q/ for every finite set � D �.xIy/ of
partitioned L-formulas. Given such �, a straightforward transfinite induction now
proves the implication R�.p/ � ˛) U.p/ � ˛, for all ordinals ˛, as required.

For (2), we use that by [37, Lemma III.1.2, (2)], if a type q 2 Sx.B/ with
A � B � M forks over A, then there is a finite �0 such that for every finite
� containing �0 one has R�.q/ < R�.q � A/. So from a forking sequence
p D p0 � p1 � � � � � pn of types of length n one obtains a finite � such that
R�.p0/ > R�.p1/ > � � � > R�.pn/ � 0 and so R�.p/ D R�.p0/ � n.

A special case of Lascar’s inequality (see, e.g., Saffe [33, Theorem 1.5]) states that
if U.T / < ! and a1 2 Mm1 and a2 2 Mm2 are independent (over ;), then
U.a1; a2/ D U.a1/ C U.a2/. (Here U.a/ WD U.tp.a=;// for a 2 Mm.) Thus
in this case all types in Sm.T / D Sm.;/ have U-rank at most mU.T /. Hence from
Theorem 3.1 and the previous lemma we obtain the following linear bound on the
VC density function of T (i.e., Theorem 1.1 from the introduction).
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Corollary 3.8 Suppose that T has finite U-rank d D U.T / and does not have
the finite cover property. Then if � is finite we have ���.t/ D O.td jxj/, and hence
vcT .m/ � dm for each m.

Since U.T / � MR.T /, the previous corollary applies in particular if T has finite
Morley rank and does not have the finite cover property. The following folklore result
(see, e.g., Pillay and Pong [28, Proposition B.1], Poizat [30], or [33, Theorem 4.5])
can be used to verify that T has finite Morley rank.

Proposition 3.9 Suppose that there is a family ¹Diºi2I of strongly minimal defin-
able sets such that every nonalgebraic type in T is nonorthogonal to someDi . Then
U.p/ D MR.p/ < ! for each p 2 Sm.B/, B �M .

Example 3.10 Suppose that T is totally transcendental and unidimensional (i.e.,
any two nonalgebraic 1-types are nonorthogonal). Then T satisfies the hypothesis
of the previous proposition with a single Di . (The fact that MR.T / is finite for
@1-categorical countable T was first shown in Baldwin [3].)

3.4 Applications Together with the remarks in Section 3.3, we can now draw some
immediate consequences of Theorem 3.1.
3.4.1 Totally transcendental @0-categorical theories First we discuss the @0-categor-
ical case. It is well known that a stable @0-categorical theory does not have the finite
cover property. (This is a consequence of [37, Theorem II.4.4]; see [33, Lemma 2.4].)
If T is countable, @0-categorical, and !-stable, then T has finite Morley rank; in
fact, MR.T / � jS2.;/j (see Cherlin, Harrington, and Lachlan [7, Corollary 4.3 and
Theorem 5.1]). In this case, moreover, U.p/ D MR.p/ for each m-type p over
a finite parameter set, by [33, Theorem 2.1]. Hence by Corollary 3.8 we have the
following.

Corollary 3.11 Suppose that T is countable, totally transcendental, and @0-
categorical. Then vcT .m/ � mU.T / D mMR.T / � mjS2.;/j for every m.

3.4.2 Dimensional theories Recall that T is called dimensional (also known as non-
multidimensional) if the set of domination equivalence classes of nonalgebraic sta-
tionary 1-types is small. Dimensional theories do not have the finite cover property
(see [37, Lemma IX.1.10]). Hence by Corollary 3.8 and Example 3.10 above, we
have the following,

Corollary 3.12 Suppose that T is totally transcendental and unidimensional.
Then U.T / D MR.T / < ! and vcT .m/ � mMR.T / for every m.

The previous corollary applies if T is countable and @1-categorical. In particular,
we see that if T is strongly minimal, then vcT .m/ D m for every m. For example, if
T D ACFp is the theory of algebraically closed fields of characteristic p (where p
is a prime or p D 0), then vcT .m/ D m for every m.

Every U-rank 1-theory is dp-minimal (see [27, Fact 3.2]). Our next application
strengthens this remark.

Corollary 3.13 Suppose that U.T / D 1. Then vcT .m/ D m for every m.

Proof By Belegradek, Peterzil, and Wagner [5, Theorem 21], after expanding L

by constant symbols if necessary, one may assume that T is quasi-strongly minimal
in the sense of [5], that is, in each model of T , the one-variable definable sets are
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precisely the Boolean combinations of ;-definable or finite sets. (Quasi-strongly
minimal theories are the analogue, in stability theory, of quasi-weakly o-minimal
theories.) In this case, by [5, Theorem 20] every nonalgebraic 1-type p 2 S1.A/
is determined by its restriction p � ; to the empty parameter set. In particular, T
is dimensional and hence does not have the finite cover property; thus Corollary 3.8
applies.

For a simple example where this corollary applies (which can also be dealt with
directly), consider the language L D ¹Pi W i 2 Nº, where each Pi is a unary
predicate symbol, and the L-theory T of an infinite set with the Pi interpreted by
independent predicates, that is,

T ˆ 9�nx
�^
i2I

Pix ^
^
j2J

:Pjx
�

for all n and finite disjoint I; J � N

(see also [9, Proposition 3.7]).
3.4.3 Groups of finite Morley rank GroupsoffiniteMorley rankarefinite-dimensional
and hence do not have the finite cover property (see Lascar [22, Lemme 4, p. 457]).
Hence by Corollary 3.8 we have the following.

Corollary 3.14 Suppose that L is an expansion of the language of groups and
that T is an expansion of the theory of groups with MR.T / < !. Then vcT .m/ �
mMR.T / for every m.

This corollary applies, in particular, to the complete theory of a module of finite Mor-
ley rank. However, in this case we may use instead Corollary 4.15 and Lemma 4.25
below to obtain the same result.

3.5 Examples and remarks We first point out that the bound on VC density given in
Theorem 3.1 is far from sharp.

Example Let L D ¹En W n � 0º be the language consisting of countably many
binary relations En. Let T be the theory whose axioms state that each En is an
equivalence relation with infinitely many infinite classes and so that EnC1 refines
En in such a way that eachEn-class is partitioned into infinitely manyEnC1-classes.
The theory T is stable and does not have the finite cover property. Fix some n, and
let �.xIy/ D ¹E0.xIy/; : : : ; En�1.xIy/º. It is easy to see that vc�.�/ � 1 yet
R�.x D x/ � n.

Similarly one may ask if not having the finite cover property is necessary for T to
have minimal density. This is also seen to be false by a simple example.

Example Let L be the language with a single binary relation E, and let T be
the theory stating that E is an equivalence relation with one class of size n for
each n. Then T is !-stable and has the finite cover property. But it is easy to see that
vc�.�/ � jxj for any finite set � D �.xIy/ of partitioned L-formulas.

Laskowski [24] has shown that for every L-formula '.xIy/ there is an L-formula
d'.yIy1; : : : ; yd / with d D Rm.x D x; '; 2/, where m D jxj, so that if B is a set
of jyj-tuples (possibly infinite) and p 2 S'.B/, then there are b1; : : : ; bd 2 B such
that d'.yI b1; : : : ; bd / defines p, and hence vc�.'/ � d (see also [1, Section 5.3]).
We may ask if a similar situation holds in the case when T does not have the finite
cover property and we replace Rm.�; '; 2/ by R'.�/. If this were the case, then our
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C

C \U C \:U

bX

X

Figure 1 An E-equivalence class C in the case n D 2.

analysis of VC density in the superstable finite-rank case would mirror much of our
analysis in other cases given in [1], in that bounds on VC density arise out of a bound
on the number of parameters needed to define types. We show by a very simple
example that this is not the case. Namely, we show that for any n > 0 there is a
totally categorical theory Tn with MR.Tn/ D 1 in which for a fixed formula '.xIy/
with jxj D 1 the defining scheme for '-types requires the naming of n parameters.
(This example also illustrates why VC density is, arguably, a better measurement of
complexity than the number of parameters in the defining formulas for types.)

Example 3.15 Let L D ¹U; S;Eº be the language consisting of a unary predicate
U and binary predicates S and E. Fix n > 0, and let Mn D .Mn; U; S;E/ be the
L-structure with the following properties (see Figure 1):

1. E is an equivalence relation with countably many classes, each of size
2nC

�
2n
n

�
.

2. U splits every E-class C so that jC \ U j D 2n and jC \ :U j D
�
2n
n

�
.

3. S holds only between E-equivalent elements and only between elements of
U and :U ; also, for each E-class C and each n-element subset X of C \U
let there be a unique bX in C \ :U so that S.bX ; y/ holds if and only if
y 2 X , and let these be the only pairs in S .

The L-theory Tn D Th.Mn/ is totally categorical with MR.Tn/ D 1, and Corol-
lary 3.12 applies. For a fixed E-class C , if Y � C \U has size less than n, then for
any a1; a2 2 .C \ U/ n Y there is an automorphism of Mn fixing Y and switching
a1 and a2. Thus fixing an E-class C and letting A D C \ U , if Z is an A-definable
set definable with fewer than n parameters from A, then jZ\Aj 6D n. Hence for any
X � A the type tpS.x;y/.bX=A/ is not definable using fewer than n parameters from
A, yet the VC density of S.x; y/ is 1 by Corollary 3.12 and RS.x;y/.x D x/ D 1.

4 Modules of Finite Breadth

Let R be a ring (with 1). In this paper, “R-module” always means “left R-module.”
Let LR be the language of R-modules, and let M be an R-module, construed as
an LR-structure in the natural way. Recall that an LR-formula '.x/ is said to be
positive-primitive (p.p., for short) if ' is equivalent (in the theory ofR-modules) to a
formula of the form 9yAx D By where A 2 Rk�jxj, B 2 Rk�jyj, for some k (where
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we employed the usual shorthand notation of combining a conjunction of linear equa-
tions into a single matrix equation). By the Baur–Monk theorem, each LR-formula
is equivalent, in Th.M/, to a Boolean combination of p.p. LR-formulas. (Our main
references for the model theory of modules are Prest [32] and Hodges [16, Appen-
dix A.1].) In this section we first introduce a notion of breadth of M , defined via
its lattice of p.p.-definable subgroups, and then show that ifM has finite breadth d ,
thenM has the VC d property. (Our usage of breadth is not obviously related to the
concept of breadth of a module considered in [32, Chapter 10].) We also show that
uniform bounds on the VC density (in M ) of formulas with m parameter variables
can be computed from a certain quotient of the lattice of p.p.-definable subgroups
ofMm.

4.1 Dimension, width, height, and breadth We begin by recalling a few definitions
and basic facts from the theory of (partially) ordered sets. In the following .P;�/
denotes an ordered set. (We also simply denote .P;�/ by P if the ordering � is
understood from the context.) Given another ordered set .P 0;�0/, a map f WP ! P 0

is said to be increasing (or a morphism of ordered sets) if a � b) f .a/ �0 f .b/ for
all a; b 2 P and strictly increasing if a < b ) f .a/ <0 f .b/ for all a; b 2 P . We
call f an embedding of ordered sets if a � b” f .a/ �0 f .b/ for all a; b 2 P .
Unless otherwise stated, proofs of the facts mentioned in the rest of this subsection
can be found in any standard text on ordered sets (e.g., Harzheim [15]).

The ordering� can be extended to a linear ordering onP (Szpilrajn–Marczewski).
Moreover, if ¹�iºi2I is the family of all linear orderings on P extending �, then
� D

T
i2I �i ; that is, for all a; b 2 P one has a � b if and only if a �i b for

every i 2 I . The dimension of P is the smallest nonzero cardinal d D dim.P / such
that there is a family ¹�iºi2I of d D jI j linear orderings on P with � D

T
i2I �i .

Equivalently, dim.P / is the smallest cardinal d > 0 such that P can be embed-
ded into a direct product of d chains. Here and below, given a nonempty family
¹.Pi ;�i /ºi2I of ordered sets .Pi ;�i /, the direct product

Q
i2I Pi is equipped with

the ordering defined by .ai / � .bi / if and only if ai �i bi for every i 2 I . We
are mostly interested in finite-dimensional ordered sets. For all finite-dimensional
ordered sets P and P 0,

dim.P � P 0/ � dim.P /C dim.P 0/;

with equality if both P and P 0 have a greatest and a smallest element (see Trotter
[40, Chapter 2, (3.4), (3.5)]).

The width of P is defined to be the supremum of the cardinalities of antichains
in P and denoted by width.P /. Clearly, if P is nonempty, then P is a chain if and
only if dim.P / D 1 if and only if width.P / D 1. Dilworth’s theorem states that if
width.P / is finite, then it equals the smallest number of chains in P whose union
is P . As a consequence of this theorem one obtains the inequality

dim.P / � width.P /; (4.1)

provided that P is of finite width. Dually, the height of P is defined to be the
supremum of the cardinalities of a chain in P , denoted by height.P /.

The breadth of P , denoted by breadth.P /, is the smallest integer d � 0 (if it
exists) with the following property: for all x1; : : : ; xdC1; y1; : : : ; ydC1 2 P such
that xi � yj for all i ¤ j in Œd C 1� there exists i 2 Œd C 1� such that xi � yi . If
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there is no such d , then we set breadth.P / D 1. This definition of breadth for an
arbitrary ordered set (which is “self-dual”: breadth.P;�/ D breadth.P;�/) is due to
Wehrung. It is easy to see that if .L;^/ is a (meet-) semilattice, then the breadth ofL
may also be described as the smallest d (if it exists) such that for all x1; : : : ; xn 2 L
with n > d there are i1; : : : ; id 2 Œn� with x1 ^ � � � ^ xn D xi1 ^ � � � ^ xid (cf.
Section 2.3). Let P 0 be another ordered set; then

breadth.P � P 0/ � breadth.P /C breadth.P 0/;

with equality if P and P 0 have a greatest and a smallest element, and if P 0 embeds
into P , then breadth.P 0/ � breadth.P /. Together with (4.1) this yields the following
fundamental inequality: if P has finite width, then

breadth.P / � dim.P / � width.P /: (4.2)

Note that in general there is no bound on breadth.P / in terms of height.P /: the
“standard example Std ” of a d -dimensional ordered set (see, e.g., [40, Chapter 1,
(5.1)]) actually has breadth d , yet has height 2. However, if .L;^/ is a semilattice,
then

breadth.L/ � height.L/; (4.3)

with a strict inequality if L has a largest element (see also [1, Example 2.16]).
We have breadth.L0/ � breadth.L/ if there exists a surjective morphism of semi-

lattices L! L0. A map f WL! L0 between semilattices is a morphism of semilat-
tices if f .a ^ b/ D f .a/ ^ f .b/ for all a; b 2 L. (This condition is stronger than
merely being a morphism of ordered sets, when L, L0 are viewed only as ordered
sets.) An injective morphism of semilattices is called an embedding of semilattices.
By Birkhoff [6, Section II.5, Exercise 6(c)] we have breadth.L/ � n iff L embeds
the semilattice .2Œn�;\/.

4.2 Breadth in modular and distributive lattices In this subsection, L denotes a lat-
tice with smallest element 0 and largest element 1, and we assume 0 ¤ 1. Recall that
L is said to be modular if the identity

.a ^ c/ _ .b ^ c/ D
�
.a ^ c/ _ b

�
^ c

holds for all a; b; c 2 L. So far we have discussed upper bounds on the breadth of
ordered sets and semilattices. Lower bounds on the breadth of a modular lattice can
be obtained via its (dual) Goldie dimension, and for distributive lattices, the breadth
can be computed as the width of an associated (often simpler) ordered set.

A subset A of L n ¹0º is said to be join-independent if .
W
A0/ ^ a D 0 for all

finite subsets A0 of A and all a 2 A n A0. The Goldie dimension of L is the largest
n D Gdim.L/ such that L contains a join-independent subset of size n, if there is
such an n; otherwise we set Gdim.L/ D 1. The Goldie dimension of the dual L�
of L is called the dual Goldie dimension of L and is denoted by Gdim�.L/ (see
Grzeszczuk and Puczyłowski [13]).

Lemma 4.1 Suppose that L is modular. Then

breadth.L/ � max
®
Gdim.L/;Gdim�.L/

¯
:
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Proof Since the lattices L and L� have the same breadth, it suffices to prove that
breadth.L/ � Gdim.L/. Let A � L n ¹0º be a finite join-independent set. For each
a 2 A putba WDW.A n ¹aº/. Then for each A0 � A we have^

a2A0

ba D ^
a2A0

_�
A n ¹aº

�
D

_�\
a2A0

A n ¹aº
�
D

_
A n A0;

using Grätzer [12, Chapter IV, Theorem 11]. In particular,
V
a2Aba D 0 ¤ V

a2A0ba
for all proper subsets A0 of A. This shows that breadth.L/ � jAj, and so yields the
claim.

Distributive lattices form an important subclass of the class of modular lattices. Re-
call that L is said to be distributive if

a _ .b ^ c/ D .a _ b/ ^ .a _ c/ for all a; b; c 2 L.

Equivalently, a lattice is distributive if and only if it is isomorphic to a sublattice of
2X (with the usual meet and join), for some set X (Birkhoff–Stone theorem). For fi-
nite distributive lattices, such an isomorphism can be described explicitly. Recall that
a nonzero element a of L is join-irreducible if whenever a D x _ y with x; y 2 L,
then a D x or a D y, and let J.L/ be the set of join-irreducible elements of L,
equipped with the ordering induced by L. Also, for an ordered set P we denote by
I.P / the set of initial segments of P , ordered by inclusion, and for a 2 L let

.a/ WD
®
x 2 J.L/ W x � a

¯
2 I

�
J.L/

�
:

If L is finite and distributive, then the map a 7! .a/WL ! I.J.L// is an isomor-
phism.

Proposition 4.2 (Dilworth; cf. [40, Chapter 2, (8.7)]) Suppose that L is finite and
distributive. Then

breadth.L/ D dim.L/ D width
�
J.L/

�
; height.L/ D

ˇ̌
J.L/

ˇ̌
C 1;

and Gdim.L/ is the maximum number of pairwise disjoint initial segments of J.L/.

Example Suppose L D 2Œn�. Then L is distributive, and

breadth.L/ D dim.L/ D Gdim.L/ D n; height.L/ D nC 1:

It is also well known that width.L/ D
� n
bn=2c

�
(Sperner’s theorem).

4.3 The breadth of the lattice of p.p.-definable subgroups Let PP D PPR be the set
of p.p. LR-formulas in the single indeterminate x modulo equivalence in the theory
of R-modules. In the following we do not distinguish between a p.p. LR-formula
and its representative in PP. The set PP has the structure of a modular lattice with
meet and join given by

.' ^  /.x/ WD '.x/ ^  .x/;

.' _  /.x/ WD 9y9z
�
'.y/ ^  .z/ ^ x D y C z

�
having a smallest element (represented by x D 0) and a largest element (represented
by x D x). Given an R-module M , we also equip the collection of p.p.-definable
subgroups

PPm.M/ D
®
'.M/ W '.x/ p.p. LR-formula with jxj D m

¯
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ofMm with the structure of a modular lattice via

M1 ^M2 DM1 \M2; M1 _M2 DM1 CM2 forM1;M2 2 PPm.M/,

having smallest element ¹0º and greatest element Mm. For all m1, m2 we have an
embedding of lattices

PPm1.M/ � PPm2.M/! PPm1Cm2.M/ (4.4)

given by
.H1;H2/ 7!

�
H1 � ¹0º

m2
�
˚
�
¹0ºm1 �H2

�
:

If N is a submodule of M and N is p.p.-definable in M , then clearly PPm.N / is a
sublattice of PPm.M/, and denoting the natural surjection Mm ! .M=N/m by � ,
we have an injective lattice morphism

H 7! ��1.H/WPPm.M=N/! PPm.M/:

If N is a pure submodule ofM (e.g., if N is a direct summand ofM ), then for every
p.p.-definable subgroup H ofMm, the subgroup H \ Nm is p.p.-definable (by the
same p.p. formula), and the map

H 7! H \Nm
WPPm.M/! PPm.N / (4.5)

is a surjective morphism of lattices. If M is an R-module and I is a nonempty
index set, then after choosing some arbitrary i0 2 I and identifying M with the
i0-component of N D M .I / in the natural way, M becomes a direct summand of
N DM .I /, and the resulting map (4.5) is an isomorphism of lattices.

The following is also easy to verify (cf. [32, Lemma 2.10]).

Lemma 4.3 Suppose that ¹Miºi2I is a family of R-modules, where I ¤ ;. Then
M D

L
i2I Mi is pure in

Q
i2I Mi , and the map

H 7! H \Mm
WPPm

�Y
i2I

Mi

�
! PPm.M/

is bijective. Moreover, for eachH 2 PPm.M/ we haveH D
L
i2I H \Mi , and the

map
H 7! .H \Mi /i2I WPPm.M/!

Y
i2I

PPm.Mi / (4.6)

is an embedding of lattices. If I is finite and each Mi is p.p.-definable in M , then
(4.6) is surjective.

In the rest of this subsection we focus on PP.M/ D PP1.M/. The map ' 7! '.M/W

PP ! PP.M/ is a surjective morphism of lattices. Note that there is an R-module
M � such that this map PP ! PP.M �/ is an isomorphism of lattices (e.g., take
M � D the direct sum of a set of representatives for all isomorphism types of finitely
presented R-modules; cf. [32, Corollary 8.17]). In particular,

breadth.PPR/ D max
M

breadth
�
PP.M/

�
:

We say that M has breadth d if PP.M/ has breadth d , and similarly for width and
height. (So PPR has finite breadth if and only if there is a uniform [finite] bound on
the breadth of all R-modules.) We collect some basic properties of breadth (imme-
diate from the preceding discussions).
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Lemma 4.4 LetM , N be R-modules. Then we have the following:
1. If N is a p.p.-definable submodule ofM , then

breadth.N /; breadth.M=N/ � breadth.M/:

2. If N is a pure submodule ofM , then breadth.N / � breadth.M/.
3. If I is a nonempty index set, then breadth.M .I // D breadth.M/.
4. breadth.M ˚N/ � breadth.M/C breadth.N /, with equality if bothM and
N are p.p.-definable inM ˚N .

It can be checked that the Goldie dimension Gdim.PP.M// of the modular lat-
tice PP.M/ is the largest n (if it exists) such that M contains an internal direct
sum H1 ˚ � � � ˚ Hn of n nonzero p.p.-definable subgroups H1; : : : ;Hn of M .
The dual Goldie dimension Gdim�.PP.M// of PP.M/ is the largest n (if it exists)
such that M contains proper p.p.-definable subgroups H1; : : : ;Hn of M such that
HiC

T
j¤i Hj DM for all i 2 Œn�. We refer to Gdim.PP.M// and Gdim�.PP.M//

as the p.p. Goldie dimension and the dual p.p. Goldie dimension ofM , respectively.
By Lemma 4.1 we have

breadth.M/ � max
®
Gdim

�
PP.M/

�
;Gdim�

�
PP.M/

�¯
:

The following is the archetypical example of a module of infinite breadth.

Example Suppose that R D Z andM D Z, considered as a Z-module as usual.
Then Gdim�.PP.M// D 1, since for each prime p the subgroup pZ is p.p. defin-
able, and for all pairwise distinct primes p1; : : : ; pd , we have piZC

T
j¤i pjZ D Z

for all i 2 Œd �. Hence breadth.M/ D 1, and so breadth.PPZ/ D 1. (But note that
Gdim.PP.M// D 1.)

IfM has only finitely many p.p.-definable subgroups (e.g., ifM is @0-categorical),
then clearly breadth.M/ is finite (and bounded by log2 jPP.M/j). In fact, it is
enough to require thatM has finite height: breadth.M/ < height.M/ by (4.3) (and
this is strict since PP.M/ has a largest element). Note also that if height.M/ is fi-
nite, then MR.T / < height.M/, and ifM � M@0 and MR.T / < !, then we have
height.M/ D MR.T /C 1 and hence breadth.M/ � MR.T /; here T D Th.M/ (see
[1, Example 3.14]).

Example Prest [31] showed that all R-modules have finite Morley rank if and only
ifR is of finite representation type, that is, there are finitely many indecomposableR-
modules N1; : : : ; Nr such that every R-module is a direct sum of copies of the Ni .
In this case there is a uniform (finite) bound d on the Morley rank of R-modules;
hence breadth.PPR/ � d .

The previous example raises the following question, for which we do not know the
answer.

Question 4.5 For which rings R do all R-modules have finite breadth, and for
which rings R does PPR have finite breadth?

If PP.M/ is finite and distributive, then Proposition 4.2 allows us to compute the
breadth of PP.M/ as the width of the (often much simpler) ordered set J.PP.M//

of join-irreducibles of PP.M/. It is well known (cf. Eklof and Herzog [10, Theo-
rem 3.1]) that if R is commutative, then for every R-moduleM the lattice PP.M/ is
distributive if and only if R is a Prüfer ring; that is, the lattice of all of its ideals is
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distributive. (Equivalently, a commutative ring R is Prüfer if and only if the ideals
of each localization Rm of R at a maximal ideal m of R are totally ordered by inclu-
sion.)

4.4 Breadth and the VC d property Let M be an R-module, and let T D Th.M/.
The following observation, connecting the breadth of M with the VC d property,
explains our interest in the concept of breadth.

Proposition 4.6 Suppose that M has (finite) breadth d . Then T has the VC d
property. In particular, if in additionM is infinite, then vcT .m/ � dm for every m.

Proof Let ˆ be the set of all p.p. LR-formulas in the single object variable x. By
the Baur–Monk theorem, every LR-formula '.xIy/ is equivalent in T to a Boolean
combination of formulas fromˆ. So ifM has breadth d , then by Lemma 2.3, the set
system Sˆ has breadth d ; hence by Lemma 2.5, every finite subset of ˆ has UDTFS
with d parameters; therefore T has the VC d property by Lemma 2.7.

Remark A suitable modification of the argument in the proof above (using the
natural multisorted version of Theorem 2.6; cf. [1, Corollary 5.8]) shows more
generally that if G is a 1-based expansion of a group, and the meet-semilattice of
acleq.;/-definable subgroups of G has breadth d , then .G ; G/ has the VC d prop-
erty, and hence vcTh.G/.m/ � dm for every m.

We record two immediate corollaries of the previous proposition. The R-moduleM
is called p.p.-uniserial if the ordered set PP.M/ is a chain.

Corollary 4.7 IfM is p.p.-uniserial, then T has the VC 1 property.

The following corollary offers a more precise result than Corollary 3.14 (but with an
identical bound on vcT ), under the additional assumption thatM@0 �M .

Corollary 4.8 Suppose M@0 � M . If M has finite Morley rank d , then M has
the VC d property; in particular, if MR.T / D 1, then T has the VC 1 property.

4.5 Commensurability and VC density In Section 4.4, for the theory T D Th.M/

of the infinite R-moduleM we obtained an upper bound on the VC density vcT .m/
in terms of m and the breadth of the lattice PP.M/ D PP1.M/. In this subsection
we show that vcT .m/ can indeed be computed precisely as the breadth of a suitable
quotient of the lattice PPm.M/. In fact, everything generalizes to 1-based groups, so
we work in this wider setting. (In the last corollary of this subsection we additionally
assume commutativity.)

LetG be a group (written multiplicatively). For subgroupsH1,H2 ofG we write
H1 . H2 if H1 \ H2 has finite index in H1. It is easy to see that . is a quasi-
ordering on the set of subgroups of G which extends the ordering by inclusion. The
equivalence relation � associated to . is called commensurability: H1 � H2 if and
only if H1 \ H2 is of finite index in both H1 and H2. The �-class of a subgroup
of G is called its commensurability class; the quasi-ordering . induces an ordering
on the set of commensurability classes of subgroups of G. One easily verifies the
following.

Lemma 4.9 LetH1 andH2 be subgroups of G withH1 . H2. Then
1. H1 \H . H2 \H for every subgroupH of G;
2. H1H . H2H for every normal subgroupH of G.
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In particular, by (1), \ induces a semilattice structure on the set of commensurability
classes of subgroups of G; by (1) and (2), there is also a natural lattice structure on
the set of commensurability classes of normal subgroups of G.

If G is finite, then there is only one commensurability class; from now on assume
that G is infinite. Let also G be an expansion of G (viewed as a structure in the
language of groups as usual). Throughout the rest of this subsection we assume that
T D Th.G / is 1-based. We then have the following.

Proposition 4.10 Suppose that the semilattice of commensurability classes of
acleq.;/-definable subgroups of Gm has finite breadth d . Then vcT .m/ � d .

Proof By Lemma 2.1 we may assume that the language of G includes a constant
symbol for every element of G. Let �.xIy/ be a finite set of partitioned formulas
where x is a tuple of variables of lengthm. By 1-basedness (see [18]) and Lemma 2.2
we may assume that each instance of a formula ' 2 � defines a coset of an acleq.;/-
definable subgroup of Gm that we denote by H' . (Here and in the rest of the proof,
“coset” means “left coset.”) Also, for every ‰ � �, we set H‰ WD

T
 2‰H . We

may also assume that j�j � d .
For each nonempty subset ‰ of � we choose ‰# � ‰ with j‰#j � d such that

H‰# � H‰ . Let '‰;1; : : : ; '‰;d be the elements of‰#. Also, choose representatives
c‰;1; : : : ; c‰;n‰ 2 H‰# for the cosets of H‰ in H‰# . Set n WD max‰�� n‰ where
n; D 1. For each‰ and a cosetE ofH‰# inGm we also choose an arbitrary element
c‰.E/ of E.

Let B � Gjyj be finite and nonempty. We define a map

q 7! .‰q; iq; bq/WS
�.B/! 2� � Œn� � Bd (4.7)

as follows: given q 2 S�.B/, let

‰ D ‰q WD
®
 2 � W  .xI b/ 2 q for some b 2 B

¯
;

so
D D Dq WD

\
 .xIb/2q

 .GI b/

is a coset of H‰ . If ‰ D ; we let iq WD 1 and bq 2 Bd be arbitrary. Suppose
that ‰ ¤ ;, and take b D bq D .b1; : : : ; bd / 2 B

d such that '‰;j .xI bj / 2 q
for j D 1; : : : ; d . So D is contained in the coset E D

Td
jD1 '‰;j .GI bj / of

H‰# ; hence c‰.E/�1D is a coset of H‰ contained in H‰# and thus of the form
c‰.E/

�1D D c‰;iH‰ for a unique i D iq 2 Œn‰�. We have

D D c‰.E/c‰;iH‰ where E D '‰;1.xI b1/ \ � � � \ '‰;d .xI bd /,

so the triple .‰; i; b/ uniquely determines q. Hence our map (4.7) is one-to-one.
This shows that vc�.�/ � d , as required.

It would be desirable if, strengthening Proposition 4.6, one could deduce linear
growth of vcT by simply knowing that the semilattice of commensurability classes
of acleq.;/-definable subgroups of G has finite breadth. An answer to the following
natural question (which we do not know) would yield this.

Question 4.11 Suppose that the semilattice of commensurability classes of
acleq.;/-definable subgroups of G has finite breadth d . Does the structure G have
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the VC d property? (Of course, the choice of the coset element c‰.E/ in the proof
above is the main obstacle.)

This proposition gives rise to a characterization of dp-minimal 1-based groups
(complementing the stability-theoretic characterization of stable dp-minimal theo-
ries given in [27]).

Corollary 4.12 The following are equivalent:
1. T is dp-minimal;
2. T is vc-minimal: vcT .1/ < 2;
3. vcT .1/ D 1;
4. the set of commensurability classes of acleq.;/-definable subgroups of G is

linearly ordered by ..

Proof The implication (4)) (3) holds by Proposition 4.10, (3)) (2) is trivial,
and (2)) (1) holds by [1, Corollary 5.13], so it only remains to show (1)) (4).
Suppose thatH1,H2 are acleq.;)-definable subgroups of G which are incomparable
with respect to.; that is, ŒHi W H1\H2� D1 for each i D 1; 2. LetH D H1\H2,
and choose elements bij 2 H3�i nH (i D 1; 2, j 2 N) with bij b�1ik … H for i D 1; 2
and distinct j; k 2 N. For j1; j2 2 N set aj1;j2 D b1j1 � b2j2 . We also let '1.xIy/
be an Leq-formula stating that y�1x 2 H1 and '2.xIy/ be an Leq-formula stating
that xy�1 2 H2. Then

G ˆ '1.aj1;j2 I b1j / ” b�11j b1j1b2j2 2 H1

” b�11j b1j1 2 H1

” j D j1;

and similarly G ˆ '2.aj1;j2 I b2j / if and only if j D j2. Hence '1.x; y/, '2.x; y/
and the sequences .bij /j2N (i D 1; 2) form an ICT pattern in .G ; G/. This gives rise
to an ICT pattern in G , showing that G is not dp-minimal.

We also obtain the description of vcT .m/ advertised at the beginning of this subsec-
tion.

Corollary 4.13 Suppose that G is abelian. Then vcT .m/ equals the breadth of
the lattice of commensurability classes of acleq.;/-definable subgroups of Gm.

This is an immediate consequence of Proposition 4.10 and the following observation
(in which we revert back to additive notation) generalizing the argument in the proof
of (1)) (4) in Corollary 4.12.

Lemma 4.14 Let A be an expansion of an infinite abelian group in a language
L expanding the language ¹0;Cº of abelian groups. Suppose that Am contains
definable subgroups H1; : : : ;Hd , where d > 1, such that for each i 2 Œd �, the
definable subgroupH WD H1 \ � � � \Hd has infinite index in

H¤i WD H1 \ � � � \Hi�1 \HiC1 \ � � � \Hd :

Then vcTh.A/.m/ � d .

Proof Let H1; : : : ;Hd be as in the hypothesis, and let i and k range over Œd �.
Let y be a tuple of new variables with jxj D jyj, and for each i let 'i .xIy/ be an
L-formula stating that x � y 2 Hi , and set � WD ¹'1; : : : ; 'd º. Since ŒH¤i W H�
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is infinite, we may choose elements bij (j 2 N) of H¤i n H which are pairwise
inequivalent moduloH . Fix t 2 N, and set

B WD
®
bij W i 2 Œd �; j 2 Œt �

¯
;

so jBj D dt . For each j D .j.1/; : : : ; j.d// 2 Œt �d set

aj D b1j.1/ C � � � C bdj.d/:

Then for each i we have

aj � bij.i/ D
X
k¤i

bkj.k/ 2
X
k¤i

H¤k � Hi :

(Here we use that A is abelian.) Hence for each i , k and l 2 Œt � we have

A ˆ 'i .aj I bkl / ” aj � bkl 2 Hi

” bij.i/ � bkl 2 Hi

” k D i and l D j.i/.

So the aj realize distinct �.xIB/-types in A. Thus ���.dt/ � jS
�.B/j � td , and

since t was arbitrary, this yields vcTh.A/.m/ � d .

4.6 Commensurability and VC density for modules We now return to the setting of
modules. LetM be an infinite R-module, and let T D Th.M/. We write fPPm.M/

for the lattice of commensurability classes of p.p.-definable subgroups of Mm. We
have a natural surjective lattice morphism PPm.M/ ! fPPm.M/, so fPPm.M/ is
modular (and distributive if PPm.M/ is distributive) with

breadth
�
PPm.M/

�
� breadth

�fPPm.M/
�
:

For all m1, m2 the natural embedding (4.4) shows that

breadth
�
PPm1.M/

�
C breadth

�
PPm2.M/

�
� breadth

�
PPm1Cm2.M/

�
and

breadth
�fPPm1.M/

�
C breadth

�fPPm2.M/
�
� breadth

�fPPm1Cm2.M/
�
: (4.8)

IfM � M@0 , then the morphism PPm.M/ ! fPPm.M/ is bijective (see, e.g., [16,
Lemma A.1.7]) and hence PPm.M/ andfPPm.M/ have the same breadth, for eachm.

Corollary 4.15 For each m,

m breadth
�fPP.M/

�
� breadth

�fPPm.M/
�
D vcT .m/ � m breadth

�
PP.M/

�
;

with both inequalities being equalities ifM �M@0 .

Proof The first inequality is a consequence of (4.8), the equation is a special case
of Corollary 4.13, and the last inequality is Proposition 4.6.

Question 4.16 Is breadth.fPPm.M// D m breadth.fPP.M// for every m? (In this
case we would have vcT .m/ D m vcT .1/ for eachm, in line with the Question posed
in Section 3.2 of [1].)
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Example LetK be an infinite field, letR D Ke1˚� � �˚Ked be the ring-theoretic
direct product of d > 0 copies of K, with idempotents e1; : : : ; ed , and let M D R

as a module over itself. ThenM is the direct sum of its definable submodules

Kei D ¹a 2M W eja D 0 for all j ¤ iº .i D 1; : : : ; d /;

so PP.M/ Š 2Œd� by Lemma 4.3, and hence breadth.M/ D d . In particular,M has
the VC d property by Proposition 4.6. Thus vcT .m/ � dm for every m, and since
M �M@0 , we have in fact vcT .m/ D dm for every m, by Corollary 4.15.

Since breadth.fPP.M// bounds both the Goldie dimension Gdim.fPP.M// and the
dual Goldie dimension Gdim�.fPP.M// of the latticefPP.M/, Corollary 4.15 implies
the following.

Corollary 4.17 LetH1; : : : ;Hd be p.p.-definable subgroups ofM . If
1. Hi is infinite andHi \

P
j¤i Hj is finite, for each i , or

2. Hi has infinite index in M and Hi C
T
j¤i Hj has finite index in M , for

each i ,
then vcT .m/ � md for every m.

One also verifies easily the following properties of the breadth of the lattice of p.p.-
definable subgroups modulo commensurability (cf. Section 4.3).

Lemma 4.18 LetM , N be R-modules. Then for each m:
1. if N is p.p.-definable inM , then

breadth
�fPPm.N /�; breadth�fPPm.M=N/� � breadth

�fPPm.M/
�
I

2. if N is a pure submodule ofM , then

breadth
�fPPm.N /� � breadth

�fPPm.M/
�
I

3. if I is a nonempty index set, then

breadth
�fPPm.M .I //

�
D breadth

�fPPm.M/
�
I

4. and

breadth
�fPPm.M ˚N/� � breadth

�fPPm.M/
�
C breadth

�fPPm.N /�;
with equality if bothM and N are p.p.-definable inM ˚N , or if N is finite
(in which case breadth.fPPm.N // D 0).

In Section 2.5 we noted that in general, dp-minimality is not preserved under inter-
pretability. However, together with Corollary 4.12 the case m D 1 of Lemma 4.18
immediately yields that dp-minimality is preserved under some natural constructions
with modules.

Corollary 4.19 LetM be a dp-minimalR-module. Then the followingR-modules
are also dp-minimal:

1. any p.p.-definable submodule N ofM and its quotientM=N ;
2. any pure submodule ofM ;
3. any powerM .I /, where I is a nonempty index set;
4. any direct sumM ˚N , where N is a finite R-module; and
5. any direct summand ofM of finite index.
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To finish this subsection we now relate the latticefPPm.M/ to another modular lattice
(of connected

V
-definable subgroups of Mm) which plays an important role in the

model theory of modules. As usual we say that a subgroup H of Mm is (p.p.-
definably) connected if for each p.p.-definable subgroupH 0 ofMm we haveH . H 0
iff H � H 0 (i.e., ŒH W H \ H 0� < 1 ) H � H 0). In the following we assume
that M is jRjC-saturated. We let PP0m.M/ be the set of connected subgroups of
Mm which arise as the intersection of a (possibly infinite) family of p.p.-definable
subgroups ofMm. (In [32] this is denoted by PP.m/0 .M/.) We equip PP0m.M/ with
the ordering by inclusion. One can show that then PP0m.M/ is a modular lattice;
moreover, forH 2 PPm.M/ the subgroup

H 0
WD

\®
H 0 2 PPm.M/ W H . H 0

¯
ofH is an element of PP0m.M/ (and called the connected component ofH ; see [32,
Corollary 2.3 and Lemma 2.6]). The map

PPm.M/! PP0m.M/WH 7! H 0;

which is clearly a morphism of ordered sets, is in general not a morphism of lattices;
in fact, the intersection of two connected p.p.-definable subgroups of M is not in
general connected (see [32, Example 2, p. 119]). Note however that two commen-
surable subgroups in PPm.M/ have identical connected component, so H 7! H 0

factors through the canonical surjective morphism PPm.M/!fPPm.M/:

PPm.M/

��

H 7!H0 // PP0m.M/:

fPPm.M/

�
66

The theory T D Th.M/ is superstable if and only if PP0.M/ D PP01.M/ is well
founded, and in this case U.T / is the foundation rank of PP0.M/ (see [32, Corol-
lary 5.13]). Moreover, we have the following.

Proposition 4.20 Suppose that T is superstable. Then fPPm.M/ has the same
foundation rank mU.T / as PP0m.M/.

If T is superstable we can employ the Shelah degree R.�/ (the ordinal-valued rank
function denoted by Rm.�;LR;1/ in [37]), whose basic properties in this context
we use freely (cf. [32, Section 5.2]). In particular we recall that for G 2 PP0m.M/,
the rank R.G/ is the foundation rank of G in PP0m.M/ (see [32, Lemma 5.10, Theo-
rems 5.12, 5.18]). The proposition is a consequence of the following two lemmas, in
both of which we assume that T is superstable. The first lemma is immediate from
[32, Lemma 5.10 and Corollary 5.15].

Lemma 4.21 Let G 2 PP0m.M/. Then there is some K 2 PPm.M/ with G � K
and R.G/ D R.K/.

Lemma 4.22 The map � is strictly increasing; that is, for all H;H 0 2 PPm.M/

we haveH ’ H 0) H 0 Œ .H 0/0.

Proof Let H;H 0 2 PPm.M/; it is clear that H . H 0 ) H 0 � .H 0/0 (and
this implication does not need superstability). So suppose for a contradiction that
H ’ H 0 and H 0 D .H 0/0. Since H � H 0 \H , after replacing H by H 0 \H we
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may assume H � H 0. Then H has infinite index in H 0, so R.H/ < R.H 0/. Using
Lemma 4.21, pick K 0 2 PPm.M/ withH 0 . K 0 and R.K 0/ D R..H 0/0/. Then

R.H/ < R.H 0/ D R.H 0 \K 0/ � R.K 0/ D R
�
.H 0/0

�
D R.H 0/ � R.H/;

a contradiction.

Proof of Proposition 4.20 By Lemma 4.22, the foundation rank offPPm.M/ is not
larger than that of PP0m.M/. For the converse we show, by transfinite induction
on the ordinal ˛, that if G 2 PP0m.M/ satisfies R.G/ � ˛, then the foundation
rank of each K 2 PPm.M/ with K � G and R.G/ D R.K/, viewed as an ele-
ment of fPPm.M/, is no less than ˛. Since the cases ˛ D 0 or ˛ a limit ordinal
are trivial, we only need to treat the case where ˛ D ˇ C 1 is a successor ordi-
nal. So let G 2 PP0m.M/ with R.G/ � ˛, and let K 2 PPm.M/ with K � G

and R.G/ D R.K/. Take G0 2 PP0m.M/ with G0 � G and R.G0/ D ˇ, and by
Lemma 4.21 take K 0 2 PPm.M/ with G0 � K 0 and R.G0/ D R.K 0/; after replac-
ing K 0 by K \ K 0, we may assume that K 0 � K. Now R.K 0/ < R.K/ implies
ŒK W K 0� D 1; hence the foundation rank of K in fPPm.M/ is strictly larger than
that of K 0, and by inductive hypothesis the latter is greater than or equal to ˇ.

Example 4.23 The moduleM has U-rank 0 if and only ifM is finite, andM has
U-rank 1 if and only if for eachH 2 PP.M/ we have eitherH � 0 orH �M .

Corollary 4.24 Suppose that T has finite U-rank d . Then vcT .m/ � dm for
every m.

Proof By Proposition 4.20,fPPm.M/ has height dm and hence breadth at most dm.
Thus by Proposition 4.10 we get vcT .m/ � dm.

Remark Every complete theory of a module is dimensional (see [32, Corol-
lary 6.21]) and hence does not have the finite cover property (see also Baudisch [4]);
hence Corollary 3.8 yields another proof of Corollary 4.24.

The relationship between the ordered setsfPPm.M/ and PP0m.M/ is particularly clean
if T is totally transcendental.

Lemma 4.25 If T is totally transcendental, then � is an isomorphism of ordered
sets.

Proof In this case, PPm.M/ satisfies the descending chain condition (see [32, The-
orem 3.1]); it follows that H � H 0 for all H 2 PPm.M/ (showing that � is an
embedding of ordered sets) and � is surjective (using [32, Lemma 5.10]).

4.7 Direct sums of modules For use in the next section we establish two lemmas
concerning the behavior of VC density under the operation of taking the direct
sum of two modules. (We also prove a corresponding fact for the VC d property,
which, however, will not be used later.) We let M , M 0 be R-modules, and we let
T D Th.M/, T 0 D Th.M 0/, and TC D Th.M ˚M 0/. We first observe that ifM
is infinite and a pure submodule of M 0, then vcT � vcT 0 . (This is an immediate
consequence of the Baur–Monk theorem and the fact that every Boolean combina-
tion of p.p. LR-formulas is invariant under the extensionM 0 �M .) This yields the
following.

Lemma 4.26 Suppose thatM is infinite andM 0 is finite. Then vcTC D vcT .
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Proof By the remark preceding the lemma, applied toM ˚M 0 in place ofM 0, we
obtain vcTC � vcT . The other inequality vcTC � vcT follows from the remark after
[1, Lemma 3.21].

If bothM andM 0 are infinite, by [1, Lemma 3.21] we can only conclude that

max.vcT ; vcT 0/ � vcTC � vcT C vcT 0 :

The standing assumption in both lemmas below is that M and M 0 are definable in
M ˚M 0. Then the natural projections � WM ˚M 0 ! M and � 0WM ˚M 0 ! M 0

are also definable inM ˚M 0. In this situation, the estimate on vcTC above can be
improved.

Lemma 4.27 Suppose thatM andM 0 are infinite. Then vcTC D vcT C vcT 0 .

Proof By Lemma 2.1 we may assume thatM ,M 0 are ;-definable inM ˚M 0. We
only need to show vcTC � vcT C vcT 0 . Let �.xIy/, �0.xIy/ be finite sets of p.p.
LR-formulas. Set (slightly abusing syntax)

�1 WD
®
'
�
�.x/Iy

�
W '.xIy/ 2 �

¯
; �01 WD

®
'0
�
� 0.x/Iy

�
W '0.xIy/ 2 �0

¯
:

Let B �M jyj, B 0 � .M 0/jyj with jBj D jB 0j D t 2 N, and put

C D B [ B 0 � .M ˚M 0/jyj;

so jC j � 2t . Given a pair .q; q0/ 2 S�.B/ � S�
0

.B 0/, we let p be the
.�1 [ �

0
1/.xIC/-type tp�1[�01.aq C aq0=C / of aq C aq0 2 .M ˚ M 0/jxj in

M ˚ M 0, where aq , aq0 are arbitrary realizations of q in M and of q0 in M 0,
respectively. Then for each ' 2 � and b 2 B ,

'.xI b/ 2 q ” M ˆ '.aqI b/

” M ˚M 0 ˆ '.aqI b/

” M ˚M 0 ˆ '
�
�.aq C aq0/I b

�
” '

�
�.x/I b

�
2 p;

where in the second equivalence we used that ' is p.p. Similarly we see that
'0.xI b0/ 2 q0 if and only if '0.� 0.x/I b0/ 2 p, for each '0.xIy/ 2 �0 and b0 2 B 0.
Hence the map

S�.B/ � S�
0

.B 0/! S�1[�
0
1.C /

given by .q; q0/ 7! p is injective, so ���.t/ � �
�
�0.t/ � �

�

�1[�
0
1

.2t/. Here ��� and
���0 are computed inM andM 0, respectively, and ��

�1[�
0
1

is computed inM ˚M 0.
Since t was arbitrary, this yields vc�.�/C vc�.�0/ � vc�.�1 [ �01/, employing a
similar convention for vc� as for ��. By Lemma 2.2 (and the Baur–Monk theorem)
we obtain vcT .m/C vcT 0.m/ � vcTC.m/, where m D jxj, as required.

Lemma 4.28 Suppose thatM andM 0 are ;-definable inM ˚M 0. If T has the
VC d property and T 0 has theVC d 0 property, then TC has theVC.dCd 0/ property.

Proof Suppose that T has the VC d property and T 0 has the VC d 0 property. Let
�.xIy/, where jxj D 1, be a finite set of p.p. LR-formulas; by Lemma 2.7 and the
Baur–Monk theorem it suffices to show that � has UDTFS with d C d 0 parameters
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in M ˚ M 0. Let D D .Di /i2I and D 0 D .Di 0/i 02I 0 be uniform definitions of
�.xIB/-types over finite sets inM and inM 0, respectively, where

Di WD
®
d';i .yIy/ W ' 2 �

¯
; D 0i 0 WD

®
d0';i 0.yIy0/ W ' 2 �

¯
with y D .y1; : : : ; yd / and y0 D .y01; : : : ; y

0
d 0
/. By the Baur–Monk theorem, we

may assume that each d';i and d0';i 0 is a Boolean combination of p.p. LR-formulas.
Let C be a finite set of tuples from .M ˚M 0/jyj. Take B �M jyj, B 0 � .M 0/jyj

minimal such that each c 2 C is of the form c D b C b0 for a pair .b; b0/ 2 B � B 0.
Let a 2M , a0 2M 0 and p D tp�.aC a0=C /. Put

q WD tp�.a=B/; q0 WD tp�.a0=B 0/;

and take b D .b1; : : : ; bd / 2 B
d , b0 D .b01; : : : ; b

0
d 0
/ 2 .B 0/d

0 and i 2 I , i 0 2 I 0

such that Di .yI b/ defines q and D 0i 0.yI b
0/ defines q0. Then for all .b; b0/ 2 B �B 0

we have

'.xI b C b0/ 2 p ” M ˚M 0 ˆ '.aC a0I b C b0/

” M ˆ '.aI b/ andM 0 ˆ '.a0I b0/

” M ˆ d';i .bI b/ andM 0 ˆ d0';i 0.b
0
I b0/;

where in the second equivalence we used that ' is p.p. Take c 2 C d and c0 2 C d 0

such that �.c/ D b and � 0.c0/ D b0. Since d';i and d0';i 0 are Boolean combinations
of p.p. formulas, we have

M ˆ d';i .bI b/ ” M ˚M 0 ˆ d';i
�
�.b C b0/I�.c/

�
and

M 0 ˆ d0';i 0.b
0
I b0/ ” M ˚M 0 ˆ d0';i 0

�
� 0.b C b0/I� 0.c0/

�
:

Hence DC D .DC
.i;i 0/

/.i;i 0/2I�I 0 , where DC
.i;i 0/
D ¹dC

';.i;i 0/
W ' 2 �º with

dC
';.i;i 0/

.yIy; y0/ WD d';i
�
�.y/I�.y/

�
^ d0';i 0

�
� 0.y/I� 0.y0/

�
is a uniform definition of �.xIB/-types over finite sets in M ˚ M 0 with d C d 0
parameters, as required.

5 Abelian Groups with Uniformly Bounded VC Density

In this final section of the paper we focus on abelian groups. We write abelian
groups additively and construe them as first-order structures in the language LZ
of Z-modules as usual. Throughout this section A denotes an abelian group and
T D Th.A/ denotes its complete theory. Determining the VC density function of
an arbitrary (infinite) abelian group is an interesting but probably intricate prob-
lem. In the first part of this section we obtain a satisfactory answer for those abelian
groups whose lattice of p.p.-definable subgroups is finite; in particular, we prove The-
orem 1.2 from the introduction. After a preliminary subsection (Section 5.2) we then
prove Theorem 1.3 in Section 5.3, and in Section 5.4 we characterize all dp-minimal
abelian groups. We finish with some remarks on (non-) dp-minimal expansions of
the dp-minimal abelian group Z (Section 5.5).
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5.1 A case study: Abelian groups of finite exponent For each prime p let

U.pIA/ WD
®
i � 0 W U.p; i IA/ ¤ 1

¯
:

Then A has finite exponent if and only if A is torsion and each set U.pIA/ is finite
with U.pIA/ D ; for all but finitely many p. We will show the following.

Theorem 5.1 Suppose that A has finite exponent, and set

d WD
X
p

d
�
U.pIA/

�
: (5.1)

Then A has breadth d .

Here, given a finite nonempty set I D ¹i1; : : : ; inº of integers i1 < � � � < in, we
define d D d.I / as the maximal length of a sequence 1 D j.1/ < j.2/ < � � � <

j.d/ � n of indices such that for k D 1; : : : ; d � 1,

j.k C 1/ � j.k/ D

´
1 if ij.k/C1 � ij.k/ > 1;
2 otherwise.

We also write d.i1; : : : ; in/ instead of d.I / and set d.;/ WD 0.

Examples 5.2

1. For I D ¹2; 3; 5; 7; 8; 9º the sequence of j.k/’s is 1, 3, 4, 6, so d.I / D 4.
2. For I D ¹1; 2; 3; : : : ; nº the sequence of j.k/’s is 1; 3; 5; : : : ; n if n is odd,

and 1; 3; 5; : : : ; n � 1 if n is even; hence d.I / D dn=2e.

Clearly we have d.I / � dn=2e for every finite set I of n positive integers. We also
have the following upper bound on d (which, however, is strict in general).

Lemma 5.3 Let I D ¹i1; : : : ; inº be as above, with i1 > 0, and set i0 WD 0. Then

d.I / � min
0�j�n

�
n � j C dij =2e

�
:

Proof Set dk WD d.i1; : : : ; ik/ for k 2 Œn�, and let

1 D j.1/ < j.2/ < � � � < j.dn/ � n

be a sequence of indices as above; note that necessarily j.dk/ D k or j.dk/ D k�1,
and dk D dk�1 or dk D dk�1 C 1. We proceed by induction to show that for each
k 2 Œn�,

dk � min
0�j�k

�
k � j C dij =2e

�
: (5.2)

For k D 1 this is trivial, since d1 D 1 and the right-hand side in this inequality is
min¹1; di1=2eº D 1. Suppose that we have shown (5.2) for some value of k < n;
then

dkC1 � dk C 1 � .k C 1/ � j C dij =2e for j D 0; : : : ; k,
so we only need to show that dkC1 � dikC1=2e. For this, we distinguish several
cases. Suppose first that j.dk/ D k and ikC1 � ik > 1. Then dkC1 D dk C 1 (and
j.dkC1/ D j.dk/C 1), and dikC1=2e � dik=2e � 1, so

dkC1 � dk C 1 � dik=2e C 1 � dikC1=2e:

If j.dk/ D k and ikC1 � ik D 1, then clearly

dkC1 D dk � dik=2e � dikC1=2e:
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Finally, suppose that j.dk/ D k � 1; then necessarily k > 1 and ik � ik�1 D 1,
dk D dk�1. In this case we have dkC1 D dk C 1, j.dkC1/ D k C 1, and clearly
ikC1 � ik�1 � 2, so

dkC1 D dk�1 C 1 � dik�1=2e C 1 � dikC1=2e;

as required.

In particular, we have

dn=2e � d.i1; : : : ; in/ � min
®
n; din=2e

¯
: (5.3)

For later use, also note the following easily verified observation:

d.i1; : : : ; in/ D 1 ” n D 1, or n D 2 and i2 D i1 C 1. (5.4)

5.1.1 Toward the proof of Theorem 5.1 Recall that every abelian torsion group is an
internal direct sum of its p-primary components, as p ranges over the set of prime
numbers. We denote the p-primary component of A by Ap � A; if Ap has finite
exponent, then Ap is obviously p.p.-definable in A. We have

Ap Š
�M
i>0

Z.pi /.˛p;i�1/
�
˚ Z.p1/.ˇp/

where ˛p;i and ˇp are cardinals, with U.p; i IA/ D p˛p;i . (Here and below, Z.pi /
denotes the cyclic group of order pi , and Z.p1/ denotes the Prüfer p-group.)

Suppose now that A has finite exponent. Then by Lemma 4.4(4) we have

breadth.A/ D
X
p

breadth.Ap/;

and in the representation ofAp above we have ˛p;i D 0 for all but finitely many pairs
.p; i/, and ˇp D 0 for each p. So for the proof of Theorem 5.1 we may assume that
for some prime p, our group A has the following form:

A D Z.p/.˛0/ ˚ Z.p2/.˛1/ ˚ � � � ˚ Z.pm/.˛m�1/ where the ˛i are cardinals.

Letting

B D Z.p/.ˇ0/ ˚ Z.p2/.ˇ1/ ˚ � � � ˚ Z.pm/.ˇm�1/ where ˇi D

´
0 if ˛i D 0,
1 otherwise,

for an arbitrary infinite cardinal � � maxi ˛i we have A.�/ Š B.�/, and thus

breadth.A/ D breadth.A.�// D breadth.B.�// D breadth.B/

by part (3) of Lemma 4.4. Also, U.pIA/ D U.pIB/. Thus, after replacing A by B
we may further assume that for each i , either ˛i D 0 or ˛i D 1, so

A D Z.pi1/˚ Z.pi2/˚ � � � ˚ Z.pin/

where i1 < � � � < in are the indices i 2 Œm� such that ˛i�1 ¤ 0. Hence (switching
notation from ik to �k) we are done once we have shown the following.

Proposition 5.4 Suppose that

A D Z.p�1/˚ Z.p�2/˚ � � � ˚ Z.p�n/

is a finite abelian p-group of type � D .�1; : : : ; �n/, where 0 < �1 < � � � < �n.
Then breadth.A/ D d.�/.



VC Density in Some NIP Theories, II 343

From now on assume that A is as in this proposition. We first give an explicit de-
scription of the lattice of p.p.-definable subgroups of A.
5.1.2 The lattice of p.p.-definable subgroups of a finite abelian p-group The set Nn,
equipped with the product ordering, is a distributive lattice. We say that an n-tuple
� D .�1; : : : ; �n/ 2 Nn is slowly growing (relative to �) if

0 � �i � �i�1 � �i � �i�1 for i 2 Œn�, where we set �0 WD �0 WD 0.

Note that if� is slowly growing, then�i � �i for each i 2 Œn� and�j��i � �j��i
for i; j 2 Œn� with i < j . One verifies easily that the set ƒ of slowly growing tuples
is a (finite) sublattice of Nn with smallest element 0 and largest element �. If � is
slowly growing, then so is �� WD � � �, and the map � 7! �� is an order-reversing
involution of ƒ, so ƒ� Š ƒ.

For each integer k � 0 consider the n-tuple � D .�1; : : : ; �n/ 2 Nn, given by
�i D �i if �i � k and �i D k otherwise; we denote this n-tuple � by hki. The map
k 7! hki is an embedding of the chain K WD ¹0; : : : ; �nº into ƒ.

Lemma 5.5 The lattice ƒ is generated by the elements hki, hki� where k ranges
over K.

Proof Let ƒ0 be the sublattice of ƒ generated by the elements hki, hki� where
k 2 K. Let an arbitrary � 2 ƒ be given. For each i 2 Œn� set

��i D .�1; �2; : : : ; �i ; �i ; : : : ; �i / 2 ƒ:

We show by induction on i that ��i 2 ƒ0 for each i 2 Œn�. For i D 1 this is
clear since ��1 D .�1; : : : ; �1/ D h�1i, and for the inductive step notice that if
i 2 Œn � 1�, then

��iC1 D h�iC1i ^
�
��i _ h�iC1 � �iC1i

�
�
:

In particular, � D ��n 2 ƒ0.

We write the elements ofA as n-tuples a D .a1; : : : ; an/where each ai is an element
of Z.p�i /. For each � 2 Nn now define the subgroup

A� WD
®
a D .a1; : : : ; an/ 2 A W p

�iai D 0 for each i 2 Œn�
¯

of A. (So, e.g., A0 D ¹0º and A� D A.) It is clear that A�^� D A� \ A� and
A�_� D A� C A� for all �; � 2 Nn; that is, � 7! A� is a morphism of lattices.

Lemma 5.6 The map � 7! A� restricts to a lattice isomorphism ƒ! PP.A/.

Proof For each k 2 K the subgroup Ahki of A is defined by the p.p. formula
pkx D 0, andAhki� is defined by pk j x. Hence by the previous lemma, the image of
the restriction of � 7! A� to ƒ is contained in PP.A/. Conversely, it is well known
(and easy to see) that the lattice PPR, where R is the ring Z=p�nZ D Z.p�n/, is
generated by the p.p. formulas having the form pkx D 0 or pk j x where k 2 K.
Thus our morphism maps onto PP.A/, and it is also clearly one-to-one.

5.1.3 The ordered set of join-irreducibles Now that we have identified PP.A/
as ƒ, we turn to giving an explicit description of the ordered set J.ƒ/ of join-
irreducibles of the distributive lattice ƒ. (We are interested in such a description
since breadth.L/ D width.J.L//, as we recall from Proposition 4.2.) Consider

P WD
®
.i; j / W j 2 Œn�; i 2 Œ�j �

¯
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�1 D 2

�2 D 3

�3 D 5

�4 D 7

�5 D 8

�6 D 9

i

j

Figure 2 An example for (the underlying set of) the ordered set P .

equipped with the ordering given by

.i; j / � .i 0; j 0/ W” i � i 0 and �j � i � �j 0 � i 0:

See Figure 2 for an example. Note that jP j D �1 C � � � C �n, and P has smallest
element .1; n/ and largest element .�n; n/.

For each .i; j / 2 P we define � D �.i; j / 2 Nn by

�k WD

´
�k P�.�j � i/ if k < j ,
i if k � j .

Here a P�b D max¹a � b; 0º for integers a, b. It is easy to verify that for each
.i; j / 2 P , the tuple �.i; j / is slowly growing. Figure 3 illustrates �.4; 4/ in the
example from Figure 2.

Lemma 5.7 The map .i; j / 7! �.i; j /WP ! ƒ is an embedding of ordered sets.

Proof Let .i; j /; .i 0; j 0/ 2 P ; we need to show that .i; j / � .i 0; j 0/ if and only if
�.i; j / � �.i 0; j 0/. Write �.i; j / D .�1; : : : ; �n/ and �.i 0; j 0/ D .�01; : : : ; �

0
n/.

It is convenient to distinguish two cases. First assume that j � j 0. Then we have
.i; j / � .i 0; j 0/ iff i � i 0. If �.i; j / � �.i 0; j 0/, then i D �j � �0j 0 D i 0.
Conversely, suppose i � i 0. Then for each k 2 Œn�, we have8̂<̂

:
�k D i � i

0 D �0
k

if k � j ,
�k D �k P�.�j � i/ < i � i

0 D �0
k

if j 0 � k < j ,
�k D �k P�.�j � i/ � �k P�.�j 0 � i

0/ D �0
k

if k < j 0.

This shows �.i; j / � �.i 0; j 0/. On the other hand, if we assume that j < j 0, then
.i; j / � .i 0; j 0/ if and only if �j � i � �j 0 � i

0, and in a similar way as in the
previous case one sees that this is equivalent to �.i; j / � �.i 0; j 0/.

Lemma 5.8 Let � D �.i; j / where .i; j / 2 P , and let � 2 ƒ with � < �. Then
�j < �j .
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2 3 5 7 8 9�k

Figure 3 An example for �.4; 4/.

Proof Suppose for a contradiction that �j D �j . Then �k D �k D i for all k � j ,
so if we let k1 2 Œn� be the largest index such that �k1 < �k1 , then k1 < j . Let also
k0 2 Œn� be minimal such that �k0 > �j � i ; note that k0 � j . Since �k D �k D 0
for k < k0, we have k0 � k1 < j . Then

�k1C1 � �k1 � �k1C1 � �k1 D �k1C1 C �j � i � .�k1 C �j � i/ D �k1C1 ��k1 ;

and hence
�k1C1 � �k1C1 C �k1 � �k1 < �k1C1;

contradicting the maximality of k1.

Let � 2 ƒ. Call j 2 Œn� critical (for �) if �j > �j�1 and either j D n or j < n

and �jC1 � �j < �jC1 � �j . Clearly, if j is critical, then � � ej 2 ƒ. (Here
and below, e1; : : : ; en denote the standard basis vectors in Rn.) Moreover, one easily
shows the following.

Lemma 5.9 Let � 2 ƒ and j; j 0 2 Œn� with j 0 < j , and suppose that all indices
j 0; j 0 C 1; : : : ; j are noncritical.

1. If j D n or j < n and �j D �jC1, then �j 0�1 D �j 0 D � � � D �j .
2. If �k�1 < �k for k D j 0; : : : ; j and j < n, then �k D �k � .�jC1��jC1/

for k D j 0; : : : ; j .

Note that part (1) of the previous lemma shows in particular that � has no criti-
cal index if and only if � D 0. On the other hand, if � is join-irreducible, then
� cannot have more than one critical index; for if j ¤ j 0 both are critical, then
� D .� � ej / _ .� � ej 0/ where � � ej ; � � ej 0 2 ƒ n ¹�º. Hence if � is join-
irreducible, then � has exactly one critical index.
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Lemma 5.10 Let � 2 ƒ have the unique critical index j 2 Œn�; then � D �.i; j /
where i D �j .

Proof By part (1) of the previous lemma we have i D �j D �jC1 D � � � D �n;
note that i > 0 since � ¤ 0. On the other hand, if �k�1 D �k for some k 2 Œj �, then
by the same part of Lemma 5.9 we have 0 D �1 D � � � D �k . So if we let k0 2 Œn�
be minimal such that �k0 > 0, then k0 � j and �k�1 < �k for k D k0; : : : ; j , and
hence �k D �k � .�j � �j / for k D k0; : : : ; j � 1. Also,

�k0 � .�j � �j / D �k0 � �k0�1 � �k0 � �k0�1;

and hence �k0�1 � .�j � �j / � 0. This yields the claim.

Corollary 5.11 J.ƒ/ D ¹�.i; j / W .i; j / 2 P º.

Proof Lemma 5.8 implies that the � D �.i; j / with .i; j / 2 P are join-
irreducible: if � 2 ƒ satisfies � < �, then � � � � ej ; in particular, there cannot
exist �; �0 2 ƒ with � D � _ �0 and �; �0 < �. Conversely, by the previous
lemma, every join-irreducible element � of ƒ is of the form � D �.i; j / with
.i; j / 2 P .

5.1.4 The width of J.ƒ/ Since by Lemma 5.7 and Corollary 5.11 we now have an
explicit description of the ordered set J.ƒ/, we can read off the various numerical
invariants of ƒ from P by means of Proposition 4.2. For example, we have

height.ƒ/ D �1 C � � � C �n C 1 and Gdim.ƒ/ D Gdim�.ƒ/ D 1:

To complete the proof of Proposition 5.4, it remains to compute the width of P
(and hence of J.ƒ/), using Dilworth’s theorem: we will specify a partition of P
into d D d.�1; : : : ; �n/ many chains which, by virtue of Dilworth’s theorem, shows
width.P / � d , and then we pick an element from each of these chains to form an
antichain of size d , which shows width.P / � d .

We consider the strictly increasing sequence

1 D j.1/ < � � � < j.k/ < � � � < j.d/

defined according to the definition of d D d.�1; : : : ; �n/; that is, for k 2 Œd � 1�,
we have j.k C 1/ D j.k/ C 1 if �j.k/C1 � �j.k/ � 2 and j.k C 1/ D j.k/ C 2

otherwise. Now for k 2 Œd � define the subsets

C
#

k
WD
®
.k; j / W j D j.k/; : : : ; n

¯
;

C k WD
®
.i; j / W i D k; : : : ; �j.k/ � k C 1; j.k/ � j < j.k C 1/

¯
;

C
%

k
WD
®
.�j � k C 1; j / W j D j.k/; : : : ; n

¯
of N2, where we set j.d C 1/ D nC 1. Using Lemma 5.3 it is not difficult to verify
that each of the sets C #

k
, C 

k
, and C%

k
is contained in P . Note that in P , we have

.k; n/ < .k; n � 1/ < � � � <
�
k; j.k/

�
;

so C #
k
is a chain in P . Also, C 

k
is a chain, since�

k; j.k/
�
<
�
k C 1; j.k/

�
< � � � <

�
�j.k/ � k C 1; j.k/

�
if j.k C 1/ � j.k/ D 1
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C1 C2 C3 C4

Figure 4 Partition of P into the chains Ck .

and �
k; j.k/C 1

�
<
�
k; j.k/

�
<
�
k C 1; j.k/C 1

�
<
�
k C 1; j.k/

�
< � � �

<
�
�j.k/ � k C 1; j.k/

�
if j.k C 1/ � j.k/ D 2.

Similarly, we see that C%
k

is a chain, since�
�j.k/ � k C 1; j.k/

�
<
�
�j.k/C1 � k C 1; j.k/C 1

�
< � � � < .�n � k C 1; n/:

Hence
Ck WD C

#

k
[ C k [ C

%

k

is a chain, with smallest element .k; n/ and largest element .�n� kC 1; n/. Figure 4
shows the Ck in the example introduced in Figure 2.

As with d D d.�1; : : : ; �n/, the definitions of the ordered set P and the chains
Ck depend on � D .�1; : : : ; �n/; we writeP D P.�/ andCk D Ck.�/, respectively,
to make this dependence explicit.

Lemma 5.12 The chains C1; : : : ; Cd form a partition of P .

Proof We proceed by induction on n. Note that

Ck \
�
Œ�n� � ¹nº

�
D

´
¹k; �n � k C 1º � ¹nº if j.k/ < n � 1,
¹k; : : : ; �n � k C 1º � ¹nº if j.k/ D n or j.k/ D n � 1,

and hence the sets Ck \ .Œ�n� � ¹nº/ (k D 1; : : : ; d ) partition Œ�n� � ¹nº. Suppose
that n > 1, and set �0 D .�1; : : : ; �n�1/; then we clearly have

P.�0/ D P.�/ \
�
Œ�n�1� � Œn � 1�

�
as ordered sets, and

Ck.�/ \
�
Œ�n�1� � Œn � 1�

�
D

´
Ck.�

0/ if j.k/ � n � 1,
; if j.k/ D n.
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By inductive hypothesis therefore, if j.d/ < n, then the sets Ck \ .Œ�n�1�� Œn� 1�/
(k D 1; : : : ; d ) partition P \ .Œ�n�1� � Œn � 1�/, and if j.d/ D n, then the sets
Ck \ .Œ�n�1� � Œn � 1�/ (k D 1; : : : ; d � 1) partition P \ .Œ�n�1� � Œn � 1�/, with
Cd � Œ�n��¹nº. Hence the Ck (k D 1; : : : ; d ) partition P D

S
k2Œn�Œ�k ��¹kº.

By Lemma 5.12 and Dilworth’s theorem we have width.P / � d ; the next lemma
thus shows that width.P / D d . (In Figure 4 the elements of this antichain are
circled.)

Lemma 5.13 The elements .1; j.1//; : : : ; .d; j.d// form an antichain of P .

Proof For all k 2 Œd � 1� we have �j.kC1/ � �j.k/ � 2; hence the sequence
�j.k/ � k (k 2 Œd �) is strictly increasing. Since .k; j.k// � .l; j.l// if and only
if k � l and �j.k/ � k � �j.l/ � l for all k; l 2 Œd �, this immediately yields the
claim.

This finishes the proof of Proposition 5.4, and hence of Theorem 5.1.

From Theorem 5.1 and Proposition 4.6 we see the following immediately.

Corollary 5.14 Suppose that A has finite exponent, and let d be as in (5.1); then
A has the VC d property. Hence if A is infinite, then vcT .m/ � dm for each m.

For the following examples also consult Examples 5.2 above.

Example Suppose that

A D Z.p2/.˛2/ ˚ Z.p3/.˛3/ ˚ Z.p5/.˛5/ ˚ Z.p7/.˛7/ ˚ Z.p8/.˛8/ ˚ Z.p9/.˛9/;

where the ˛i are nonzero cardinals. Then A has breadth 4, and hence A has the VC 4
property; so if one of the ˛i is infinite, then vcT .m/ � 4m for each m.

Example Suppose that

A D Z.p/.˛1/ ˚ Z.p2/.˛2/ ˚ � � � ˚ Z.pn/.˛n/ .n > 0/

where the ˛i are nonzero cardinals. Then A has the VC d property where
d D dn=2e; so if A is infinite, then vcT .m/ � dn=2em for each m.

In fact, we can now precisely determine the VC density function of an infinite abelian
group of finite exponent. Recall that for each p, in the introduction we defined

U�@0.pIA/ D
®
i � 0 W U.p; i IA/ � @0

¯
;

a subset of U.pIA/. With this notation we have the following.

Corollary 5.15 Suppose that A is @0-categorical, and let

d0 WD
X
p

d
�
U�@0.pIA/

�
:

Then vcT .m/ D d0m for each m.

Proof We may write A D A�@0 ˚ B where U�@0.pIA/ D U.pIA�@0/ for each
p and B is finite: if we decompose each p-primary component as

Ap Š
M
i>0

Z.pi /.˛p;i�1/;
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then
A�@0 Š

M
p prime,i > 0

with ˛p;i�1 � @0

Z.pi /.˛p;i�1/; B Š
M

p prime, i > 0
with ˛p;i�1 < @0

Z.pi /.˛p;i�1/:

Replacing A by A�@0 if necessary we may assume that U�@0.pIA/ D U.pIA/ for
every p, and so A@0 � A and d0 D d D breadth.A/. Now vcT .m/ D dm follows
from Corollary 4.15.

Theorem 1.2 from the introduction is a consequence of Corollary 5.15 and the upper
bound in (5.3). We also obtain the following.

Corollary 5.16 An @0-categorical abelian group is dp-minimal if and only if it is
isomorphic to one of the form

Z.pk/.˛/ ˚ Z.pkC1/.ˇ/ ˚ B;
where p is a prime, k > 0, ˛, ˇ are cardinals, at least one of which is infinite, and
B is a finite abelian group.

Proof Suppose that A is @0-categorical. Then by the previous corollary,

vcT .1/ D
X
p

d
�
U�@0.pIA/

�
:

Thus by Corollary 4.12, A is dp-minimal if and only if U�@0.pIA/ ¤ ; for exactly
one prime p and for this p, d.U�@0.pIA// D 1. By (5.4), the latter condition is
equivalent to U�@0.pIA/ D ¹kº or U�@0.pIA/ D ¹k; k C 1º, for some k > 0.

5.2 Asymptotics of p.p.-definable subgroups in homocyclic groups In this subsec-
tion we go beyond finite-exponent groups and consider abelian groups of the form

A D
M
i>0

Z.pi /.˛i�1/;

where the ˛i�1 are natural numbers; we assume that A is infinite, that is, ˛i�1 > 0

for infinitely many i > 0. Our goal is to show the following.

Proposition 5.17 For every m we have breadth.fPPm.A// � m.
Note that by Corollary 4.15 (and since always vcT .m/ � m), this proposition implies
vcT .m/ D m for every m. Before we give a proof of Proposition 5.17, we first look
at the instructive casem D 1, in which we also have a sharper result. Below, for each
n we let AŒn� WD ¹a 2 A W na D 0º (a p.p.-definable subgroup of A).

Lemma 5.18 The ordered setfPP.A/ DfPP1.A/ is a chain of order type ! C !�,
with representatives given by the p.p.-definable subgroups AŒpd � and peA:

0 ’ AŒp� ’ � � � ’ AŒpd � ’ AŒpdC1� ’ � � � ’ peC1A ’ peA ’ � � � ’ pA ’ A:

Proof For all d < d 0 the p.p. formula ıp
d;d 0

.x/ D ıd;d 0.x/ WD .pd
0

j pdx/

defines the subgroup

ıd;d 0
�
Z.pi /

�
D

8̂<̂
:
Z.pi / if i � d ,
pi�dZ.pi / if d < i < d 0,
pd
0�dZ.pi / if i � d 0

of Z.pi /; hence
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ıd;d 0.A/ D
M
i<d 0

pmax¹0;i�dºZ.pi /.˛i�1/ ˚
M
i�d 0

pd
0�dZ.pi /.˛i�1/:

Note that by setting e WD d 0 � d , the group ıd;d 0.A/ is commensurable with

peA D
M
i�e

peZ.pi /.˛i�1/:

For each d the p.p. formula �p
d
.x/ D �d .x/ WD .pdx D 0/ defines the subgroup

�d .Z.pi // D pmax¹i�d;0ºZ.pi / in Z.pi /, so

AŒpd � D �d .A/ �
M
i�d

pi�dZ.pi /.˛i�1/:

This description of the subgroups AŒpd � and peA makes it clear that AŒpd � . peA
for all d , e. Since every p.p.-definable subgroup ofA is a finite intersection of groups
definable by �d ’s or ıd;d 0 ’s, the lemma follows.

The key in this proof was that for any choice of d and e, for large enough i we have
an inclusion peZ.pi / � pi�dZ.pi / among the subgroups of Z.pi / defined by the
p.p. formulas pe j x and pdx D 0, respectively. For the casem > 1 we proceed in a
similar way, by first investigating the intersection behavior, as i !1, of subgroups
of the homocyclic p-group Z.pi /m defined by a fixed collection of p.p. formulas.

Lemma 5.19 Let '1.x/; : : : ; 'n.x/ be p.p. LZ-formulas where jxj D m. There
are i1; : : : ; im 2 Œn� such that '1 ^ � � � ^ 'n and 'i1 ^ � � � ^ 'im define the same
subgroup of Z.pi /m, for all sufficiently large i .

In the proof of this lemma, which we give after some preliminary observations, we
use the following basic properties of finitely generated modules over discrete valua-
tion rings (DVRs).

Lemma 5.20 Let R be a DVR with maximal ideal m and residue field k D R=m,
letM be a finitely generated R-module, and letM DM=mM , viewed as a k-linear
space, with natural surjection x 7! xWM !M .

1. Elements a1; : : : ; an of M form a minimal generating set for the R-module
M iff a1; : : : ; an form a basis for the k-linear spaceM .

2. IfM is torsion-free, thenM is free, and any minimal generating set forM is
a basis forM .

3. IfM is a submodule of Rm, thenM can be generated by m elements.
In particular, if M is a submodule of Rm and a1; : : : ; an 2 M generate M , then
there are i1; : : : ; ir 2 Œn�, where r D dimkM � m, such that ai1 ; : : : ; air is a basis
forM .

We omit the proof of these facts, which can be found in any standard text on com-
mutative algebra. (Part (1) is a consequence of Nakayama’s lemma and holds more
generally if R is a local ring.) We use this lemma to show the following.

Lemma 5.21 Let R be a DVR, let � be a generator of the maximal ideal of R,
and let a1; : : : ; an; b1; : : : ; bn 2 Rm. There are i1; : : : ; ir ; j1; : : : ; js 2 Œn� with
r C s � m and some integer e � 0 such that

1. ai1 ; : : : ; air generate the R-submodule N D Ra1 C � � � CRan of Rm;
2. for each i 2 Œn� we have �ebi 2 N CR�ebj1 C � � � CR�ebjs .
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Proof By the lemma above, first choose i1; : : : ; ir 2 Œn� such that ai1 ; : : : ; air is a
basis for N . For each k let Mk be the R-submodule N C R�kb1 C � � � C R�kbn
of Rm, so

N � � � � �MkC1 �Mk � � � � �M0 DWM:

Now the torsion submodule ofM=N is finitely generated, hence we may take some
e 2 N such that if a 2 M satisfies �ka 2 N for some k � 0, then �ea 2 N . Then
Me=N is torsion-free: if a 2 Me is torsion in Me=N , then �ea 2 N , so writing
a D b C �ec (b 2 N , c 2 M ) we have �2ec D �ea � �eb 2 N and hence
�ec 2 N , that is, a 2 N . Now apply the lemma again, and choose j1; : : : ; js 2 Œn�
such that �ebj1 ; : : : ; �ebjs map onto a basis forMe=N under the natural surjection
Me ! Me=N . Then Me D

L
k Raik ˚

L
l R�

ebjl (internal direct sum of R-
submodules ofMe), so r C s � m (again by the lemma above), and the ik , jl , and e
have the desired properties.

We now prove Lemma 5.19.

Proof of Lemma 5.19 Let a1; : : : ; an; b1; : : : ; bn 2 Zm and d1; : : : ; dn 2 N, and
consider the p.p. formulas

�j .x/ D .ajx D 0/;  j .x/ D .p
dj j bjx/

�
j 2 Œn�

�
:

Here, for a D .a1; : : : ; am/ 2 Zm and x D .x1; : : : ; xm/, we denote by ax
the LZ-term a1x1 C � � � C amxm. It suffices to show (cf. [16, Lemma A.2.1] or
[32, Theorem 2.Z1]) that there are i1; : : : ; ir ; j1; : : : ; js 2 Œn� with r C s � m

such that for sufficiently large i , the formulas �1 ^ � � � ^ �n ^  1 ^ � � � ^  n and
�i1^� � �^�ir ^ j1^� � �^ js define the same subgroup of Z.pi /m. Now  j .x/ and
pmax¹0;i�dj ºbjx D 0 define the same subgroup of Z.pi /m, and if i and d are such
that i � d � dj for each j , then pmax¹0;i�dj ºbj D pi�d .pd�dj bj /; hence after
replacing bj by pd�dj bj we may assume that d D dj for each j . Set R D Z.p/
(the localization of the ring of integers at its prime ideal .p/ D pZ) and � D p, and
choose i1; : : : ; ir ; j1; : : : ; js 2 Œn� and e 2 N as in Lemma 5.21. Then by condition
(1) in this lemma, � WD �1 ^ � � � ^ �n and �i1 ^ � � � ^ �ir define the same subgroup
of Z.pi /m; similarly, by condition (2), if i � d C e, then � ^  1 ^ � � � ^  n and
� ^  j1 ^ � � � ^  js define the same subgroup of Z.pi /m.

Lemma 5.19 immediately implies Proposition 5.17.

We note that if the question posed after the proof of Proposition 4.10 had a positive
answer, then Proposition 5.17 would simply follow from Lemma 5.18.

5.3 Abelian groups with uniform bounds on VC density Throughout this subsection
we assume that A is infinite. A list of abelian groups A with vcT .m/ D m for all m
(so that, in particular, T D Th.A/ is dp-minimal) includes: Zn and Zn˚Q, for each
n (in each case, an expansion has the VC 1 property, by [1, Corollary 6.5]) and any
p.p.-uniserial abelian group such as

Z.pd /.˛/ ˚ Z.ˇ/
.p/
˚Q./

where d is a positive integer or 1, and ˛, ˇ,  are cardinals (by Corollary 4.7).
(Here Z.p/ is the additive group of the localization of the ring of integers at its prime
ideal .p/ D pZ.) On the other hand, the following lemma shows that for many A we
have vcT .1/ D1.
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Lemma 5.22 Suppose that p1; : : : ; pd are pairwise distinct primes. If
1. AŒpi � is infinite for each i , or
2. A=piA is infinite for each i ,

then vcT .m/ � dm for each m (and so if d > 1, then T is not dp-minimal).

Proof In the first case, this follows from Corollary 4.17(1) applied toHi D AŒpi �,
and in the second case, from Corollary 4.17(2) applied toHi D piA.

In this subsection we extend this observation to a characterization of all A satisfying
vcT .m/ <1 for all m. We say that a prime p is nonsingular for A if both AŒp� and
A=pA are finite, and singular for A otherwise. We also say that an abelian group is
nonsingular if it is either finite, or infinite and each prime is nonsingular for it, and
singular otherwise. For example, the additive group Z of integers is nonsingular. If
an infinite abelian group is nonsingular, then it has U-rank 1 (cf. Example 4.23); but
of course, the converse of this implication does not hold, as witnessed, for example,
by infinite elementary abelian p-groups.

Theorem 5.23 The following are equivalent:
1. vcT .1/ <1;
2. vcT .m/ <1 for every m;
3. there is some d such that vcT .m/ � dm for every m;
4. there are only finitely many p which are singular for A, and for all p the set
U�@0.pIA/ is finite.

For the proof of this theorem, recall that a Szmielew group is a countable abelian
group of the formM

p prime

�M
n>0

Z.pn/.˛p;n�1/ ˚ Z.p1/.ˇp/ ˚ Z.p/
.p/

�
˚Q.ı/

where the ˛p;n�1, ˇp , p and ı are cardinals (finite or @0). Such a Szmielew group
is strict if

1. ı is either 0 or @0;
2. if ˇp ¤ 0 or p ¤ 0 for some p or ˛p;n�1 ¤ 0 for infinitely many pairs
.p; n/, then ı D 0; and

3. for each p, if there is no finite upper bound on the order of the elements which
have p-power order and are not divisible by p, then ˇp D p D 0.

Any abelian group is elementarily equivalent to a unique strict Szmielew group
(cf. [16, Appendix A.2]). Also, suppose that B is an abelian group, elemen-
tarily equivalent to A, and p is a prime. Then for each N 2 N we have
jAŒp�j D N ” jBŒp�j D N and jA=pAj D N ” jB=pBj D N , so p
is nonsingular for A if and only if p is nonsingular for B . Similarly one sees that
U�@0.pIA/ D U�@0.pIB/. Hence A satisfies condition (4) in Theorem 5.23 if and
only if B does. So for the proof of the theorem we may assume that A is a strict
Szmielew group as above. We then have

U.p; nIA/ D
ˇ̌
.pnA/Œp�=.pnC1A/Œp�

ˇ̌
D p˛p;n for all n,

and
dimFp AŒp� D

X
i�0

˛p;i C ˇp; dimFp A=pA D
X
i�0

˛p;i C p:
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We see from this that p is nonsingular for A if and only if ˛p;n < @0 for every n,
with ˛p;n D 0 for all but finitely many n, and ˇp; p < @0. Hence if U�@0.pIA/ is
nonempty, then p is singular for A.

Proof of Theorem 5.23 Since the implications (3)) (2)) (1) are trivial, we only
need to prove (1)) (4)) (3). Suppose that vcT .1/ <1. By Lemma 5.22 there are
only finitely many singular primes forA. Suppose that p is such thatU.p; i IA/ � @0
for infinitely many i . Let .ik/k>0 be a strictly increasing sequence of nonnegative
integers such that U.p; ik IA/ � @0 for each k; then

An WD
M
k2Œn�

Z.pik /.˛p;ik�1/

is a pure subgroup of A, so vcT � vcTn for Tn D Th.An/ (see the discus-
sion at the beginning of Section 4.7). Since An has finite exponent pin and
U�@0.pIAn/ D ¹i1; : : : ; inº, by Corollary 5.15 and (5.3) we have vcTn.1/ � dn=2e.
Since this holds for each n, we obtain vcT .1/ D 1, a contradiction. This shows (1)
) (4).

For the proof of the remaining implication (4)) (3), suppose condition (4) holds.
Then the set

P D
®
p W dimFp AŒp� < @0 and dimFp A=pA < @0

¯
of nonsingular primes for A contains all but finitely many primes. The group

AŒP � WD
M
p2P

�M
n>0

Z.pn/.˛p;n�1/ ˚ Z.p1/.ˇp/ ˚ Z.p/
.p/

�
˚Q.ı/

is nonsingular. Thus if AŒP � is infinite, then, with T ŒP � D Th.AŒP �/, we have

vcT ŒP �.m/ D m for every m, (5.5)

by Corollary 4.24. Now let p … P , and set

AŒp� WD
M
n>0

Z.pn/.˛p;n�1/ ˚ Z.p1/.ˇp/ ˚ Z.p/
.p/

and T Œp� D Th.AŒp�/, and suppose thatAŒp� is infinite. If ˛p;n D 0 for all but finitely
many n, then AŒp� is the direct sum of a finite exponent group and the p.p.-uniserial
abelian group Z.p1/.ˇp/ ˚ Z.p/

.p/
and hence satisfies

vcT Œp�.m/ � m �
�
d
�
U�@0.pIA/

�
C 1

�
for each m, (5.6)

by Corollaries 5.15 and 4.7, respectively. Suppose that ˛p;n > 0 for infinitely many
n; then ˇp D p D 0 since A is strict Szmielew, and by assumption (4) the set
U�@0.pIA/ is finite. Decomposing AŒp� D AŒp�

@0
˚ A

Œp�
<@0

with

A
Œp�
@0
D

M
˛p;n�1D@0

Z.pn/.˛p;n�1/

and

A
Œp�
<@0
D

M
˛p;n�1<@0

Z.pn/.˛p;n�1/;
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we see that Corollary 5.15 applies to AŒp�
@0

and Proposition 5.17 to AŒp�<@0 ; thus

vcT Œp�.m/ � m �
�
d
�
U�@0.pIA/

�
C 1

�
for each m. (5.7)

Hence from (5.5)–(5.7) and

A D AŒP � ˚
M
p…P

AŒp�

we see that for all m we have

vcT .m/ �
��
jP c
j C 1

�
C d

�
�m where d D

X
p

d
�
U�@0.pIA/

�
:

Here and below P c denotes the complement of P in the set of prime numbers; that
is, P c is the (finite) set of primes singular for A. Thus (3) holds (with .jP cjC1/Cd

in place of d ). This finishes the proof of (4)) (3), and hence of Theorem 5.23.

Implicit in the proof of this theorem are upper and lower bounds on vcT .

Corollary 5.24 Suppose vcT .1/ < 1. Then the set P c of primes singular for A
is finite, U�@0.pIA/ is finite for all p, and U�@0.pIA/ D ; for all but finitely many
p. For every m we have

max
®
d; jP c

j
¯
�m � vcT .m/ �

�
dC

�
jP c
jC1

��
�m where d D

X
p

d
�
U�@0.pIA/

�
:

Proof Again we can assume that A is strict Szmielew as before. In the proof of
Theorem 5.23 we already observed that P c is finite and U�@0.pIA/ is finite for all
p and nonempty only for finitely many p, and we deduced the upper bound on vcT .
For each prime p set

Ahpi WD
M
n>0

Z.pn/.˛p;n�1/;

and let

A0 WD
M
p

AhpiŒpmpC1� where mp D maxU�@0.pIA/ with max ; D �1.

Then U�@0.pIA0/ D U�@0.pIA/ for each p, and A0 is a p.p.-definable subgroup of
the pure subgroup

L
p A
hpi of A; hence vcT � vcT 0 where T 0 D Th.A0/. Corol-

lary 5.15 thus yields vcT .m/ � dm for every m. Similarly, set

A00 WD
M
p2P c

Ahpi:

Then A00 is a pure subgroup of A, and hence Lemma 5.22 applied to A00 shows that
vcT .m/ � jP cjm for each m.

Note that there are totally transcendental abelian groups with infinite VC density, for
example, A D

L
p Z.p1/.@0/. Theorem 5.23 allows us to give a simple characteri-

zation of superstable abelian groups with finite VC density.

Corollary 5.25 If T is superstable, then vcT .1/ <1 if and only if there are only
finitely many primes p such that AŒp� is infinite.
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Proof We may assume again that A is strict Szmielew. Now T is superstable iff
there are only finitely many pairs .p; n/ such that

P
i�n ˛p;i C p D @0 (see [16,

Theorem A.2.13]). In particular, if T is superstable, then there are only finitely many
p such that A=pA is infinite, and for each p there are only finitely many n such that
˛p;n ¤ 0. Thus the claim follows from Theorem 5.23.

It would be interesting to know the precise values of the VC density function of a
given abelian group satisfying one of the equivalent conditions in Theorem 5.23.
This was accomplished earlier in this paper in some special cases (see, e.g., Corol-
lary 5.15). We finish this subsection by treating another simple special case.

Corollary 5.26 Suppose that T is @1-categorical. Then vcT .m/ D m for eachm.
(In particular, T is dp-minimal.)

Proof By a theorem of Macintyre (see [25, Theorem 2] or [16, Theorem A.2.12]),
A D B ˚ C where B is finite and either C is divisible and C Œp� is finite for each
prime p; or C D Z.pn/.˛/ for some prime p, some n > 0, and some (infinite)
cardinal ˛. In the first case, A is nonsingular and hence of U-rank 1, and the claim
follows from Corollary 4.24. In the second case, C is p.p. uniserial and hence has the
VC 1 property, by Corollary 4.7. So vcT .m/ D m for each m, by Lemma 4.26.

5.4 Dp-minimal abelian groups As in Section 5.3, we assume here that A is infinite.
For m D 1 we can improve on Corollary 5.24.

Proposition 5.27 T is dp-minimal if and only if A is elementarily equivalent to
one of the following abelian groups:

1. a direct sum of a nonsingular abelian group with a group of the form�M
n>0

Z.pn/.˛n�1/
�
˚ Z.p1/.ˇ/ ˚ Z./

.p/
;

for some prime p and cardinals ˛n�1, ˇ,  , with each ˛n�1 finite;
2. Z.pk/.˛/ ˚ Z.pkC1/.ˇ/ ˚ B where p is a prime, k > 0, ˛, ˇ are cardinals,

at least one of which is infinite, and B is a finite abelian group.

Note that by Corollary 5.16, the groups in (2) are precisely the @0-categorical dp-
minimal abelian groups.

We first show that each of the groups described in (1) is dp-minimal. Recall the
notation introduced in the proof of Lemma 5.18: for d < d 0, ıp

d;d 0
.x/ denotes the

p.p. formula pd 0 j pdx, and �p
d
.x/ denotes the p.p. formula pdx D 0. (If p is

understood from the context we drop the superscript p in this notation.) Note that
if B is a nonsingular abelian group and '.x/ is a p.p. formula of the form ax D 0

where a 2 Z, a ¤ 0, then '.B/ � 0, whereas if ' D ı
p

d;d 0
for some prime p and

d < d 0, then '.B/ � B .

Lemma 5.28 Suppose that A D B ˚ C where B is nonsingular and

C D
M
n>0

Z.pn/.˛n�1/ ˚ Z.p1/.ˇ/ ˚ Z./
.p/
;

where p is a prime and ˛n�1, ˇ,  are cardinals, with each ˛n�1 finite. ThenfPP.A/
is a chain.
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Proof By the remark preceding this lemma it is enough to show that
�pe .C / . ı

p

d;d 0
.C / for all d < d 0 and all e.

Since
ı
p

d;d 0

�
Z.p1/

�
D Z.p1/; ı

p

d;d 0
.Z.p// D pd

0�dZ.p/
as well as

�pe
�
Z.p1/

�
D Z.p1/Œpe�; �pe .Z.p// D 0;

this follows from (the proof of) Lemma 5.18.

Before we show that conversely, if T is dp-minimal, then it is the complete theory of
one of the groups described in (1) and (2) of Proposition 5.27, we note the following.

Lemma 5.29 Let ˇ,  be cardinals and k > 0 be an integer, and suppose that

A D Z.pk/.@0/ ˚ Z.p1/.ˇ/ ˚ Z./
.p/
˚ B

where B is finite. Then A is dp-minimal if and only if ˇ D  D 0.

Proof Since A is dp-minimal iff A=B is dp-minimal, by parts (4) and (5) of Corol-
lary 4.19, we may assume that B D 0. So if ˇ D  D 0, then A D Z.pk/.@0/ is p.p.
uniserial and hence dp-minimal (by Corollaries 4.7, 4.12). Conversely, suppose that
A is dp-minimal. We have

AŒpk�1� D pZ.pk/.@0/ ˚
�
Z.p1/Œpk�1�

�.ˇ/
and

pkA D Z.p1/.ˇ/ ˚ pkZ./
.p/

with intersection
AŒpk�1� \ pkA D

�
Z.p1/Œpk�1�

�.ˇ/
;

so
AŒpk�1�=

�
AŒpk�1� \ pkA

�
Š pZ.pk/.@0/

and
pkA=

�
AŒpk�1� \ pkA

�
Š
�
Z.p1/=Z.p1/Œpk�1�

�.ˇ/
˚ pkZ./

.p/
:

Thus AŒpk�1� \ pkA has infinite index in both AŒpk�1� and pkA if and only if
k > 1 and ˇ or  are nonzero. By the equivalence of (1) and (4) in Corollary 4.12,
this shows that, as A is dp-minimal, we have k D 1 or ˇ D  D 0. Suppose k D 1;
then

AŒp� D Z.p/.@0/ ˚ Z.p1/.ˇ/Œp�; pA D Z.p1/.ˇ/ ˚ pZ./
.p/
;

AŒp� \ pA D Z.p1/.ˇ/Œp�;
so AŒp� \ pA has infinite index in AŒp�, and AŒp� \ pA has infinite index in pA if
and only if ˇ > 0 or  > 0. Again, dp-minimality of A and Corollary 4.12 yield
ˇ D  D 0.

Now suppose that T is dp-minimal; so in particular vcT .1/ D 1 by Corollary 4.12.
By Corollary 5.24, this implies that there is at most one prime singular for A, and
d.U�@0.pIA// � 1 for all p, with d.U�@0.pIA// D 1 for at most one p. (Recall
the definition of d.�/ from Section 5.1.) If no prime is singular for A, then A is of
type (1) (with p arbitrary and ˛n�1 D ˇ D  D 0 for all n > 0), so we may assume
that p is the unique prime which is singular for A.
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We may and shall assume that A is strict Szmielew as described before the proof
of Theorem 5.23. Employing the notation introduced in that proof, we then have

A D AŒP � ˚ A
Œp�
@0
˚ A

Œp�
<@0
˚ Z.p1/.ˇp/ ˚ Z.p/

.p/

where AŒP � is nonsingular. Note that by Corollary 4.19(2), each of the direct sum-
mands of A is also dp-minimal. If U�@0.pIA/ D ;, then A

Œp�
@0
D 0, and A is

as described in (1). So from now on suppose that U�@0.pIA/ is nonempty; hence
d.U�@0.pIA// D 1; that is, U�@0.pIA/ D ¹kº or U�@0.pIA/ D ¹k; k C 1º, for
some k > 0. Then, applying Lemma 5.29 to the direct summand

Z.pk/.@0/ ˚ Z.p1/.ˇp/ ˚ Z.p/
.p/

of A, we see that ˇp D p D 0. Thus, to show that A is of type (2), it is enough to
prove thatB WD AŒP �˚AŒp�<@0 is finite, and for this, after passing to a direct summand,
we may assume that

A D Z.pk/.@0/ ˚ B:
Then by (the proof of) Lemma 5.18 and the remark before Lemma 5.28 we have

ı
p

k�1;k
.A/ � pZ.pk/.@0/ ˚ AŒP � ˚ pAŒp�<@0 ;

whereas
�
p

k
.A/ D AŒpk � � Z.pk/.@0/ ˚ .AŒp�<@0/Œp

k �:

Hence
ı
p

k�1;k
.A/ \ �

p

k
.A/ � pZ.pk/.@0/ ˚ .AŒp�<@0/Œp

k �

has infinite index in �p
k
.A/. Now suppose for a contradiction that B is infinite. Then

ı
p

k�1;k
.A/\ �

p

k
.A/ also has infinite index in ıp

k�1;k
.A/, contradicting dp-minimality

of A. This shows that indeed B is finite.
This finishes the proof of Proposition 5.27.

Corollary 5.30 Suppose that T is totally transcendental. Then T is dp-minimal
if and only if A is elementarily equivalent to the direct sum of a finite abelian group
with one of the following:

1. an infinite divisible groupD such thatDŒp� is infinite for at most one p;
2. Z.pk/.@0/ where p is a prime and k > 0; or
3. Z.pk/.@0/ ˚ Z.pkC1/.@0/ where p is a prime and k > 0.

Proof By a theorem of Macintyre (see [25, Theorem 1] or [16, Theorem A.2.11]),
A D B ˚D where B has finite exponent andD is divisible. The claim now follows
from Proposition 5.27 and the observation that every nonsingular abelian group of
finite exponent is finite.

By [27], a stable theory is dp-minimal if and only if all 1-types have weight 1. It
would be interesting to obtain a proof of Proposition 5.27 using only the methods of
geometric stability theory. It is instructive to see how Proposition 5.27 entails the
well-known fact (cf. [27, Fact 3.2]) that every U-rank 1 abelian group is dp-minimal.
The following lemma shows, in fact, that if a singular abelian group has U-rank 1,
then it is of type (2) in Proposition 5.27.

Lemma 5.31 A has U-rank 1 if and only if A is nonsingular or of the form
A D Z.p/.@0/ ˚ B where p is a prime and B is finite.
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Proof Clearly if A is nonsingular, or if A D Z.p/.@0/ ˚ B where p is a prime
and B is finite, then A has U-rank 1. So assume conversely that A has U-rank 1, and
let p be a prime singular for A. We are allowed to assume that A is strict Szmielew
as before. Suppose first that AŒp� is infinite. Then A=AŒp� is finite, since A has
U-rank 1. This yields ˛p;n�1 < @0 for all n > 1, with ˛p;n�1 D 0 for all but finitely
many n > 1, ˇp D p D � D 0, and

L
q¤p A

Œq� is finite. Hence A is a direct sum
of Z.p/.˛p;0/ with a finite abelian group, as required. Similarly, if A=pA is infinite,
then pA is finite, and again we obtain the same conclusion.

5.5 Dp-minimal expansions of the group of integers The abelian group .Z;C/ of
integers, having U-rank 1, is dp-minimal. In fact, in [1] we showed that the ordered
abelian group .Z; <;C/ of integers is also dp-minimal and has no proper dp-minimal
expansions. One might wonder whether the non-dp-minimality of the structures in
question is caused by the presence of the ordering (due to our use, in the proof of this
fact given in [1], of a lemma from Simon [39], which specifically deals with ordered
dp-minimal structures). We do not know the answer to the following.

Question 5.32 Is every dp-minimal expansion of .Z;C/ definable in .Z; <;C/?

We have a positive answer in several examples (which are well known to have other-
wise good model-theoretic properties). This is based on the following observation.
(Below we will apply this lemma in the case U D V .)

Lemma 5.33 Let .A;C/ be a commutative semigroup, let U � V be infinite
subsets of A, and let C > 0. Suppose for each u 2 U there are at most C elements
u0 of U such that uC u0 D v C v0 for some v; v0 2 V with ¹u; u0º ¤ ¹v; v0º. Then
A D .A;C; V / is not dp-minimal.

Proof Let I D ¹u; u0º range over the 2-element subsets of U . Let us say that I is
good if the only representation of uC u0 as a sum of two elements of V is the given
one; that is, if v; v0 2 V with uC u0 D v C v0, then ¹u; u0º D ¹v; v0º. If I is good,
then uC u0 … v C V , for each v 2 V n I . Consider the partitioned formula

'.xIy/ D 9z.z 2 V ^ x D y C z/

in the language of A. By what we have shown, for each choice of good I D ¹u; u0º
the element uC u0 satisfies®

'.xIu/; '.xIu0/
¯
[
®
:'.xI v/ W v 2 V n I

¯
:

Each u 2 U is contained in no more than C 2-element subsets of U which are not
good. Hence given U 0 � U with jU 0j D n, at least

�
n
2

�
� Cn 2-element subsets of

U 0 are good. Since for each r > 0 and C 0 we have
�
n
2

�
�Cn > C 0n2�1=r for n� 0,

we see by Lemma 2.8 that A is not dp-minimal.

Recall that a set U of elements of a commutative semigroup, written additively, is
said to be a Sidon set if every element of U C U can be written as a sum of two
elements of U in essentially a unique way, that is: if u C v D u0 C v0 where
u; v; u0; v0 2 U , then ¹u; vº D ¹u0; v0º. (In the terminology of the proof above, all
2-element subsets of U are good.) We say that a set U is a weak Sidon set if for all
u; v; u0; v0 2 U with uC v D u0C v0 we have u D v or u0 D v0 or ¹u; vº D ¹u0; v0º.
From the previous lemma we immediately obtain the following.
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Corollary 5.34 Let U be an infinite weak Sidon set in a commutative semigroup
.A;C/. Then .A;C; U / is not dp-minimal.

Example If R is a commutative ring, M is an R-module, and U an infinite R-
linearly independent subset ofM , then U is a weak Sidon set (and a Sidon set if R
is not of characteristic 2); hence .M;C; U / is not dp-minimal. (This applies, e.g., to
the structures introduced in the proof of Proposition 4.10 in [1].)

Fast-growing integer sequences form Sidon sets. More precisely, let U be an infinite
subset of Z, enumerated as u0 < u1 < � � � < un < unC1 < � � � , and suppose u0 > 0
and unC1 � 2un for each n; then U is a Sidon set.

Corollary 5.35 The structure .Z;C; U / is not dp-minimal if U is one of the fol-
lowing:

1. U D ¹bn W n � 0º or U D ¹nC bn W n � 0º, where b 2 N, b > 1;
2. U D ¹nŠ W n � 0º; or
3. U D ¹Fn W n � 0º where Fn is the nth Fibonacci number: F0 D F1 D 1,

and FnC2 D FnC1 C Fn for each n.

Proof For parts (1) and (2) use Corollary 5.34 and the fact that the set of powers
bn and the set of integers of the form nC bn, where b 2 N, b > 1, as well as the set
of factorials, are examples of Sidon sets. The set of Fibonacci numbers is not a Sidon
set, but it is a weak Sidon set, and hence Corollary 5.34 also applies. In fact, using
Zeckendorf’s theorem (every positive integer can be represented in a unique way as
the sum of distinct Fibonacci numbers, no two of which are consecutive) one shows
easily that a 2 N has two representations as the sum of two Fibonacci numbers if
and only if a D 2Fn for some n � 2, and in this case a D FnC1 C Fn�2 is the only
other representation of a as a sum of two Fibonacci numbers.

In the examples considered in the previous corollary, the corresponding expansion
of the ordered abelian group .Z; <;C/ of integers by a predicate symbol for U has
quantifier elimination in a natural expansion of the language ¹<;C; U º (see Cherlin
and Point [8] and Point [29]), and one can show that these expansions of .Z; <;C/
are NIP.

We finish by noting that Lemma 5.33 also yields a result about expansions of
fields by a subgroup of their multiplicative group. For this, let K be a field, and let
G be an infinite subgroup of K�.

Corollary 5.36 If G has the Mann property, then .K;C; G/ is not dp-minimal.

Recall that G is said to have the Mann property if every equation

a1x1 C � � � C anxn D 1

where n � 2 and a1; : : : ; an are nonzero coefficients in the prime field ofK, has only
finitely many nondegenerate solutions inG, that is, solutions .g1; : : : ; gn/ 2 Gn such
that

P
i2I aigi ¤ 0 for each nonempty I � Œn�. (Examples for multiplicative groups

with the Mann property include all finite-rank subgroups ofK� ifK is algebraically
closed of characteristic zero, by Evertse, Schlickewei, and Schmidt [11].) In [41],
van den Dries and Günaydın study the model theory of pairs .K;G/ (in the language
of fields expanded by a unary predicate symbol) where K is algebraically closed
or real closed and G has the Mann property; in particular, they show that if K is
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algebraically closed and G has the Mann property, then .K;G/ is stable (see [41,
Corollary 6.2]).

To prove Corollary 5.36, suppose that G has the Mann property, and let C be a
bound on the number of nondegenerate solutions of the equation x1 C x2 � x3 D 1
in G. Then for each u; v; u0; v0 2 G with u C v D u0 C v0 and ¹u; vº ¤ ¹u0; v0º,
either u C v D 0 or the triple .u0=u; v0=u; v=u/ is a nondegenerate solution of
x1 C x2 � x3 D 1. Hence taking .K;C/, G, and C C 1 for .A;C/, U , and C ,
respectively, the hypothesis of Lemma 5.33 is satisfied.

Note that Corollary 5.36 is mainly interesting if K is not real closed, since Simon
[39, Corollary 3.7] has shown that an expansion of a (linearly) ordered group is
o-minimal if it is dp-minimal and definably complete and its underlying group is
divisible. (These conditions are obviously necessary for o-minimality.) In particular,
the only dp-minimal expansions of the ordered group .R;C; </ of real numbers are
the o-minimal ones.

If K is algebraically closed and G has the Mann property, then .K;G/ is not dp-
minimal; this consequence of Corollary 5.36 may be strengthened as follows. (That a
sufficiently saturated structure M D .K;G/whereK is algebraically closed satisfies
the hypothesis of the lemma below with X D G follows from [41, Lemmas 2.2(3)
and 6.1].)

Lemma 5.37 Let M be a structure which expands a field. Suppose that X is
an infinite definable subset of M so that the transcendence degree of M over its
subfield generated by X is at least n. Then there is a definable one-to-one function
XnC1 !M ; hence the dp-rank of Th.M / is at least nC 1.

Proof Pick elements e1; : : : ; en 2 M which are algebraically independent over
the subfield of M generated by X . Consider the function XnC1 ! M given by
.x1; : : : ; xnC1/ 7! x1e1 C � � � C xnen C xnC1. It is easy to see that this function is
one-to-one. The claim thus follows from Lemma 2.10.

We plan to systematically investigate the VC density functions of pairs of structures
(including the expansions of fields by groups with the Mann property studied in [41])
at another occasion.
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