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activity concerning the definition of conditioning and
its relation to the familiar Bayes rule. When one
interprets conditional probabilities as updates of prob-
abilities in the light of new evidence, then it is sug-
gested that we may have more flexibility in the choice
of updated conditional probabilities than is allowed in
classical probability (Diaconis and Zabell, 1982;
Shafer, 1982). Conditional probability in a lower en-
velope setting is thoroughly treated in Walley (1987,
Chapter 7).

Finally, subjective probability is complementary to
objective, frequentist-based probability, but the two
approaches taken together neither exhaust the domain
of random phenomena nor the possible interpretations
for the axioms surveyed (Fine, 1983). Neither theory
accounts for intrinsic limits to the precision with
which we can model random phenomena when we
need to account for hesitancy in the case of individual
beliefs and unstable relative frequencies in the fre-
quentist case. Nor do they exhaust the possibilities
for interpreting probability and reasoning about ran-
dom phenomena.

Comment

Teddy Seidenfeld

This essay provides an informative overview of
axiomatic theories whose common theme is a devel-
opment of quantitative personal probability from the
qualitative or comparative binary relation ‘A > B’,
understood as “A is subjectively more probable than
B.” The pathbreaking works of Ramsey, de Finetti,
and Savage contribute to this project by giving the
comparative probability relation an operational, deci-
sion theoretic basis. Roughly put, they propose that A
is subjectively more probable than B provided the
lottery L4, having a desirable prize awarded if event
A occurs and status quo otherwise, is preferred to (>)
_ the lottery Lp which has the desirable prize awarded
if B occurs.

Definition

(1) A>B iff Ls> Lg.

In Savage’s hands, quantitative personal probability
is reduced to the qualitative relation = which, in turn,
is reduced to (weak) preference among lotteries <.
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For Ramsey and de Finetti, quantitative probability
may be “elicited” directly from choices among gambles
and agrees with the comparative relation > (defined
above). But the common thread is that rational belief
is constrained by coherent preference, and binary
choices reveal preferences.

In Section 3 of his paper, Professor Fishburn turns
his attention to theories of personal probability differ-
ent from the strict Bayesian position of Ramsey, de
Finetti, and Savage. Specifically, he rightly considers
a liberalization which relaxes the assumption that >
is a weak order. T'o understand why this is a reasonable
change from the norms of strict Bayesianism recall,
e.g., Smith’s (1961) idea for “medial odds,” to permit
a spread in the odds as Levi (1980, Section 7.3) so
aptly puts it.

Consider a wager on event A with a combined stake
satoddsp:1 —p (0 <p=1). You bet on A by putting
up ps (which is lost in case A fails to occur) with the
prospect of winning (1 — p)s in case A occurs. (These
wagers are a special case of Smith’s bets “on A against
B,” obtained by letting B be the sure event.) Also,
there is the associated wager against A, equivalent
to a bet on 74 at odds of (1 — p) : p, where you place
(1 — p)s on 4, lost in case A occurs, with the prospect
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of winning ps provided A .occurs. Suppose the stake
is in units “linear in utility.” (This is an assump-
tion in the “Dutch Book” arguments of de Finetti
(1975, Sections 3.1.4 and 3.2), Shimony (1955), and
Smith. Specifically, what is needed is that the com-
bination of favorable/indifferent/unfavorable bets is
favorable/indifferent/unfavorable.)

Now imagine you face a choice among three options:

0O, bet on A at odds p:(1 — p),

O, bet on 74 at odds (1 — p):p,
and

O; abstain from betting altogether.

Then, according to the strict Bayesian theory, your
preferences satisfy one of three profiles:

O, > 05 > 0,,

or
0; > 03 > Oy,
or
0, = 0; = 0.

You ought to be content with the life of the gambler.
Regardless of the odds posted, there is no Bayes profile
which corresponds to a strict preference for abstain-
ing. Your “fair” odds, the point at which you are
indifferent among the three options, identifies your
quantitative personal probability. It agrees with your
qualitative probability, a weak order, defined by (1).

Smith’s proposal is that an agent be allowed to
refuse betting either on or against an event without
thereby supposing he is indifferent among the three
options. Smith raises the possibility (outside the strict
Bayesian norms) that, for more than one odds ratio,
the agent chooses to abstain rather than to bet. The
idea here, which has been aired by others before and
since, is a representation of belief by a (convex) set P
of probability functions. (See, for example, Levi (1974)
and Giron and Rios (1980) for related discussion.)

I understand Smith to suggest that the agent bets
on or (exclusively) against A at the posted odds when-
" ever this maximizes expected utility for each proba-
bility in the set P. Otherwise, i.e., when neither bet is
judged advantageous with respect to P, the agent
chooses to abstain. (Smith opts for abstaining also if
the posted odds are “fair.”) This proposal makes Baye-
sian theory the special case when P is a unit set.

Levi (1980, Section 7.3) gives a detailed account of
this interpretation. When the posted odds are “me-
dial,” each of the three options maximizes utility for
some p in P. Then the three options are noncompar-
able in terms of preference, . Levi advocates a lexi-
cographic decision procedure where a consideration of

“security,” e.g., maximin with respect to payoffs, de-
termines which of the preferentially noncomparable
options is (are) admissible. Thus, refusing to bet is
uniquely admissible whenever the posted odds are
“medial” and “security” is assessed by maximizing the
minimum payoff (or by maximizing the minimum
expectation with respect to P). This gives a smooth
reconstruction for Smith’s account of how the gambler
behaves when he holds a spread in his odds.

Here we find a sound, decision theoretic basis for
removing the assumption that (normatively) the pref-
erence relation = is complete. Not surprising, the
qualitative probability relation > based on this modi-
fied preference relation also admits noncomparability.
However, the resulting qualitative relation, A > B, is
not an interval order. Nor is it equivalent to determing
whether the upper probability P*(B) is less than the
lower probability P ,(A).

Here is a simple illustration of that point.

Example 1. Let the agent’s medial odds on B corre-
spond to the set P = (p: .2 < p(B) = .9); hence,
P,(B) = .2 and P*(B) = .9. Let C be a probabilistically
independent event with a determinate probability .5,
i.e., p(C|B) = .5 for each p belonging to P. For
instance, let B be the event “precipitation in Pitts-
burgh on April Fool’s Day, 1986,” and let C be the
event “the next flip of this ‘fair’ coin lands heads-up.”
Define the event A = B U C. Then the agent (strictly)
prefers the lottery L, to the lottery Lg; hence, A > B
according to the definition (1). But P, (A) = .6 and
P*(B) = .9, contrary to the representation (related to
an interval order):

A>B iff p(A) >p(B) + ¢(B),

where p = P, and ¢(B) = [P*(B) — P(B)].

There is more in the Ramsey-de Finetti-Savage
program that is lost under this interesting liberaliza-
tion of strict Bayesian theory. Not only does prefer-
ence admit noncomparability of options, it fails to be
basic binary as well. That is, the preference relation
on a set of options is not defined in terms of the
preference relation on its paired subsets.

Example 2. Let D be an event of maximally indeter-
minate probability, P,(D) = 0 and P*(D) = 1. Con-
sider a choice among these three options: to bet on or
(exclusively) against D at even odds, or to pay an
(insurance) fee of .1 utile to refuse to bet. Although in
any of the three paired comparisons both options are
noncomparable by =, i.e., each maximizes expected
utility for some p in P, in the choice among the three
options the insurance is Z-inadmissible (dispreferred )
since it fails to maximize expected utility for each p
in P.

This phenomenon constitutes a violation of Sen’s
(1977, page 64) Property v. By his Proposition 8 (1977,
page 64), the choice function given by = is not normal
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or, equivalently, = fails to be basic binary. (If we
include Levi’s lexicographic “security” considerations
in determining admissible choices, then the choice
function violates Sen’s (1977, page 64) Property «, as
Example 2 illustrates. With “security,” the insurance
is uniquely admissible in a choice between it and one
of the two bets. But the insurance is inadmissible as
a choice among the three options.)

In Foundations (Section 7.2) Savage uses a group
decision rule that fails to satisfy his P1: the postulate
that preference is a weak order, where an option is
admissible if it maximizes utility for some p in P.
(The set P corresponds to the convex combination of
personal probabilities held by the individuals in the
group.) Again, in Section 13.5, he defends group deci-
sion rules that violate P1. Is it not wise to propose
the same norms in group and in individual choices? I
think so. In that case, we can adopt Savage’s own
reasons to argue for the liberalization of strict Baye-
sian norms proposed by Smith, Levi, et al. But what

Comment

Mervyn Stone

Dr. Fishburn’s review is both authoritative and
timely. It is good to see a paper that dares, in this new
journal, to propagate by style and content the best
Annals tradition—clear exposition and comparison of
important mathematical structures, unclouded by the
polemical discussion that inevitably arises when
mathematical concepts are ultimately related to the
problems of induction and decision.

It will be interesting to see if the present discussants
let him get away with it. They may not—for the simple
reason that there is a sizeable school of “infinitarians”
who will be disposed to sift through Dr. Fishburn’s
fine deposits for items to advance their cause (see
Scozzafava (1984) for examples of the art). For the
purposes of this discussion, an “infinitarian” is one
who will not countenance the restriction to countable
additivity, and is prepared to defend any implications
of this stand, including those that are regarded by
some as manifest counterexamples to the view that
finite additivity rules OK.

Dr. Fishburn raises a polemical little finger, as it
were, when he states that the assumption of monotone

Mervyn Stone is Professor of Statistics, Department of
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is left of Savage’s project to complete the reduction of
quantitative personal probability to choice (without
extraneous notions of probability)? Can the set P be
recovered from choice behavior without the tacit as-
sumption of a utility function as used in the “Dutch
Book” arguments, i.e., without requiring that the con-
junction of favorable gambles be favorable? I believe
that remains an open question.
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continuity is “quite appealing.” It is somewhat para-
doxical that the effect of the monotone continuity
axiom, whose statement involves countable infinities,
is to allow one then to forget about “infinity” as a
point in the sample space, and get on quietly with the
job of using infinity, in the sample space as a whole,
as a framework for useful approximation of necessarily
finite, practical induction and decision. In contrast,
the axioms for merely finite additivity do not explicitly
involve infinity, but have unresolved problems of in-
finity that ought, I think, to disturb the practical
inferencer or decision-maker who adopts a finitely
additive P of the type in question.
One widely considered example has

S={x0):x=1,2,3,..., 0=0,1}
with
PO =0)= PO =1) =%,
PX=x]0=0)=2"*"

Note the missing probability /4 in the countable union

of (x,1),x=1,2,3,....Formally, Pis “nonconglom-

erable in the x margin.” The setup implies

(1) P(X>12)> Vs
PO=1|X>12)/PO=0|X>12)>1000 ).



