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It is shown that certain conditional distributions, obtained by conditioning on a sufficient statistic, can be used to transform a set of random variables into a smaller set of random variables that are identically and independently distributed with uniform distributions on the interval from zero to one. This result is then used to construct distribution-free tests of fit for composite goodness-of-fit problems. In particular, distribution-free chi-square goodness-of-fit tests are obtained for univariate normal, exponential, and normal linear regression model families of distributions.

1. Introduction and summary. Let $X_1, \ldots, X_n$ denote a set of independent random variables that are identically distributed with distribution $P$, and corresponding distribution function $F$, which is a member of a class $\mathcal{P}$ of univariate distributions with absolutely continuous distribution functions. In Section 2 we establish results which show how, in some cases, certain conditional distributions obtained by conditioning on sufficient statistics can be used to transform the sample into a set of independently and identically distributed uniform random variables on the interval $(0, 1)$-i.i.d. $U(0, 1)$.

In Section 3 we use the foregoing results to construct chi-square type distribution-free tests of fit for composite problems. In Section 4 we consider some particular examples and set out the details of the tests. In particular, we consider tests for the two-parameter univariate normal family, the scale parameter exponential family, and the standard univariate normal regression model. In Section 5 we consider generalizations to multivariate distributions, and in Section 6 give a brief discussion of the foregoing results.

The major theorem of Section 2 relies upon the multivariate probability integral transformation of Rosenblatt [11]. Lilliefors [8], [9] has proposed a Kolmogorov-Smirnov type statistic for testing composite null hypothesis classes that can be characterized by location and scale parameters; that the statistic is distribution-free follows from results of David and Johnson [4]. He also simulated the distribution of this statistic for normal and exponential classes. Watson
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has shown how to construct a chi-square type statistic which is asymptotically distribution-free. There is a rather large literature on minimum variance unbiased estimation which is of general relevance here. We shall make specific reference to papers by Lieberman and Resnikoff [7], Ghurye and Olkin [5], and Sathe and Varde [12].

2. The conditional probability integral transformation (CPIT). Let $(R^s, \mathcal{B}^s, P^s)$ denote the probability space of the independent sample $X_1, \ldots, X_n$ from the Borel parent space $(R, \mathcal{B}, \mathcal{P})$. Let $X_i: R^s \rightarrow R$ denote the $i$th projection of $R^s$ and denote by $\sigma(X_i)$ the sub $\sigma$-algebra of $\mathcal{B}^s$ induced by $X_i$; $i = 1, \ldots, n$.

Let $T_n: R^s \rightarrow R^s(k_n \in \{1, \ldots, n\})$ be a sufficient statistic for $\mathcal{P}$, and denote by $\tilde{F}_n(x_1, \ldots, x_n)$ the Rao–Blackwell distribution function estimator:

$$E[I_{\{X_1 \leq x_1, \ldots, X_n \leq x_n\}} | T_n], \quad \alpha \in \{1, \ldots, n\},$$

where here $I$ denotes the indicator function, i.e., $I_A$ is one when $(X_1, \ldots, X_n) \in A$ for $A \in \mathcal{B}^n$, and is otherwise zero.

**Theorem 2.1.** If $\tilde{F}_n(x)$ is absolutely continuous a.s., then the rv $\tilde{F}_n(X_i)$ is uniformly on the unit interval for $i = 1, \ldots, n$.

**Proof.** For a given $T_n = t$, $\tilde{F}_n(x_i)$ is the conditional distribution of $X_i$ given $T_n$ evaluated at $t$, which is absolutely continuous (except for a set of $t$ values of zero probability). Therefore

$$P(\tilde{F}_n(X_i) \leq y | T_n = t) = y \quad \text{a.s.}$$

by the probability integral transformation theorem. Observe that this conditional distribution does not depend on $t$ a.s. The result follows.

In the sequel it will be assumed that $T_n$ is symmetric in $X_1, \ldots, X_n$. Thus the ordering of the observations is immaterial in the next definition.

**Definition 2.1.** The maximum value of $\alpha = 1, \ldots, n$ for which $\tilde{F}_n(x_1, \ldots, x_n)$ is absolutely continuous a.e. $\mathcal{P}$ will be called the absolute continuity rank of $\mathcal{P}$Re $T_n$ a.c.r. $\mathcal{P}$Re $T_n$.

**Theorem 2.2.** The absolute continuity rank of $\mathcal{P}$Re the minimal sufficient statistic $Z_n$ is not less than that given any sufficient statistic $T_n$.

**Proof.** Seheult and Quesenberry [13] have shown, essentially, that a necessary and sufficient condition for the existence of an unbiased $\sigma(T_n)$ measurable estimator $\hat{f}(x_1, \ldots, x_n)$ of the density function of $(X_1, \ldots, X_n)$ is that $\hat{F}_n(x_1, \ldots, x_n)$ be absolutely continuous. But then the conditional expectation of $\tilde{f}(x_1, \ldots, x_n)$ can be taken given $Z_n$ and an unbiased $\sigma(Z_n)$ measurable estimator of the density results. Therefore, $\tilde{F}_n(x_1, \ldots, x_n)$ obtained from $Z_n$ is absolutely continuous.

In view of Theorem 2.2, we shall call the a.c.r. $\mathcal{P}$Re $Z_n$, the minimal sufficient statistic, simply the a.c.r. $\mathcal{P}$. The quantity a.c.r. $\mathcal{P}$ is, in general, a function of $n$. For many families $\mathcal{P}$ it is of the form $n - c$, for $c$ a fixed integer. This is the case if $Z_n$ is a vector with $c$ components for an exponential class $\mathcal{P}$ of
continuous distributions. If the class \( \mathcal{P} \) is not dominated by Lebesgue measure, then the a.c.r. \( \mathcal{P} \) is zero for all sample sizes (making the convention that for \( \alpha = 0 \), \( E[I_{\{x_1 \leq x_1 \ldots, x_n \leq x_n\}} | T_n] \) is an absolutely continuous df).

Next, let \( \hat{F}_n(x_j | x_1, \ldots, x_{j-1}) \) be given by:

\[
\hat{F}_n(x_j | x_1, \ldots, x_{j-1}) = E(I_{\{x_j \leq x_j\}} | T_n = t) \mid X_i = x_i, \ldots, X_{j-1} = x_{j-1}
\]

We shall use \( T \) in place of \( T_n \) in the next lemma and proof.

**Lemma 2.1.** \( \hat{F}_n(x_j | x_1, \ldots, x_{j-1}) \)

\[
= E(I_{\{x_j \leq x_j\}} | T = t, X_i = x_i, \ldots, X_{j-1} = x_{j-1}) \quad \text{a.s.}
\]

**Proof.** We will show only for \( j = 2 \). The general case is done similarly. Denote by \( \check{F}(x_1) \) the marginal df of \( \hat{F}(x_1, x_2) \) computed for each \( T = t \), i.e.,

\[
\check{F}(x_1) = \lim_{x_2 \to 0^+} \hat{F}(x_1, x_2) = \lim_{x_2 \to 0^+} E(I_{\{x_1 \leq x_1, x_2 \leq x_2\}} | T).
\]

By the monotone convergence theorem for conditional expectations the last term in the above expression is equal to \( E(I_{\{x_1 \leq x_2\}} | T) \) a.s.

Therefore, \( \check{F}(x_1) = E(I_{\{x_1 \leq x_2\}} | T) \) a.s. From its definition, for each value of \( T \), \( \check{F}(x_2 | x_1) \) obeys the relationship:

\[
(2.1) \quad \hat{F}(x_1, x_2) = \int_{x_2}^{x_2} \hat{F}(x_1 | u) \, d\check{F}(u) \quad \text{a.s.}
\]

Now, \( \check{F}(x_1, x_2) \), being a conditional expectation, must obey, for every \( B_T \in \sigma(T) \), the relationship:

\[
(2.2) \quad \int_{B_T} \check{F}(x_1, x_2) \, dP_T = P([X_1 \leq x_1, X_2 \leq x_2] B_T).
\]

Also, \( E(I_{\{x_1 \leq x_2\}} | T, X_1) \) obeys, for every \( B_T \in \sigma(T) \),

\[
(2.3) \quad \int_{B_T} \int_{x_2}^{x_2} E(I_{\{x_2 \leq x_2\}} | T, X_1) \, dP_T, x_1 = P([X_1 \leq x_1, X_2 \leq x_2] B_T).
\]

From (2.1), (2.2), (2.3), and the fact that \( dP_{T,x_1} = dP_{x_1} dP_T \), where \( P_{x_1}(\cdot, -\infty, u) = \check{F}(u) \); we have it that for every \( B_T \in \sigma(T) \), and any \( x_1 \in \mathbb{R} \),

\[
\int_{B_T} \int_{x_2}^{x_2} \hat{F}(x_1 | u) \, dP_{x_1} dP_T = \int_{B_T} \int_{x_2}^{x_2} E(I_{\{x_2 \leq x_2\}} | T, X_1 = u) \, dP_{x_1} dP_T,
\]

therefore

\[
\hat{F}(x_1 | x_1) = E(I_{\{x_1 \leq x_2\}} | T, X_1 = x_1) \quad \text{a.s.}
\]

**Theorem 2.3.** If the a.c.r. \( \mathcal{P} \) \( \Re T_n \) is \( \alpha(> 0) \), then

\[
\hat{F}_n(X_1), \hat{F}_n(X_1 | X_1), \ldots, \hat{F}_n(X_n | X_1, \ldots, X_{n-1})
\]

are i.i.d. \( U(0, 1) \).

**Proof.** By hypothesis, \( \hat{F}_n(x_1, \ldots, x_n) \) is an absolutely continuous distribution function a.s. The result follows by applying the multivariate probability integral transformation given by Rosenblatt [12].

**Definition 2.2.** The sequence of statistics \( (T_n)_{n \geq 1} \) is said to be *doubly transitive* if for each \( n \geq 1 \), \( \sigma(T_n, X_{n+1}) = \sigma(T_{n+1}, X_{n+1}) \).

Berk [2] and Bahadur [1] have considered transitive sequences. When the
sequence \((T_n)_{n \geq 1}\) is doubly transitive the transformations in Theorem 2.3 can be simplified.

**Theorem 2.4.** If the a.c.r. \(\mathcal{C} \text{Re } T_n\) is \(\alpha(>0)\) and \((T_n)_{n \geq 1}\) is doubly transitive, then

\[
\begin{align*}
\tilde{F}_n(x_{n-1} | x_n) &= \tilde{F}_{n-1}(x_{n-1}) \quad \text{a.s.} \\
\tilde{F}_n(x_{n-2} | x_n, x_{n-1}) &= \tilde{F}_{n-2}(x_{n-2}) \quad \text{a.s.} \\
& \vdots \\
\tilde{F}_n(x_{n-a} | x_n, \ldots, x_{n-a+1}) &= \tilde{F}_{n-a}(x_{n-a}) \quad \text{a.s.}
\end{align*}
\]

**Proof.** By Lemma 2.1

\[
\tilde{F}_j(x_j | x_n, \ldots, x_{j+1}) = E(I_{\{x_j \leq x_j\}} | T_n, X_n = x_n, \ldots, X_{j+1} = x_{j+1}) \quad \text{a.s.}
\]

for \(j = n - \alpha + 1, \ldots, n\). Since \(X_j\) is independent of \(X_{j+1}, \ldots, X_n\) and double transitivity of \((T_n)_{n \geq 1}\) means that \(\sigma(T_n, X_n) = \sigma(T_{n-1}, X_n)\), it follows that the r.h.s. of the last equation is equal to

\[
E(I_{\{x_j \leq x_j\}} | T_n) = \tilde{F}_j(x_j) \quad \text{a.s.}
\]

for \(j = n - \alpha + 1, \ldots, n\).

**Corollary 2.1.** If the a.c.r. \(\mathcal{C} \text{Re } T_n\) is \(\alpha(>0)\) and \((T_n)_{n \geq 1}\) is doubly transitive then

\[
\tilde{F}_{n-a+1}(X_{n-a+1}), \ldots, \tilde{F}_n(X_n)
\]

is a set of \(\alpha\) i.i.d. \(U(0, 1)\) rv's.

From Theorem 2.2 it follows that the maximum number of i.i.d. \(U(0, 1)\) rv's is obtained in Corollary 2.1 when \(T_n\) is the minimal sufficient statistic.

The approach of this section can be used to transform a set \(X_1, \ldots, X_n\) of rv's when the assumptions of identical distributions and independence of components is not fulfilled. The following theorem clearly holds.

**Theorem 2.5.** For any set \(X_1, \ldots, X_n\) of real-valued rv's, if \(\tilde{F}_n(x_1, \ldots, x_n)\) is the df corresponding to a Rao–Blackwell estimating distribution \(\tilde{P}_n\) that is dominated by \(\lambda^n\) (\(\alpha\)-dimensional Lebesgue measure) for \(\alpha > 0\), then the \(\alpha\) rv's

\[
\tilde{F}_n(X_1), \tilde{F}_n(X_2 | X_1), \ldots, \tilde{F}_n(X_n | X, \ldots, X_{n-1})
\]

are i.i.d. \(U(0, 1)\).

In many cases when some of the conditions of identical distributions, independence, transitivity, etc., are satisfied it is possible to write particularized versions of Theorem 2.5 which may be more useful or convenient. In Example 4.3 we shall use a version for which the identical distributions condition is not satisfied.

3. **Distribution-free chi-square goodness-of-fit tests for composite hypotheses.** In this section the results of Section 2 are applied to obtain tests for hypotheses of
the form \( H : P \in \mathcal{P} \) vs. \( K : P \notin \mathcal{P} \). The general strategy is to apply either Theorem 2.3 or Corollary 2.1 to obtain a set of i.i.d. \( U(0, 1) \) rv’s under \( H \). Under \( K \) this set of rv’s will, in general, not be i.i.d. \( U(0, 1) \). Any statistic which measures distance from uniformity in the transformed sample can be used as a test statistic. If a Kolmogorov–Smirnov statistic is used for the \( \alpha \) transformed rv’s, its distribution will be distribution-free (i.e., the same for any \( P \in \mathcal{P} \)); and, moreover, will be that given by Birnbaum [3].

If a chi-square type test statistic is considered, the statistic has an exact \( X^2 \) distribution (see (3.4) below), and, moreover, a significant additional advantage is that it turns out that the test statistic can be identified with a chi-square type statistic computed from the beginning sample, i.e., without actually performing the transformations. In the sequel it will be assumed that \( T_n \) is the minimal sufficient statistic. If any other sufficient statistic is used the result will sometimes be to waste some observations.

**Theorem 3.1.** Let the a.c.r. \( \mathcal{P} \) be \( \alpha(> 0) \), and let \( p_1, \ldots, p_k \) be fixed positive numbers with \( p_1 + \cdots + p_k = 1 \). Then there exists a random partitions of \( R \):

\[
(3.1) \quad \left\{ (\hat{C}_{(i-1)j}, \hat{C}_{ij}) \right\}_{i=1}^k, \quad \text{where} \quad -\infty = \hat{C}_{0j} < \hat{C}_{1j} < \cdots < \hat{C}_{kj} = +\infty,
\]

such that for \( j = n - \alpha + 1, \ldots, n \) the random vector \((N_1, N_2, \ldots, N_k)\) defined by

\[
N_i = \sum_{j=n-\alpha+1}^n I(\hat{C}_{(i-1)j} < X_j \leq \hat{C}_{ij}), \quad i = 1, \ldots, k
\]

has a multinomial distribution with probability parameters \( p_1, \ldots, p_k \); \( \sum_{i=1}^k N_i = \alpha \).

**Proof.** Apply Theorem 2.3, taking the transformations in reverse order. For each \( j = n - \alpha + 1, \ldots, n \) let \( Y_j = \hat{F}_n(X_j | X_{n}, \ldots, X_{j+1}) \), and define \( \hat{C}_{ij} \) by:

\[
(3.2) \quad \hat{F}_n(\hat{C}_{ij} | X_n, \ldots, X_{j+1}) = \sum_{j=1}^i p_j; \quad i = 1, \ldots, k - 1.
\]

Then

\[
(3.3) \quad (\sum_{j=1}^i p_j < Y_j \leq \sum_{j=1}^i p_j) \quad \text{iff} \quad (\hat{C}_{(i-1)} < X_j \leq \hat{C}_{ij}).
\]

The result follows since \( Y_{n-\alpha+1}, \ldots, Y_n \) are i.i.d. \( U(0, 1) \).

If we put

\[
(3.4) \quad X^2 = \sum_{i=1}^k (N_i - \alpha p_i)^2/\alpha p_i,
\]

then this has the distribution of the \( X^2 \) statistic often used for testing simple hypotheses.

**Corollary 3.1.** If the minimal sufficient statistic in Theorem 3.1 is doubly transitive, then the \( X^2 \) statistic of (3.4) converges in distribution to a \( \chi^2(k - 1) \) rv as \( n \to \infty \).

We advocate choosing \( p_1 = \cdots = p_k = 1/k \) as has been proposed for the simple problem by Mann and Wald [10], and more recently by Good, et al. [6],
so that
\begin{equation}
X^2 = (k/\alpha) \sum_{i=1}^{k} N_i^2 - \alpha.
\end{equation}

Tables that are useful here have been given by Good, et al. [6], and by Zahn
and Roberts [16].

4. Examples. The results of the foregoing sections will here be applied to
some problems of practical importance.

Example 4.1. Test of normality. Let \( \mathcal{N} \) be the class of univariate normal
distributions with unknown parameters \( \mu \) and \( \sigma^2 \). The minimal sufficient statistic
is
\[ T_n = (\bar{X}_n, S_n^2) = (\sum_i X_i/n, \sum_i (X_i - \bar{X}_n)^2/n), \]
and is clearly doubly transitive. By Theorem 2.4 we can use the functions \( \tilde{F}_r(x) \) to construct the \( \tilde{C}_{ij} \)’s of Theorem
3.1. The estimator \( \tilde{F}_r(z) \) is given (cf. Lieberman and Resnikoff [7]) for \( r > 2 \) by:
\[ \tilde{F}_r(z) = \begin{cases} 0, & \text{if } z - \bar{X}_n < -(r - 1)S_n, \\ 1, & \text{if } (r - 1)S_n < z - \bar{X}_n, \\ \mathcal{G}_{(r-2)}(z - \bar{X}_n)/[(r-1)S_n^2 - (z - \bar{X}_n)^2], & \text{elsewhere,} \end{cases} \]

where \( \mathcal{G}_{(r-2)} \) is the Student-\( t \) distribution with \( r - 2 \) df. For \( r = 1, 2, \tilde{F}_r(z) \) is not
continuous.

Since \( \tilde{F}_r(z) \) is absolutely continuous for \( r \geq 3 \), then for \( j = n - \alpha + 1, \ldots, n \),
using the double transitivity property, the transformation for \( x_j \) is given by
\( \tilde{F}_j(x_j) \). Thus, \( \alpha = n - 2 \).

Let \( t(ij/k, j - 2) \) be the \( (ij/k) \)th quantile of a Student-\( t \) distribution with \( j - 2 \)
df; \( j = 3, \ldots, n \). Obviously, this selection is for equiprobable cells.

The estimated quantiles \( \tilde{C}_{ij}, i = 1, \ldots, k - 1, \) for the \( j \)th variable are given by
the solutions to the equations:
\[ (j - 2)\mathcal{G}_{(j-2)}(\bar{X}_j)/[(j-1)S_j^2 - (\bar{X}_j)^2] = t(ij/k, j - 2), \]
which gives:
\begin{equation}
\tilde{C}_{ij} = \frac{(j - 1)/((j - 2)\mathcal{G}(i/k, j - 2)S_j^2)}{(1 + r^2(i/k, j - 2)/(j - 2))^2} + \bar{X}_j.
\end{equation}

Note the sequential nature of the computational procedure, that \( \bar{X}_n, S_n^2 \) are
computed first, then \( \bar{X}_n, S_n^2 \), etc.; and, also, if the cells are computed for a sample
size \( n_0 \), and additional observations are then obtained, the formulas for the first
cells are unaltered.

The case of testing normality when \( \sigma^2 \) is known can be obtained in a
straightforward manner. The expression for \( \tilde{F}_r(z) \) in this case is the df of a
\( \mathcal{N}(\bar{X}_n, ((r - 1)/r)\sigma^2) \) distribution.

Example 4.2. Test of exponentiality. It is desired to test the composite null
hypothesis that the parent has density \( \lambda e^{-\lambda t}, \lambda > 0 \). The sample mean \( \bar{X}_n \) is the
minimal sufficient statistic and is clearly doubly transitive. The Rao–Blackwell
estimating distribution function is:
\[ \tilde{F}_r(z) = 1 - [1 - zI_{[0,r\bar{X}_n]}(z)/(r\bar{X}_n)] + I_{[r\bar{X}_n,\infty]}(z). \]
The absolute continuity rank is thus \( n - 1 \) and in this case no tables are needed to select the estimated quantiles, \( \hat{C}_{ij}, i = 1, \ldots, k - 1; j = 2, \ldots, n \).

The \( \hat{C}_{ij} \) are obtained by solving:

\[
1 - \left[ 1 - \hat{C}_{ij}/(jX_j) \right]^{i-1} = i/k
\]

which yields:

\[
\hat{C}_{ij} = \left[ 1 - \left( 1 - \frac{i}{k} \right)^{1/(j-1)} \right] jX_j.
\]

(4.2)

Following the same steps as in the above examples, the random selection of cells can be easily obtained for the following cases given by Sathe and Varde [12]:

Incomplete Gamma; \[
\frac{\theta^{-p}}{\Gamma(p)} e^{-z/\theta} z^{p-1} \quad \text{for} \quad p \text{ known.}
\]

Weibull; \[
(p/\theta) z^{p-1} e^{-z/\theta}, \quad p \text{ known.}
\]

In both cases, the absolute continuity rank is \( n - 1 \), and in both cases, also, the corresponding minimal sufficient statistic is doubly transitive.

**Example 4.3. Testing the fit of a normal regression model.** For \( y_n' = (y_1, \ldots, y_n) \) a vector rv consider testing the hypothesis:

\[
H : y_n \sim N(X_n \beta, \sigma^2 I),
\]

where \( X_n \) is some \( n \times p \) matrix \( (n > p) \) of full rank, and \( (\beta, \sigma^2) \) are \( p + 1 \) unknown parameters. This is the well-known univariate multiple regression model. In this section, a test is given for testing the hypothesis (4.3).

For the family \( N(X_n \beta, \sigma^2 I) \), clearly \( (y_n', X_n'y_n, X_n'y_n) \) is the minimal sufficient statistic, and is equivalent to the statistic

\[
(X_n'y_n, y_n'(I - X_n(X_n'X_n)^{-1}X_n')y_n).
\]

Since the family is defined with the knowledge of \( X_n \), then for \( x_i' \) the \( i \)th row of \( X_n \), the statistic \( (y_i'y_i, X_i'y_i, y_{i+1}) \) is known iff \( (y_{i+1}'y_{i+1}, X_{i+1}'X_{i+1}, y_{i+1}) \) is known, which shows that the minimal sufficient statistic is doubly transitive.

Ghurye and Olkin ([5], page 1268, 4.2) give the MVUE of a related density which in the particular case considered here can be written as in the following. The conditional density of \( y_n \) given \( t_n = X_n'y_n \) and \( S_n^2 = y_n'(I - X_n(X_n'X_n)^{-1}X_n')y_n \), exists iff \( X_{n-1} \) is of full rank, and in this case it is given by the expression:

\[
\frac{S_n^{-(n-p-2)}}{\hat{\beta}(\frac{1}{2}, (n - p - 1)/2)} \left( 1 - x_n'(X_n'X_n)^{-1}x_n \right)^{-\frac{1}{2}} \times \left\{ \Psi \left[ \frac{S_n^2 - (y_n - x_n'(X_n'X_n)^{-1}t_n)^2}{(1 - x_n'(X_n'X_n)^{-1}x_n)} \right] \right\}^{(n-p-3)/2},
\]

where \( \Psi(z) = z \) if \( z > 0 \), and is otherwise zero. Therefore, for \( j = p + 2, \ldots, n \), the conditional density of \( y_j \) given \( t_j = X_j'y_j \), and \( S_j^2 = y_j'(I - X_j(X_j'X_j)^{-1}X_j')y_j \) exists if the first \( p + 1 \) rows of the matrix \( X_n \) form a full rank matrix. It is assumed that this is the case. This result enables the writing of the conditional
distribution function of $y_j$ given $t_j$ and $S_j^2$ as a Student-$t$ distribution function with $j - p - 1$ degrees freedom evaluated at:

$$U_j = \frac{(j - p - 1)^{\frac{1}{2}}(y_j - x_j'(X_j'X_j)^{-1}t_j)}{[(1 - x_j'(X_j'X_j)^{-1}x_j)S_j^2 - (y_j - x_j'(X_j'X_j)^{-1}t_j)^2]^{\frac{1}{2}}}.$$

Under the assumption that the ordering of the observations is given as above, then the conditional distribution of the $j$th observation ($j = p + 2, \ldots, n$) given $S_j^2$ and $t_j$ is $G_{j-p-1}(U_j)$, for $U_j \in (-\infty, \infty)$, or, equivalently, for

$$|y_j - x_j'(X_j'X_j)^{-1}t_j| < [(1 - x_j'(X_j'X_j)^{-1}x_j)S_j^2]^\frac{1}{2}.$$

The formulas for the quantiles $C_{ij}$ (for $k$ equiprobable cells); $i = 1, \ldots, k - 1; j = p + 2, \ldots, n$; are given by

$$C_{ij} = \frac{|S_j^2(1 - x_j'(X_j'X_j)^{-1}x_j)(j - p - 1)|^{1/2}((j - p - 1) + x_j'(X_j'X_j)^{-1}t_j)}{[1 + \rho(i/k, j - p - 1)/(j - p - 1)]^{1/2}},$$

which clearly particularizes to the formulas given for the normal distribution of Example 1 by putting $p = 1$. See the remark at the end of Section 2.

5. Multivariate classes. The results obtained in earlier sections generalize to multivariate distributions in a natural manner. Indeed, this is a major appeal of the approach used in this paper.

Let $X_{i1}, \ldots, X_{in}$ denote an independent sample of $k$-component vectors distributed according to $p \in \mathcal{P}$, and assume that the absolute continuity rank of $\mathcal{P}$ (here absolute continuity refers to domination by $\lambda^k$) is $\alpha (\geq 0)$. We can then obtain immediately multivariate analogues of Theorems 2.1, 2.3, 2.4, 2.5 and Corollary 2.1. The following generalizes Corollary 2.1 which is the most easily used in practice.

**Theorem 5.1.** If the above assumptions are met, and if the minimal sufficient statistic is doubly transitive, then the $k \cdot \alpha$ rv's

$$\tilde{F}_j(X_{ij} | X_{ij+1}, \ldots, X_{i(n-1)j}), \quad i = 1, \ldots, k; j = n - \alpha + 1, \ldots, n;$$

are i.i.d. $U(0, 1)$, where $\tilde{F}_j(X_{ij} | x_{ij}, \ldots, x_{i(n-1)j})$ denotes the df of the conditional distribution of $X_{ij}$ obtained from the distribution with df $\tilde{F}_j(x_j)$ for fixed $X_{ij} = x_{ij}, \ldots, X_{i(n-1)j} = x_{i(n-1)j}$.

**Proof.** Consider $\tilde{F}_n(x_{n-\alpha+1}, \ldots, x_n)$, and note that for $j = n - \alpha + 1, \ldots, n$:

$$\tilde{F}_n(x_j | x_n, \ldots, x_{j+1}) = \tilde{F}_j(x_j) \quad \text{a.s.},$$

which is the df of a distribution dominated by $\lambda^k$. Therefore each of these can be conditioned using the multivariate probability integral transformation to establish the theorem.

We give one example to illustrate this theorem.

**Example 5.1.** Let $X_1, \ldots, X_n$ be a sample from the $k$-variate normal family $N(\mu, V)$ where $V$ is known. The minimal sufficient statistic is the vector of
sample means \( \tilde{X}_s \), which is clearly doubly transitive. Ghurye and Olkin [5] give the conditional distribution of any one term in the sample given \( \tilde{X}_s \), which distribution is \( N(\tilde{X}_s, (1 - 1/n)V) \). The absolute continuity rank of the family is \( n - 1 \). For \( j = 2, \ldots, n \) arbitrary, consider the sample mean \( \bar{X}_j \) computed from the first \( j \) observations, and let \( x_{ij}' = (x_{ij}, \ldots, x_{kj}) \) denote the \( j \)th observation vector.

From the conditional distribution \( F_j(x_j) \), which is the distribution \( N(\bar{X}_j, (1 - 1/j)V) \), evaluated at \( x_j \), the \( k \) conditional distributions

\[
F_j(x_{ij}), F_j(x_{ij} | x_{ij}), F_j(x_{ij} | x_{ij}, \ldots, x_{i(s-1)j})
\]

are obtained in the following manner.

For any \( s = 2, \ldots, k \), let \( \sigma^2_s \) be the \( s \)th diagonal element of \( V \); \( V_{s-1} \) be the sub-matrix of \( V \) obtained by considering the first \((s - 1)\) rows and columns, and let \( v_{s-1} \) be the vector for which the following relation holds:

\[
V_s = \begin{bmatrix}
V_{s-1} & v_{s-1} \\
v_{s-1}^T & \sigma^2_s
\end{bmatrix}.
\]

Let \( \tilde{X}_j' = (\tilde{X}_{i1}, \ldots, \tilde{X}_{ik}) \); and then \( F_j(x_{ij}) \) is that of a \( N(\tilde{X}_{ij}, (1 - 1/j)\sigma^2) \) distribution evaluated at \( x_{ij} \); and for \( s = 2, \ldots, k \), \( F_j(x_{ij} | x_{ij}, \ldots, x_{s-1} | x_{i(s-1)j}) \) is the df of a \( N(\bar{X}_{ij}, (1 - 1/j)\sigma^2) \) distribution, where

\[
\bar{X}_{ij} = \tilde{X}_{ij} + v_{s-1} V_{s-1}^{-1} ((x_{ij}, \ldots, x_{s-1} | x_{i(s-1)j})' - (\tilde{X}_{ij}, \ldots, \tilde{X}_{i(s-1)j})'),
\]

and

\[
\sigma^2 = \sigma^2 - v_{s-1} V_{s-1}^{-1} v_{s-1}.
\]

These are the usual conditional means and variances.

If sufficiently accurate tables are available, the transformations can be carried out, obtaining \((n - 1) \cdot k\) independent and uniformly distributed random variables in \((0, 1)\). If a chi-square test statistic is to be used, the use of only some prescribed percentiles of the normal tables will be needed. In this latter case, suppose \( M \) cells are to be selected with equal probability. The expression for each of the \((n - 1) \cdot k \cdot (M - 1)\) percentile estimators is given by:

\[
\hat{C}_{ij} = (1 - 1/j) \sigma^2_{i1,\ldots,s-1} z_i + \hat{\rho}_{sj};
\]

where \( z_i \) is the \((ij/m)\)th percentile of a \( N(0, 1) \) distribution, \( i = 1, \ldots, M - 1; j = 2, \ldots, n \) and \( s = 1, \ldots, k \).

6. Remark. In applying the tests of the foregoing sections caution must be exercised to insure that the observations are not systematically ordered; otherwise the distribution theory may be disturbed, in that, in general, a different set of values of the transformed observations will be obtained for different permutations of the observations; and, therefore, different values for the test statistic. This does not, however, in any way affect the validity of the tests set forth here.

Finally, we would like to point out that the general approach to composite
testing problems set out here constitutes an attractive alternative approach to
presently used methods, particularly to likelihood ratio procedures.
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