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Consider estimating a functional \( T(F) \) of an unknown distribution \( F \in \mathbf{F} \) from data \( X_1, \ldots, X_n \) i.i.d. \( F \). Let \( \omega(\varepsilon) \) denote the modulus of continuity of the functional \( T \) over \( \mathbf{F} \), computed with respect to Hellinger distance. For well-behaved loss functions \( l(t) \), we show that \( \inf_T \sup_{E_F} E_F l(T_n - T(F)) \) is equivalent to \( l(\omega(n^{-1/2})) \) within constants, whenever \( T \) is linear and \( \mathbf{F} \) is convex. The same conclusion holds in three nonlinear cases: estimating the rate of decay of a density, estimating the mode and robust nonparametric regression.

We study the difficulty of testing between the composite, infinite-dimensional hypotheses \( H_0: T(F) \leq t \) and \( H_1: T(F) \geq t + \delta \). Our results hold, in the cases studied, because the difficulty of the full infinite-dimensional composite testing problem is comparable to the difficulty of the hardest simple two-point testing subproblem.

1. Introduction. Let \( T(F) \) be a functional of an unknown distribution \( F \) and let \( X_1, \ldots, X_n \) be i.i.d. \( F \). As in Donoho and Liu (1987, 1988) (hereafter [GR I] and [GR III]), we are interested in estimating \( T(F) \). For example, \( T(F) \) might be the linear functional \( f(0) \), the density of \( F \) at zero, or the nonlinear functional \( Jf^2 \), the squared \( L_2 \)-norm of the density \( f \). Such functionals arise in nonparametric estimation and have the general property that they cannot usually be estimated at a root-\( n \) rate. In fact if all that is known is that \( F \in \mathbf{F} \), where \( \mathbf{F} \) is a given class of smooth densities, it may turn out that no estimator \( T_n = T_n(X_1, \ldots, X_n) \) can converge to \( T(F) \) at rate faster than \( n^{-r/2} \) for some \( r < 1 \).

In [GR I], this phenomenon was discussed and a new way of establishing it was introduced. Given the modulus of continuity of \( T \) over the class \( \mathbf{F} \) with respect to Hellinger distance.

\[
\omega(\varepsilon) = \sup \{ |T(F_1) - T(F_0)| : H(F_1, F_0) \leq \varepsilon, F_i \in \mathbf{F} \},
\]

it was shown that no estimator can converge to \( T(F) \) faster than \( \omega(n^{-1/2}) \) uniformly over \( \mathbf{F} \). This bound is valid for all functionals and it was shown in [GR I] that the bound is at least as strong as rate bounds due to Farrell, Stone and Has'minskii.
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In this paper we discuss the attainability of this bound as regards rate. Since the \( \omega(n^{-1/2}) \) bound subsumes several existing nonparametric, parametric and semiparametric bounds, we know, of course, from the extensive work on nonparametrics [e.g., Farrell (1972), Wahba (1975), Stone (1980), etc.] that the bound is often attainable. We show in this paper that for linear functionals, the rate is attainable in great generality.

**Some terminology.** The loss function \( l(t) \) is well-behaved if it is a symmetric increasing function of \(|t|\) and if \( l(\frac{3}{2}t) \leq at(t) \) for all \( t \). Thus \( t^2 \) and \(|t|\) are well-behaved, with \( a = \frac{9}{4} \) and \( a = \frac{3}{2} \), respectively. We write \( f(n) \asymp g(n) \) if the ratio of the two terms is bounded away from zero and infinity as \( n \to \infty \). Combining Theorems 2.1, 2.4 and 3.1, we get:

**Corollary.** Let \( T \) be linear and \( F \) be convex. If \( T \) is bounded on \( F \), so that
\[
\sup_{F \in F} |T(F)| < \infty,
\]
and if \( \omega(\epsilon) \) is Hölderian with exponent \( r \), so that
\[
\omega(\epsilon) = C\epsilon^r + o(\epsilon^r),
\]
then the optimal rate of convergence is \( \omega(n^{-1/2}) \):
\[
\inf_{T_n} \sup_{F \in F} E_F l(T_n - T) \asymp l(\omega(n^{-1/2}))
\]
for any well-behaved loss function \( l \).

Thus, for linear functionals—the density at a point, the derivative of a density at a point, the density of a convolution factor at a point—the optimal rate of convergence is \( r/2 \), where \( r \) is the exponent in the modulus of continuity. In short, the rate of convergence (a statistical quantity) is determined by the modulus of continuity—a quantity deriving from the geometry of the graph of \( T \) over the regularity class \( F \).

We establish this result by directing attention away from the modulus of continuity and focusing instead on (another) new bound on the rate of convergence. In Section 2 we derive a new bound from a measure of the difficulty of testing the composite hypothesis \( H_0: T(F) \leq t \) against the composite hypothesis \( H_1: T(F) \geq t + \Delta \). While in general, this new bound is much more difficult to compute than the modulus bound, it appears to be the right thing to be computed. Indeed, under a certain hypothesis on the asymptotic behavior of the new bound [see (2.9)], it is always attainable to within constant factors, whatever be the functional, linear or nonlinear. This is, to our knowledge, the first lower bound on estimation of general functionals which comes equipped with a (near-) attainability result.

In Section 3, we show that, in the linear \( T \), convex \( F \) case, the modulus bound and the new bound agree to within constants. When the modulus is Hölderian, the hypothesis (2.9) holds and so the attainability of the new bound to within constants implies that of the modulus bound to within constants.
In Section 4, we show that the modulus bound and the new bound are equivalent if and only if a certain minimax identity holds, at least approximately. That is, the testing difficulty of the hardest simple subproblem $H_0: F_0$ versus $H_1: F_1$, with $T(F_0) \leq t$ and $T(F_1) \geq t + \Delta$, should be roughly the same as the difficulty of the full composite problem $H_0: T(F) \leq t$ versus $H_1: T(F) \geq t + \Delta$. Thus, the modulus bound works in the case of $T$ linear, $F$ convex, because the difficulty of the hardest 2-point subproblem is comparable to the difficulty of the full problem.

In Section 5 we discuss some examples of nonlinear functionals. The first is the rate of tail decay [Du Mouchel (1983), Hall and Welsh (1984)]. For this functional, the minimax identity holds precisely. Actually, in this case, the minimax test of $H_0: T(F) \leq t$ versus $H_1: T(F) > t + \Delta$ can be worked out in detail; it turns out to have a certain monotonicity in $t$ within shows that the new bound can be attained to within a factor 4. In the second example, robust nonparametric regression, a combination of the minimax identity, translation invariance and reflection invariance, show that the new bound can be attained within a factor 2. In the third example, estimating the mode, the minimax identity does not hold, but the hardest 2-point subproblem has a difficulty that is again comparable to the full problem, and so the modulus is again attainable.

One should not always suppose the modulus bound to be attainable in the nonlinear setting. As one can infer from recent results of Ritov and Bickel (1990) and, in a related problem, of Ibragimov, Nemirovskii and Has'minskii (1987), attainability of the modulus bound can fail already for quadratic functionals. See Section 6.

An interesting feature of our approach is the use of notation and techniques due to Le Cam (1973, 1975, 1986) and Birgé (1983). In brief, the idea is that the difficulty of an estimation problem ought to be determined by the difficulty of a corresponding testing problem. As Le Cam has shown how to bound the difficulty of certain testing problems in terms of Hellinger affinity and has developed certain useful tools for computing Hellinger affinity, his machinery is well-suited for our work, which seeks to relate the Hellinger modulus to the difficulty of certain tests. In particular, Le Cam's little-known result, given as Lemma 3.4, is fundamental. Also, a technique of Birgé (1983) allows us to translate exponential bounds on testing errors [such as (2.10)] into bounds on expectations of well-behaved loss functions [such as (2.12)]. Finally, we utilize a connection between estimates and families of tests with a certain monotonicity property [see Huber (1982)] to develop estimates of certain nonlinear functionals.

These results should be compared with those of Birgé (1983). He found that for the problem of estimating the entire density (and not just a single functional of it), the geometry of the problem, expressed in terms of certain dimension numbers, determines the optimal rate. In this paper, we show that for estimating a linear functional, the geometry, expressed in terms of the modulus of continuity, determines the optimal rate. We note that the problem of recovering the entire density is like recovering a whole collection of linear
functionals and so is in some sense a linear problem. Thus, our work and Birgé’s both say that for linear problems the optimal rate derives from the geometry of the problem.

2. An attainable bound. As in Section 1, let $T$ be a functional of interest and let $F$ be the regularity class in which $F$ is known to lie. Let $F_{\leq t}$ and $F_{\leq t + \Delta}$ denote the subsets of $F$, where $T$ takes values less than or equal to $t$ and greater than or equal to $t + \Delta$, respectively. Let $F_{\leq t}^{(n)}$ denote the set of product measures of $X_1, \ldots, X_n$ i.i.d. $F$, $F \in F_{\leq t}$, and similarly for $F_{\leq t + \Delta}^{(n)}$. Denote by $\text{conv}(F_{\leq t}^{(n)})$ the set of all measures on $R^n$ which can be gotten as convex combinations of the product measures in $F_{\leq t}^{(n)}$. Such a measure corresponds to the following: a random device is used to select an element $F \in F_{\leq t}$, and then $n$ observations are taken from this realized $F$. In words, $\text{conv}(F_{\leq t}^{(n)})$ represents all the joint distribution of data $X_1, \ldots, X_n$ which can be obtained by Bayesians under a scheme in which $(X_1, \ldots, X_n)$ and $F$ are random, with $X_1, \ldots, X_n$ conditionally i.i.d. $F$, and where $F$ is a random element taking values in $F_{\leq t}$.

Let $P$ and $Q$ be probability distributions on a common space. Then the testing affinity [Le Cam (1973, 1986)] is

$$\pi(P, Q) = \inf_{0 \leq \phi \leq 1} \inf_{\phi \text{-measurable}} E_P \phi + E_Q(1 - \phi);$$

it is the minimal sum of type I and type II errors of any test between $P$ and $Q$, and a natural measure of the difficulty of distinguishing $P$ from $Q$. If $P$ and $Q$ are sets of measures, let $\pi(P, Q)$ denote the largest testing affinity $\pi(P, Q)$ between any pair $(P, Q)$ with $P \in P$ and $Q \in Q$—the difficulty of the hardest two-point testing subproblem. Symbolically,

$$\pi(P, Q) = \sup_{P \in P} \inf_{Q \in Q} \inf_{0 \leq \phi \leq 1} E_P \phi + E_Q(1 - \phi).$$

This is not, however, a measure of the difficulty of distinguishing $P$ from $Q$. We note, following Le Cam (1973, 1986) that if we view $P$ and $Q$ as composite hypotheses, the best sum of the two types of errors,

$$\inf_{0 \leq \phi \leq 1} \sup_{P \in P} E_P \phi + E_Q(1 - \phi)$$

is $\pi(\text{conv}(P), \text{conv}(Q))$. Unless $P$ and $Q$ are convex, this minimax difficulty is usually unequal to the difficulty $\pi(P, Q)$ of the hardest two-point problem. We note that $\pi(P, Q) = 1 - \frac{1}{2} L_1(P, Q)$, where $L_1(P, Q) = \int|dP - dQ|$ denotes the $L_1$ distance, so computing the minimax risk amounts to finding the $L_1$ distance between the convex hulls of $P$ and $Q$. Note that $0 \leq \pi \leq 1$. 

2.1. The lower bound. Our two main definitions are as follows. The upper affinity $\alpha_A(n, \Delta)$ of the estimation problem is

\begin{equation}
\alpha_A(n, \Delta) = \sup_t \pi(\text{conv}(F^{(n)}_{\leq t}), \text{conv}(F^{(n)}_{\geq t+\Delta})).
\end{equation}

This is the minimax risk of the hardest problem of distinguishing $H_0: F_{\leq t}$ and $H_1: F_{\geq t+\Delta}$ at sample size $n$. Next, we let $\Delta_A(n, \alpha)$ be the function inverse to $\alpha_A$:

$$\Delta_A(n, \alpha) = \sup \{ \Delta : \alpha_A(n, \Delta) \geq \alpha \}.$$ 

In words, $\Delta_A(n, \alpha)$ measures the largest $\Delta$ at which, in a sample of size $n$, one cannot test hypotheses $H_0: F_{\leq t}$ and $H_1: F_{\geq t+\Delta}$ with sum of errors less than $\alpha$ for all $t$. $\Delta_A$ places certain limits on how well $T$ can be estimated. Essentially, this is because any estimator $T_n$ of $T$ gives rise to a test: decide $H_0$ if $T_n \leq T + \Delta/2$, decide $H_1$ if $T_n > T + \Delta/2$.

**Theorem 2.1** (lower bound).

\begin{equation}
\inf_{T_n} \sup_{F_\alpha} \{ |T_n - T(F)| \geq \Delta_A(n, \alpha)/2 \} \geq \alpha/2.
\end{equation}

**Proof.** Without loss of generality, let the supremum over $t$ in the definition of $\alpha_A$ be attained, at $t_0$, and the supremum over $\Delta$ in the definition of $\Delta_A$ be attained; otherwise an $\varepsilon_1$ and $\varepsilon_2$ would have to be added in several places below and later picked arbitrarily close to zero.

The minimax difficulty for testing between $H_0: F_{\leq t_0}$ and $H_1: F_{\geq t_0+\Delta}$ is $\alpha$. It follows that for any test statistic,

$$\alpha \leq \sup_{F_0 \in F_{\leq t_0}} \sup_{F_1 \in F_{\geq t_0+\Delta}} P_{F_0}\{\text{reject } H_0\} + P_{F_1}\{\text{accept } H_0\},$$

so

$$\alpha/2 \leq \sup_{F_0 \in F_{\leq t_0}} \sup_{F_1 \in F_{\geq t_0+\Delta}} \max(P_{F_0}\{\text{reject } H_0\}, P_{F_1}\{\text{accept } H_0\}).$$

This implies that the test mentioned earlier, based on $T_n$, has at least the indicated maximum of type I and type II errors. Now

$$P_{F_0}\{|T_n - T(F)| \geq \Delta/2\} \geq P_{F_0}\{|T_n - T(F) > \Delta/2\} = P_{F_0}\{\text{reject } H_0\}$$

and similarly

$$P_{F_1}\{|T_n - T(F)| \geq \Delta/2\} \geq P_{F_1}\{\text{accept } H_0\}.$$
Combining the last 3 displays gives
\begin{equation}
\sup_{F_0 \in \mathbf{F}_{\leq t_0}} \max_{F_1 \in \mathbf{F}_{t_1 + \Delta}} P_{F_1}[|T_n - T(F)| \geq \Delta/2] \geq \alpha/2
\end{equation}
as \(F_0, F_1 \in \mathbf{F}\) and \(T_n\) was arbitrary, (2.3) is proved. \(\square\)

**Corollary.** Fix \(\alpha\) in \((0, 1)\). \(\Delta_A(n, \alpha)\) is a bound on the rate of convergence:
\begin{equation}
\inf_{T_n} \sup_{F} E_F l(T_n - T(F)) \geq l(\Delta_A(n, \alpha)/2)\alpha/2
\end{equation}
for all \(n\).

The reader should note that \(\Delta_A\) is (nearly) the best lower bound derivable by a testing argument. Indeed, for each \(t, \Delta\) and \(n\), there exists a test between \(\mathbf{F}_{\leq t}\) and \(\mathbf{F}_{t + \Delta}\) which attains the lower bound (2.4) within a factor 2. Thus the key inequality (2.4) cannot be improved by more than a factor 2. In the form that we have stated here, the lower bound is original. However, there is some relation with a bound on the size of confidence sets, due to Meyer (1977). The only examples the authors know of where an attempt is made to calculate something resembling this bound are Hall and Marron (1987) and Ritov and Bickel (1990). In both examples, the authors are attempting to lower bound an estimation error by the Bayes risk in testing between highly composite finite hypotheses. While they do not explicitly define any of the quantities we will deal with in this paper, a sympathetic reader may agree that their efforts are in the same direction.

### 2.2. An estimator derived from minimax tests

It is reasonable to guess that because the bound (2.3) cannot be substantially improved by a testing argument, it might be nearly attainable. Let us consider, then, constructing an estimator using the minimax tests which come close to attaining the key inequality (2.4). This estimator is not intended to be implemented on a computer, say; but its finite, concrete character allows us to demonstrate that the bound \(\Delta_A(n, \alpha)\) can be (near) attained in great generality.

**The binary search estimator.** The estimator we propose requires that \(T\) be bounded on \(\mathbf{F}\): \(M = \sup_{F} |T(F)| < \infty\). The estimator has a tuning constant \(\Delta\), which will depend in a prescribed way on sample size. At a given sample size \(n\), \(\Delta\) is fixed and we proceed as follows. Let \(N = N(M, \Delta)\) be the smallest integer such that \((\frac{2}{3})^{N\Delta} > 2M\). Let \(l_N = -(\frac{2}{3})^{N\Delta}/2\) and \(h_N = +(\frac{2}{3})^{N\Delta}/2\). Then the interval \([l_N, h_N]\) contains \([-M, M]\). At this point we proceed as follows. Given data \(X_1, \ldots, X_n\), we perform a minimax test between the upper third of \([l_N, h_N]\) and the lower third, that is, we test \(\mathbf{F}_{\leq -M/3}\) against \(\mathbf{F}_{\geq M/3}\). We then form a new interval \([l_{N-1}, h_{N-1}]\) by deleting from the current one whichever third (upper or lower) is rejected by the test. After testing the lower third of the new interval \([l_{N-1}, h_{N-1}]\) against the upper third, we form the
interval \([l_{N-2}, h_{N-2}]\) by deleting from \([l_{N-1}, h_{N-1}]\) whichever third was rejected. Continuing in this way, we get a sequence of intervals, each one \(\frac{\Delta}{2^k}\) as long as the previous one; we arrive after \(N\) stages at an interval \([l_0, h_0]\) of length \(\Delta\) and we pick as our estimate \(T_n\) the midpoint of this interval. The key result about this procedure is:

**Lemma 2.2.** Apply the binary search estimator with parameters \(\Delta, M\) and \(N\). Set \(\eta_0 = \Delta/2\) and \(\eta_k = (\frac{3}{2})^k\Delta\) for \(k \geq 1\). Set \(d_k = \frac{1}{2}(\frac{3}{2})^k\Delta\) for \(k = 0, 1, \ldots\). Then

\[
(2.6) \quad \sup_{F} P_F\{|T_n - T(F)| > \eta_k\} \leq \sum_{i-k}^{N-1} \alpha_A(n, d_i).
\]

In particular,

\[
P_F\{|T_n - T(F)| > \Delta/2\} \leq \sum_{k-0}^{N-1} \alpha_A(n, (\frac{1}{2})^{(\frac{3}{2})^k}\Delta),
\]

which makes an interesting comparison with (2.3). Later we will see that under some conditions, the terms in the sum decrease rapidly with \(k\) and this upper bound is comparable with the lower bound (2.3).

**Proof.** We first give a formal description of the algorithm.

**Algorithm** Estimate \((\Delta, N)\):

\[
\begin{align*}
k &:= N \\
l_N &:= -\frac{1}{2}(\frac{3}{2})^N\Delta \\
h_N &:= \frac{1}{2}(\frac{3}{2})^N\Delta \\
\text{while } k > 0 \text{ do} & \\
\quad & a_k := l_k + \frac{1}{2}(h_k - l_k) \\
\quad & b_k := l_k + \frac{1}{2}(h_k - l_k) \\
\quad & \text{Test } H_0: F \leq a_k \text{ against } H_1: F \geq b_k \\
\quad & \text{if Accept } H_0, \text{ then } /* \text{ new interval is } (l, b) */ \\
\quad & \quad l_{k-1} := l_k; h_{k-1} := b_k \\
\quad & \text{if Reject } H_0, \text{ then } /* \text{ new interval is } (a, h) */ \\
\quad & \quad l_{k-1} := a_k; h_{k-1} := h_k \\
\quad & k := k - 1 \\
\end{align*}
\]

end while

\(T_n = (l_0 + h_0)/2\)

end Algorithm

Suppose that in place of the test step in the algorithm, we could substitute an oracle that always answered correctly. Running such an ideal algorithm would produce sequences \(\{(l_k^*, h_k^*), k = 0, \ldots, N\}\) and \(\{(a_k^*, b_k^*), k = 1, \ldots, N\}\), all functionals of \(F\).
Consider now the tests $\xi_1, \ldots, \xi_N$, with $\xi_k$ minimax for testing

$$H_0: F \leq a_k^* \quad \text{versus} \quad H_1: F \geq b_k^*.$$ 

When $T(F)$ belongs to the middle third of the interval $[l_k, h_k]$, the test by definition decides correctly, because $T(F)$ will certainly be included in the interval $[l_{k-1}, h_{k-1}]$. When $T(F)$ does not lie in the middle third of the interval $[l_k, h_k]$, the probability that $\xi_k$ decides incorrectly is bounded above by

$$\pi(\text{conv}(F^{(n)}_{\leq a_k^*}), \text{conv}(F^{(n)}_{\geq b_k^*})) \leq \alpha_A(n, b_k^* - a_k^*) = \alpha_A(n, d_{k-1}).$$

Consider now (2.6), and let $k > 0$. If the tests $\xi_i$ all decide correctly for $i = k + 1, \ldots, N$, then $T_n \in (l_k^*, h_k^*)$ and so $|T_n - T(F)| \leq h_k^* - l_k^* = \eta_k$. Therefore,

$$P(|T_n - T(F)| > \eta_k) \leq \left\{ \frac{N}{\sum_{i=k+1}^N \{\xi_i \text{ decides incorrectly}\}} \right\}$$

$$\leq \sum_{i=k+1}^N P(\xi_i \text{ decides incorrectly})$$

$$\leq \sum_{i=k}^{N-1} \alpha_A(n, d_i);$$

the last step uses (2.7). The argument in the case $k = 0$ is similar. □

While the sum $\sum_{i=k}^{N-1} \alpha_A(n, d_i)$ may look difficult to work with, a simple hypothesis on $\Delta_A(n, \alpha)$ affords a useful bound.

**Theorem 2.3.** Let $\alpha \in (0, 1)$ be fixed. Suppose there exist $r > 0$ and $0 < A_0 \leq A_1 < \infty$ so that

$$A_0 \left(\frac{\log \alpha}{n}\right)^{r/2} \leq \Delta_A(n, \alpha) \leq A_1 \left(\frac{\log \alpha}{n}\right)^{r/2}$$

for $|\log \alpha|/n < \epsilon_0$. Pick $n_0$ so that

$$|\log \alpha|/n < \epsilon_0 \quad \text{and} \quad \alpha_0 \equiv \alpha_A(n_0, A_0^2/A_1^2 \epsilon_0^{r/2}) < 1.$$

Define $\beta \equiv \frac{1}{12} |\log(\alpha(2 - \alpha))(A_0/A_1)^{r/2} \quad \text{and} \quad \gamma = (1/4n_0)|\log(\alpha(2\alpha - \alpha))|$. Pick $C$ so large that $CA_0 > 2A_1$. Then with $\Delta = C\Delta_A(n, \alpha)$ and $d_i$ as in Lemma 2.2,

1. $\sum_{i=0}^{N-1} \alpha_A(n, d_i) \leq \frac{2\theta}{1-\theta^2} + \epsilon_n$,

2. $\sum_{i=k}^{N-1} \alpha_A(n, d_i) \leq \frac{\theta^{2k}}{1-\theta^2} + \epsilon_n$.
for \( n > 2n_o \), where
\[
\theta \equiv \exp(-C^2/\gamma^2)
\]
\[
(2.11) \quad e_n \equiv \frac{\log(3M)}{\log(\Delta_{n,\alpha})\exp(-n\gamma)}.
\]

The proof is given in Section 7. In view of (2.6), these bounds imply that for the binary search estimator with parameters \( \Delta, M \) and \( N \), we can have \( P(|T_n - T| > K\Delta_{n}(n, \alpha)) \) as near zero as we like, by choosing \( C \) large and \( K \) still larger. Thus \( \Delta_{n}(n, \alpha) \) is the optimal rate of convergence [compare (2.5)]. A more precise statement is possible for well-behaved loss functions (recall the definition in the introduction).

**Theorem 2.4.** Suppose that \( l(t) \) is well-behaved with constant \( a \) and that (2.9) holds. Pick \( C \) so large that \( \theta^2a < 1 \). Then for the binary search estimator with parameter \( \Delta = C\Delta_{n}(n, \alpha) \), we have
\[
(2.12) \quad E_F l(T_n - T) \leq a\Delta_{n}(n, \alpha)) \quad n > n_1
\]
for every \( F \in F \), where
\[
(2.13) \quad A = \frac{2\theta a}{1 - \theta^2} \left( 2 + \frac{\theta a}{1 - \theta^2 a} \right)^{\log C \log 1.5}.
\]

The proof is in Section 7. Combining (2.12) with (2.5) gives:

**Corollary.** Under the assumptions of Theorem 2.4,
\[
\inf_{T_n} \sup_{F} E_F l(T_n - T) \asymp l(\Delta_{n}(n, \alpha)).
\]

In words, the minimax risk has the same asymptotic behavior as \( l(\Delta_{n}(n, \alpha)) \), to within constants.

This use of minimax tests to construct estimators is inspired by work of Le Cam (1973, 1975, 1986) and by Birgé (1983). The Birgé–Le Cam approach was developed for the problem of estimating an entire density, not just a single functional of it. It is based on covering the space \( F \) by Hellinger balls and then testing between balls to see in which ball the true \( F \) lies. Our approach differs, in that we are testing between level sets of the functionals in question. As far as the authors can see, testing between balls could not give the results we are looking for.

**3. Attainability and linearity.** The reader may suppose, rightly, that \( \Delta_{A} \) is not easy to calculate. In the important special case where \( T \) is linear, it may be bounded using the modulus of continuity, as we show in this section.
3.1. The main result.

**Theorem 3.1** Suppose $T$ is linear and $F$ is convex. Fix $\varepsilon_0 \in (0, 1)$ and $\alpha_0 \in (0, 1)$. There exist universal constants $c, C$ such that for $\alpha \leq \alpha_0$ and $|\log \alpha|/n < \varepsilon_0$

\[
\omega \left( c \sqrt{\frac{|\log \alpha|}{n}} \right) \leq \Delta_A(n, \alpha) \leq \omega \left( C \sqrt{\frac{|\log \alpha|}{n}} \right).
\]

We may take $C = \sqrt{2}$ and $c = \frac{1}{2}$ for $\alpha, \varepsilon$ small enough.

If $\omega$ is Hölderian, (3.1) establishes assumption (2.9). Invoking now the corollaries of Theorems 2.1 and 2.4, we get the corollary cited in the introduction.

We should emphasize that an inequality of this sort should not be expected for every functional—the modulus bound is simply not attainable in general. The lower bound can always be established; it is the upper bound that may fail.

3.2. The best two-point testing bound. To clarify matters somewhat, let us introduce yet another lower bound on the rate of convergence. The two-point testing bound $\Delta_2(n, \alpha)$ is defined as follows. Let

\[
\alpha_2(n, \Delta) = \sup_i \pi(F^{(n)}_{\leq t}, F^{(n)}_{t+\Delta}).
\]

Note the omission of the convex hull operation in comparison with the definition (2.2) of $\alpha_A$. Similarly, let $\Delta_2(n, \alpha)$ be the inverse function of $\alpha_2$. We can also write

\[
\Delta_2(n, \alpha) = \sup \{ |T(F_1) - T(F_0)| : \pi(F^{(n)}_{t}, F^{(n)}_{0}) \geq \alpha \}.
\]

This is a lower bound on the rate of convergence. Indeed, as $\alpha_2 \leq \alpha_A$, we have

\[
\Delta_2(n, \alpha) \leq \Delta_A(n, \alpha);
\]

as $\Delta_A$ has the lower bound property (2.3), it follows that $\Delta_2$ is a lower bound as well. Thus, (2.3) holds with $\Delta_2$ in place of $\Delta_A$. One could also argue directly (compare Theorem 2.1 of [GR I]).

One can say more; $\Delta_2$ is (nearly) the best possible two-point testing bound. Thus, for a given $n$ and $\alpha$, the largest $\delta$ for which there exists a pair $(F_0, F_1)$ with $T(F_1) - T(F_0) \geq \delta$ which cannot be distinguished by the best test with sum of errors better than $\alpha$, is precisely $\Delta_2(n, \alpha)$. No two-point bound on the maximum probability of error can exceed $\alpha$, while this bound guarantees at least $\alpha/2$.

The two-point bound is closely related to the modulus. Indeed, we have:
Lemma 3.2. Fix $\varepsilon_0 \in (0, 1)$ and $\alpha_0 \in (0, 1)$. There exist constants $c$ and $C$ so that for $\alpha < \alpha_0 < 1$ and $|\log \alpha|/n < \varepsilon_0$,

$$\omega \left( c \sqrt{\frac{|\log \alpha|}{n}} \right) \leq \Delta_2(n, \alpha) \leq \omega \left( C \sqrt{\frac{|\log \alpha|}{n}} \right).$$

We may take $C = \sqrt{2}$ and

$$c^2 = \frac{(1 - e^{-\varepsilon_0}) \log(2 - \alpha_0) \alpha_0}{\varepsilon_0 \log \alpha_0}.$$

Before giving the proof, we need some facts about Hellinger distance. We use conventions similar to Beran (1977), Donoho and Liu (1988), Ibragimov and Has'minskii (1981) and Pitman (1979). These conventions enforce, in a few cases, different normalizations from Le Cam ([1973, 1986], Chapter 4). First, recall the Hellinger affinity

$$\rho(P, Q) = \int \sqrt{p} \sqrt{q} \, d\mu,$$

where $p$ and $q$ denote densities with respect to a measure $\mu$ which dominates $P$ and $Q$ (e.g., $\mu = P + Q$). We have the inequalities

$$\pi(P, Q) \leq \rho(P, Q), \quad \rho^2 \leq \pi(2 - \pi),$$

where $\pi$ is the testing affinity, and the identity

$$\rho(P, Q) = \frac{1}{2} (2 - H^2(P, Q)),$$

where $H$ denotes Hellinger distance. We also have the elementary, but very useful, formula

$$\rho(P^{(n)}, Q^{(n)}) = \rho(P, Q)^n,$$

where $P^{(n)}$ and $Q^{(n)}$ denote $n$-fold product measures with marginals $P$ and $Q$. Armed with these, we can proceed.

Proof. Define

$$h_0(n, \alpha) = \inf \{ H(F_1, F_0) : \pi(F_1^{(n)}, F_0^{(n)}) \leq \alpha \}$$

and

$$h_1(n, \alpha) = \sup \{ H(F_1, F_0) : \pi(F_1^{(n)}, F_0^{(n)}) \geq \alpha \}.$$ 

Using (3.6)–(3.9), we have the easy inequalities

$$h_0^2(n, \alpha) \geq 2 \left( 1 - (\alpha(2 - \alpha))^{1/2n} \right),$$

$$h_1^2(n, \alpha) \leq 2 \left( 1 - \alpha^{1/n} \right).$$

Combining these, for each $\delta > 0$,

$$\omega(h_0(n, \alpha) - \delta) \leq \Delta_2(n, \alpha) \leq \omega(h_1(n, \alpha) + \delta).$$

The result then follows by (3.13) and (3.14). □
LEMMA 3.3. For $\alpha \in (0, 1)$,
\begin{equation}
(1 - \alpha^{1/n}) < \frac{|\log \alpha|}{n}.
\end{equation}

Fix $\alpha_0 < 1$, $\varepsilon_0 > 0$. There exists a finite positive constant $c$ so that for $0 < \alpha < \alpha_0$, $|\log \alpha|/n < \varepsilon_0$, we have
\begin{equation}
(1 - (\alpha(2 - \alpha))^{1/2n}) > \frac{c^2 |\log \alpha|}{2}.
\end{equation}

We may take
\begin{equation}
\varepsilon^2 = \frac{1 - e^{-\varepsilon_0}}{\varepsilon_0} \frac{\log(2 - \alpha_0) \alpha_0}{\log \alpha_0}.
\end{equation}

This result is proved in the technical report [GR II].

In particular, if $\omega(\varepsilon)$ is Hölderian, then $\omega(n^{-1/2})$ is equivalent, to within constants, with $\Delta_2(n, \alpha)$. And so the question of the attainability, as regards rate, of $\omega(n^{-1/2})$ is equivalent to the attainability of the best two-point, testing bound. Compare also Section 6 of [GR I].

The reader will note that (3.4)–(3.5) together establish the lower bound of (3.1)—without any hypotheses on $T$ or $F$.

3.3. Establishing the upper bound. Le Cam has established a fact which seems, at first, quite similar to (3.9) but is in fact far deeper.

LEMMA 3.4 [Le Cam (1986), Chapter 16, page 477]. Let $P$ and $Q$ denote sets of probabilities and $P^{(n)}$, $Q^{(n)}$ the sets of corresponding product measures. Then
\begin{equation}
\rho(\text{conv } P^{(n)}, \text{conv } Q^{(n)}) \leq \rho(\text{conv } P, \text{conv } Q)^n.
\end{equation}

We remark that this is not an obvious consequence of the identity $\rho(P^{(n)}, Q^{(n)}) = \rho(P, Q)^n$. Combining (3.7), (3.15) and the definition of $\alpha_A$, we have:

COROLLARY.
\begin{equation}
\alpha_A(n, \Delta) \leq \sup_{t} \rho(\text{conv}(F_{\leq t}), \text{conv}(F_{\geq t + \Delta}))^n.
\end{equation}

Thus the Hellinger distance between the convex hulls of $F_{\leq t}$ and $F_{\geq t + \Delta}$ may be used to bound $\alpha_A$. The upper bound in (3.1) follows more or less directly from this. To see how, notice that for each $\delta > 0$,
\begin{equation}
\varepsilon \leq \inf_{t} H(F_{\leq t}, F_{\geq t + \omega(\varepsilon) + \delta}).
\end{equation}
Combining this with (3.8) we have

\[(3.18) \quad \rho(F_{\leq t}, F_{\geq t + \omega(\varepsilon) + \delta}) \leq 1 - \varepsilon^2/2.\]

Now, and this is the key observation, if \( T \) is a linear functional and if \( F \) is convex, then \( F_{\leq t} \) and \( F_{\geq t + \Delta} \) are both convex for all \( t \) and all \( \Delta \). Thus \( F_{\leq t} = \text{conv} F_{\leq t} \) and \( F_{\geq t + \omega(\varepsilon) + \delta} = \text{conv} F_{\geq t + \omega(\varepsilon) + \delta} \); combining (3.16) and (3.18),

\[(3.19) \quad \alpha_A(n, \omega(\varepsilon) + \delta) \leq (1 - \varepsilon^2/2)^{n}.

It follows that

\[\Delta_A(n, \alpha) \leq \omega\left(\sqrt{2(1 - (\alpha^*)^{1/n})}\right) + \delta\]

for every \( \alpha^* > \alpha \). Since (3.13) holds with strict inequality, we get the upper bound in (3.1). This completes the proof of Theorem 3.1.

4. Attainability and the minimax identity. In general, a relation such as (3.1) between \( \omega(n^{-1/2}) \) and \( \Delta_A(n, \alpha) \) is not to be expected. It requires essentially that the hardest two-point subproblem of testing \( F_{\leq t} \) versus \( F_{\geq t + \Delta} \) be roughly as hard as the full problem. Let us see how.

4.1. The minimax identity. The two-point testing bound and the attainable bound have an interesting connection. As (3.4) shows, the two-point bound is always smaller; as (3.1) and (3.5) make plain, when \( T \) is linear and \( F \) is convex,

\[(4.1) \quad \Delta_A(n, \alpha) \leq C\Delta_2(n, \alpha)\]

for an appropriate constant \( C \), for small \( \alpha \) and large \( n \).

It seems natural to ask if the two-point and the attainable bounds can ever agree, that is, if we can have \( C = 1 \) in (4.1). Chasing a few definitions, this leads in turn to the question of whether we can have

\[(4.2) \quad \pi(\text{conv}(F_{\leq t}^{(n)}), \text{conv}(F_{\geq t + \Delta}^{(n)})) = \pi(F_{\leq t}^{(n)}, F_{\geq t + \Delta}^{(n)}),\]

Indeed, the quantity on the left-hand side is the main ingredient in the definition of \( \Delta_A \), while that on the left is the main ingredient in \( \Delta_2 \). Now, from the definition of \( \pi \), the quantity on the left is

\[\inf_{\text{tests}} \sup_{\zeta} \inf_{F_0 \in F_{\leq t}} \sup_{F_1 \in F_{\geq t + \Delta}} D_n(\zeta, (F_0, F_1)),\]

where \( D_n(\zeta, (F_0, F_1)) \) is the difficulty \( E_{F_0} \omega \zeta + E_{F_1} [1 - \zeta] \) representing the sum of errors of the test \( \zeta \). This is the minimax difficulty for the problem of testing the composite hypotheses \( F_{\leq t} \) versus \( F_{\geq t + \Delta} \). On the other hand, the quantity on the right of (4.2) is

\[\sup_{F_0 \in F_{\leq t}} \inf_{\text{tests}} \sup_{\zeta} \inf_{F_1 \in F_{\geq t + \Delta}} D_n(\zeta, (F_0, F_1)).\]
This is the difficulty of the hardest two-point testing problem. Consequently, the identity (4.2) is equivalent to the minimax identity

\[
\inf_{\xi} \sup_{(F_1, F_0)} D_n(\xi, (F_0, F_1)) = \sup_{(F_1, F_0)} \inf_{\xi} D_n(\xi, (F_0, F_1)).
\]

This identity says, in words, that the difficulty in testing between the infinite-dimensional composite hypotheses $F_{\leq t}$ and $F_{\geq t + \Delta}$ is precisely the difficulty of the hardest two-point testing problem.

We will see later two concrete examples where this minimax identity holds. For clarity, we summarize some implications the identity would have:

**Lemma 4.1.** If (4.2) holds for every $t$ and $n$ and all $\Delta < \Delta_0$, then $\Delta_A = \Delta_2$ for large, $n$ and so $\omega(n^{-1/2})$ represents the optimal rate of convergence of an estimate $T_n$ to $T$.

Indeed, the conclusion that $\Delta_A = \Delta_2$ follows from the definition of these quantities and the conclusion that $\omega(n^{-1/2})$ is the optimal rate follows from (3.5) and Theorem 3.1.

It does happen that (4.2) holds in interesting examples. The following result is proved in the technical report [GR II].

**Theorem 4.2.** Let $T(F) = f(0)$ and let $F$ be the Sacks–Ylvisaker (1981) class

\[
\text{SY} = \left\{ f : f(x) = f(0) + x f'(0) + h(x), f(0) \leq M, \right. \\
\left. \int f = 1, f \geq 0, |h(x)| \leq x^2/2 \right\}.
\]

(Here we must have $(4\sqrt{2}/3) M^{3/2} < 1$.) Then for every $t$ and $n$ and every $\Delta$ small enough, the minimax identity (4.2) holds and so $\Delta_A = \Delta_2$ for large $n$.

For other examples, see Section 5. In general, one cannot expect (4.2) to hold. One case when (4.2) does hold is when the sets $F_{\leq t}$ and $F_{\geq t + \Delta}$ are generated by capacities [see Huber and Strassen (1973), Bednarski (1982)]. This is much stronger than simple convexity of the two sets. However, Le Cam’s result, as recorded in Lemma 3.4, may be used to show that convexity alone is enough to guarantee that a certain approximate minimax identity holds.

**Lemma 4.3.** If $F_{\leq t}$ and $F_{\geq t + \Delta}$ are both convex,

\[
\rho(\text{conv}(F_{\leq t}^{(n)}), \text{conv}(F_{\geq t + \Delta}^{(n)})) = \rho(F_{\leq t}^{(n)}, F_{\geq t + \Delta}^{(n)}).
\]

This says that, although (4.2) may not hold when just convexity is assumed, its analog, with $\pi$ replaced by $\rho$, does hold.
Proof. We have
\[
\rho(F_{\leq t}, F_{\geq t+\Delta})^n \geq \rho(\text{conv}(F_{\leq t}^{(n)}), \text{conv}(F_{\geq t+\Delta}^{(n)}))
\]
\[
\geq \rho(F_{\leq t}^{(n)}, F_{\geq t+\Delta}^{(n)})
\]
\[
= \rho(F_{\leq t}, F_{\geq t+\Delta})^n,
\]
the first line following from Lemma 3.4 and the assumed convexity; the second from the obvious inclusion relation; and the third from the formula (3.9) for affinity of product measures. As the first and last quantities are the same, it follows that the middle inequality is actually an equality. Hence, (4.4). \(\square\)

Because of the inequalities (3.7), (4.4) places definite limits on how different the two sides of (4.2) can be for large \(n\). In fact, we get for the ratio of logarithms that
\[
1 \leq \frac{\|\log \alpha_2(n, \Delta)\|}{\|\log \alpha_A(n, \Delta)\|} \leq 2 \left(1 + \frac{1}{\|\log \alpha_A(n, \Delta)\|}\right).
\]
Thus, at every \(n\) and \(\Delta\) for which \(\alpha_A(n, \Delta) \leq \alpha_0 < 1\), we can bound the discrepancy between \(\alpha_2\) and \(\alpha_A\). In this sense, Le Cam’s Lemma 3.4, which underlies (4.4), is an approximate minimax theorem. And one could say that Theorem 3.1 holds because (4.2) almost holds when \(T\) is linear and \(F\) is convex.

4.2. A near-equivalence. In the case where \(T\) is linear and \(F\) convex, we have seen that \(\Delta_A \leq C\Delta_2\) and also that \(\|\log \alpha_2\| \leq M\|\log \alpha_A\| + D\). In general, whatever be \(T\) and \(F\), these two accompany each other, so that if one holds, so does the other. This gives a clue to the general attainability issue; attainability of \(o(n^{-1/2})\) really does imply that the two sides of (4.2) are close, but only in the sense that an inequality on logarithms such as (4.5) holds. We state a formal result, whose proof is sketched in Section 7.

Theorem 4.4. Suppose that \(\omega(\epsilon)\) is Hölderian with exponent \(r \in (0, 1]\). Then there are constants \(\alpha_0 \in (0, \frac{1}{2})\) and \(\epsilon_0 \in (0, 1)\) so that the following two statements are equivalent.

(i) There exists a finite positive \(M\) such that
\[
\frac{\|\log \alpha_2(n, \Delta)\|}{\|\log \alpha_A(n, \Delta)\|} \leq M, \quad \alpha_A(n, \Delta) \leq \alpha_0.
\]
(ii) There exists a finite positive \(C\) such that
\[
\Delta_A(n, \alpha) \leq C\Delta_2(n, \alpha), \quad \alpha \leq \alpha_0, \|\log \alpha|n/\epsilon_0.
\]

This theme, that a minimax identity is key to (near-) attainability of certain lower bounds, occurs in several other papers. We mention Ibragimov and
Has'minskii (1984); in our own work, this theme appears in the sequel [GR III], in Donoho, Liu and MacGibbon (1990) and in Donoho (1989).

5. **Attainability in nonlinear cases.** In this section we study three nonlinear functionals in order to see how the ideas of the preceding sections carry over.

5.1. **Estimating tail rates.** While it is most natural to consider estimating the rate at which the tail of a density approaches 0 as \( x \to \infty \) [compare Du Mouchel (1983)], a transformation of the problem (to observations \( Y_i = 1/X_i \)) leads one to consider estimating the rate at which a density, known to be zero at the origin, approaches this limit as \( x \to 0^+ \) [compare Hall and Welsh (1984)]. We adopt this point of view here. Accordingly, let \( \mathbf{F} = \text{Tails}(C_-,C_+;\delta,t_0,t_1,\gamma,p) \), the set of distributions supported on \([0,\infty)\) with densities \( f \) satisfying

\[
(5.1) \quad f(x) = Cx^\gamma(1 + h(x)) \quad 0 \leq x \leq \delta < 1,
\]

with

\[
(5.2a) \quad 0 < t_0 \leq t \leq t_1 < \infty
\]

and

\[
(5.2b) \quad 0 < C_- \leq C \leq C_+ < \infty
\]

and

\[
(5.2c) \quad |h(x)| \leq \gamma x^\gamma.
\]

For such an \( \mathbf{F} \in \mathbf{F} \), let \( T(\mathbf{F}) = t \), where \( t \) is the exponent in (5.1). This functional is nonlinear.

Consider now the problem of testing \( \mathbf{F}_{x,t} \) against \( \mathbf{F}_{x,t+\Delta} \). In [GR I] we have shown that the closest pair in a Hellinger sense has the form

\[
(5.3) \quad f_0^*(x) = C_-x^\gamma(1 - \gamma x^\gamma), \quad x \leq a_1(t,\Delta),
\]

\[
(5.4) \quad f_1^*(x) = C_+x^{t+\Delta}(1 + \gamma x^\gamma), \quad x \leq a_1(t,\Delta),
\]

and

\[
(5.5) \quad \frac{f_0^*(x)}{f_1^*(x)} = \frac{f_0^*(a_1)}{f_1^*(a_1)}, \quad x > a_1,
\]

and

\[
(5.6) \quad \frac{f_0^*(a_1)}{f_1^*(a_1)} = \frac{1 - \int_0^{a_1} f_0^*(v) \, dv}{1 - \int_0^{a_1} f_1^*(v) \, dv}.
\]

As we will see, this closest Hellinger pair represents a hardest two-point testing problem. From the properties of this pair, we can show that the minimax identity (4.2) holds in this case.
THEOREM 5.1. For the previously described pair \((F^*_0, F^*_1)\), we have

\[
\pi(\text{conv}(F^{(n)}_{\leq t}), \text{conv}(F^{(n)}_{\geq t+\Delta})) = \pi(F^{(n)}_{\leq t}, F^{(n)}_{\geq t+\Delta}) = \pi((F^*_0)^{(n)}, (F^*_1)^{(n)})
\]

and the minimax test between \(F_{\leq t}\) and \(F_{\geq t+\Delta}\) is the likelihood ratio test between \(F^*_0\) and \(F^*_1\).

PROOF. The likelihood ratio \(L_{t, \Delta}(x) = f^*_1(x)/f^*_0(x)\) has, according to (5.3)–(5.5), the form

\[
L_{t, \Delta}(x) = \begin{cases} 
\frac{C_+ x^\Delta}{C_-} & 1 + \gamma x^p, & 0 < x < a_1, \\
\frac{C_+}{C_- a_1^\Delta} & 1 + \gamma a_1^p, & x \geq a_1. 
\end{cases}
\]

(5.7)

This is a nondecreasing function of \(x\).

Among all distributions in \(F_{\leq t}\), \(F^*_0\) is the stochastically largest on \([0, a_1]\). Similarly, among all distributions in \(F_{\geq t+\Delta}\), \(F^*_1\) is the stochastically smallest on \([0, a_1]\). This implies that the distribution of \(L_{t, \Delta}(X)\), where \(X\) is distributed \(F\), is stochastically largest under the null hypothesis at \(F = F^*_0\) and stochastically smallest under the alternative hypothesis at \(F = F^*_1\). Now let \(X_1, \ldots, X_n\) be i.i.d. \(F\). Consider the likelihood ratio statistic

\[
L_{n, t, \Delta} = \prod_{i=1}^n L_{t, \Delta}(X_i).
\]

(5.8)

Under \(H_0\): \(F_{\leq t}\) this statistic is then stochastically largest at \(F = F^*_0\), and so on. Therefore, if we consider accepting \(H_0\) when \(L_{n, t, \Delta} \leq 1\) and rejecting when \(L_{n, t, \Delta} > 1\), we have

\[
\sup_{F \in F_{\leq t}} P_F(\text{Reject } H_0) = P_{F^*_0}(\text{Reject } H_0), \\
\sup_{F \in F_{\geq t+\Delta}} P_F(\text{Accept } H_0) = P_{F^*_1}(\text{Accept } H_0). 
\]

It follows that the worst sum of type I and type II errors of our test occurs at \((F^*_0, F^*_1)\). But the likelihood ratio test is optimal for that pair, and hence it is minimax. \(\square\)

We now use the minimax identity to show that the lower bound of Theorem 2.1 may be nearly attained. An extra level of structure in the minimax tests of Section 2 may exist which we have not previously considered: \textit{monotonicity in } \(t\). Suppose that we are in a situation like the present one, where the minimax test can be taken to be nonrandomized. If \(A(t, n, \Delta)\) is the region in which such a test accepts \(H_0\): \(F_{\leq t}\) rather than \(H_1\): \(F_{\geq t+\Delta}\), we say that the acceptance regions are monotone in \(t\) if

\[
A(t, n, \Delta) \subset A(t+h, n, \Delta) \quad \forall \ h > 0.
\]

(5.9)

The following result is proved in Section 7.
Theorem 5.2. For all sufficiently small $\Delta$, the likelihood ratio $L_{t, \Delta}(x)$ is monotone decreasing in $t$ for each fixed $x$.

It follows from this theorem that the minimax test for our problem has acceptance region

$$A(t, n, \Delta) = \left\{ (X_i)_{i=1}^n : \prod_{i=1}^n L_{t, \Delta}(X_i) \leq 1 \right\}$$

with the monotonicity property (5.9). Consider what we call the likelihood ratio estimator

$$T_{n, \Delta}^* = \frac{\Delta}{2} + \sup \left\{ t : \prod_{i=1}^n L_{t, \Delta}(X_i) \geq 1, t \in [t_0, t_1 - \Delta] \right\}.$$ (5.10)

By the monotonicity established in Theorem 5.2, $T_{n, \Delta}^*$ is always uniquely defined.

Theorem 5.3. Suppose that $L_{t, \Delta}(x)$ is monotone decreasing in $t$ for each fixed $x$. Then

$$\sup_F \left\{ |T_{n, \Delta}^* - T(F)| > \Delta/2 \right\} \leq 2\alpha_A(n, \Delta).$$ (5.11)

This is to be compared with the lower bound (2.3); it is parallel in form; but in the lower bound the $2\alpha$ is replaced by $\alpha/2$.

Proof. By the monotonicity in $t$ of $L_{t, \Delta}$, $(T_{n, \Delta}^* - T(F) > \Delta/2)$ happens if and only if the minimax test between $H_0: F \leq T(F)$ and $H_1: F \geq T(F) + \Delta$ would reject $H_0$. The probability of this event is smaller than $\alpha_A(n, \Delta)$ by definition. Similarly, the probability of the event $(T_{n, \Delta}^* - T(F) < -\Delta/2)$ is also less than $\alpha_A(n, \Delta)$. As $(|T_{n, \Delta}^* - T(F)| > \Delta/2)$ is the union of these two events, (5.11) follows.

Thus, in this case, the lower bound $\Delta_A (= \Delta_2)$ is achievable within a factor 4.

5.2. Robust nonparametric regression. Let $(u_i, y_i), i = 1, \ldots, n$ be our observations and suppose that

$$y_i = \xi(u_i) + z_i,$$ (5.12)

where $\xi(u)$ is an unknown function, known only to be Lipschitz with constant $\leq C$, and the $z_i$ are supposed to be independent errors, $z_i$ having the distribution $G_i$ which is unknown, but which is supposed to lie in the gross-errors neighborhood

$$G_\varepsilon = \{ G : G = (1 - \varepsilon) \Phi + \varepsilon H \}$$ (5.13)

with $\Phi$ the standard normal distribution and $\varepsilon$ a known constant, $0 \leq \varepsilon < 1$. We are interested in estimating $\xi(u_0)$. If $\varepsilon = 0$, then $\xi(u) = E(y|u)$ is the
regression function; thus with \( \varepsilon > 0 \) we get a problem of *robust* nonparametric regression.

To fit this in our framework, suppose (for definiteness) that the \( u_i \) are i.i.d. according to Lebesgue measure on \([0, 1]\) and let \( \text{Reg}(C, \varepsilon) \) denote the class of distributions \( F(u, y) \) on \( \mathbb{R}^2 \) such that the \( u \) marginal is uniform and

\[
F(y - \xi(u)|u) \in G_{\varepsilon},
\]

where \( \xi \in \text{Lip}(C) \).

It is now evident that the problem fits in the framework of this paper. We are trying to estimate the nonlinear functional \( T(F) = \xi(u_0) \) from data \( X_i = (u_i, y_i) \) which are i.i.d. \( F \), with \( F \) an unknown element of \( \mathbf{F} = \text{Reg}(C, \varepsilon) \).

Our solution depends on results about minimax testing in the gross-errors model; see Huber [1982], Chapter 10. Define the Huber score function \( \psi_{\Delta, \varepsilon}(x) = \min(k, \max(-k, x)) \), where \( k = k(\varepsilon, \Delta) \) is the solution to

\[
e^{-\Delta k} \Phi\left(\frac{\Delta}{2 - k}\right) - \Phi\left(\frac{-\Delta}{2 - k}\right) = \frac{\varepsilon}{1 - \varepsilon}.
\]

Define the censored likelihood ratio

\[
\lambda(x; \Delta, \varepsilon) = \exp[\psi_{\Delta, \varepsilon}(x)].
\]

Let \( G_0 \) be the class of all distributions \( G(\cdot + \Delta/2) \) with \( G \in G_{\varepsilon} \), and \( G_1 \) be the class of all distributions \( G(\cdot - \Delta/2) \) with \( G \in G_{\varepsilon} \). Suppose we wish to test \( H_0: G_0 \) against \( H_1: G_1 \) from \( n \) i.i.d. observations \( x_i \). Then \( \prod_{i=1}^{n} \lambda(x_i; \Delta, \varepsilon) \) furnishes the minimax test. Another significant fact is that \( \lambda(x - t) \) is monotone decreasing in \( t \). Huber uses these to construct location estimates with a certain optimality property.

Now return to our model. Define \( \Xi(u, \Delta) = \inf(|\xi(u) - \xi_0(u)|; \xi_0(0) - \xi_0(0) \geq \Delta] \). Then by the Lipschitz condition \( \Xi(u, \Delta) = (\Delta - 2C|u|) \). Define

\[
L_{t, \Delta}(u, y) = \lambda(y - t; \Xi(u - u_0), \varepsilon)
\]

and

\[
L_{n, t, \Delta} = \prod_{i=1}^{n} L_{t, \Delta}(X_i).
\]

We can use this to test between \( H_0: \mathbf{F}_{\leq t} \) and \( H_1: \mathbf{F}_{\geq t + \Delta} \) as follows: Reject \( H_0 \) if \( L_{n, t, \Delta} > 1 \), accept if \( L_{n, t, \Delta} < 1 \) and randomize with equal probability otherwise. This test is, in fact, minimax: \( L_{t, \Delta}(u, \cdot) \) is the likelihood ratio between a pair \( (F_{0}(\cdot|u), F_{1}(\cdot|u)) \) which makes \( L_{t, \Delta}(u, \cdot) \) stochastically largest among all \( F(\cdot|u) \) obeying \( \xi(u_0) \leq t - \Delta/2 \) and stochastically smallest among all \( F(\cdot|u) \) obeying \( \xi(u_0) \geq t + \Delta/2 \).

Moreover, one sees that \( L_{t, \Delta}(u, y) \) is decreasing in \( t \) for each fixed \( u, y \) and \( \Delta \). Let

\[
T_{n, -} = \inf\{t: L_{n, t, \Delta} \leq 1\},
\]

\[
T_{n, +} = \sup\{t: L_{n, t, \Delta} \geq 1\}.
\]
Finally, let $T_{n,\Delta}^*$ be the randomized estimator taking values $T_{n,-}$ and $T_{n,+}$ with equal likelihood.

It follows essentially as in Theorem 5.3 that (5.11) holds for the present setting. But in the present case the symmetry of the problem under reflections ($t \rightarrow c - t$) means that the two types of errors of the minimax test are each bounded by $\alpha/2$ and so we can do twice as well as (5.11).

**Theorem 5.4.** For the nonparametric regression model,

$$P_F\left(\left|T_{n,\Delta}^* - T(F)\right| \geq \Delta/2\right) \leq \alpha_F(n, \Delta).$$

Thus the estimator $T_{n,\Delta}^*$ is within a factor 2 of minimax. Actually, if we define the difficulty (as opposed to risk)

$$D(T_n, F) = \max F_{\pm}(T_n - T_F) \geq \Delta/2\},$$

then the symmetry of worst case type I and type II errors implies that $D(T_{n,\Delta}^*, F) \leq \alpha_F(n, \Delta)/2$ for every $F \in \mathcal{F}$. On the other hand, close inspection of the proof of Theorem 2.1 reveals that for any measurable estimator $T_n$, $\sup_F D(T_n, F) \geq \alpha_F(n, \Delta)/2$. It follows that $T_{n,\Delta}^*$ is exactly minimax, in finite samples:

$$\inf_{T_n} \sup_F D(T_n, F) = \frac{\alpha_F(n, \Delta)}{2} = \sup_F D(T_{n,\Delta}^*, F).$$

The analogous fact about location estimation occurs in Huber [(1982), Theorem 7.1, page 285].

The setting just developed is rather general and works in other cases as well. We give details for estimating the conditional median. Retain the observation scheme (5.12), but suppose that the unknown error distribution $G_i$ belongs to

$$\mathcal{H}_{m,\delta} = \{G: \text{Med}(G) = 0, g(t) \geq m \text{ on } [-\delta, \delta]\}.$$  

We are interested in estimating $T(F) = \xi(u_0) = \text{Med}(\xi|u = u_0)$, the conditional median. Our class $\mathcal{F} = \mathcal{C Med}(C, m, \delta)$ is defined by (5.14) in a fashion similar to $\text{Reg}(C, \epsilon)$, only with $\mathcal{H}_{m,\delta}$ in place of $\mathcal{G}_\epsilon$.

Suppose that $\Delta/2 < \delta$, that $2m\delta < 1$ and define $\gamma = (1 - 2m\Delta)^{-1}$. Set

$$\lambda(x; \Delta, m, \delta) = \begin{cases} \gamma, & x > \Delta/2, \\ 1, & x \in [-\Delta/2, \Delta/2], \\ \gamma^{-1}, & x < -\Delta/2. \end{cases}$$

Using this ratio, we can form $L_{t,\Delta}(u, y) = \lambda(y - t; \Xi(u - u_0), m, \delta)$. By mimicking the prescription (5.15)–(5.16), we obtain tests for $F_{\leq t}$ against $F_{\geq t + \Delta}$ and an estimator $T_{n,\Delta}^*$ for $T$. In fact, the tests will be minimax and the conclusion (5.17) will hold for the resulting estimate.

Indeed, consider the problem of testing between $H_0$: $\{G_0(\cdot + \Delta/2): G_0 \in \mathcal{H}_{m,\delta}\}$ against $H_1$: $\{G_1(\cdot - \Delta/2): G_1 \in \mathcal{H}_{m,\delta}\}$ on the basis of $n$ i.i.d. observations $(x_i)$. Then $\lambda$ is stochastically largest under $H_0$ and stochastically small-
est under \( H_1 \), at a pair for which \( \prod_i \lambda(x_i) \) furnishes the Neyman–Pearson test. Hence \( \lambda \) furnishes the minimax test between \( H_0 \) and \( H_1 \). Moreover, \( \lambda \) is monotone. Finally, the maximal type I and type II errors are equal. Hence the key points used in the analysis for \( \text{Reg}(C, \varepsilon) \) carry through and (5.17) holds in the present setting. Of course, the minimaxity (5.18) for the difficulty measure \( D \) carries through as well.

These examples should reinforce the points (1) that nonparametric regression is a special case of density estimation; (2) that the lower bound of Theorem 2.1 is nearly attainable in some interesting cases; (3) that the optimal rate of convergence is \( \omega(n^{-1/2}) \) in some nonparametric regression problems.

5.3. Estimating the mode. Let \( \mathbf{F} = \text{Mode}(M, c_-, c_+, \delta) \), the class of distributions with unimodal densities \( f \), that are uniformly bounded:

\[
f(x) \leq M,
\]

and have quadratic maxima:

\[
f(\text{mode}) - c_+(x - \text{mode})^2 \\
\leq f(x) \leq f(\text{mode}) - c_-(x - \text{mode})^2, \quad |x - \text{mode}| < \delta.
\]

Let \( T(F) = \text{mode}(F) \).

\( T \) is nonlinear. In this case the modulus satisfies \( \omega(\varepsilon) = A\varepsilon^{2/5}(1 + o(1)) \) and, as we shall see, the rate \( \omega(n^{-1/2}) \) is attainable. However, attainability is not easy to demonstrate by the methods used so far. Instead, we turn to methods of analysis. For reasons of space, our discussion is abbreviated; for more information, see the technical report.

We study rates of convergence of kernel estimators of the mode. Our rate result applies to any kernel satisfying:

**Assumption.** \( K \) is a positive even function of compact support, bounded, square integrable and absolutely continuous, with

\[
\|K\|_2 < \infty, \quad \|K\|_\infty < \infty,
\]

and

\[
\|K'\|_2 < \infty, \quad \|K'\|_\infty < \infty,
\]

where the norms of \( K' \) are defined distributionally and so represent the smallest constants \( C_2 \) and \( C_\infty \) for which

\[
\|K(\cdot) - K(\cdot - \delta)\|_2 \leq C_2\delta,
\]

\[
\|K(\cdot) - K(\cdot - \delta)\|_\infty \leq C_\infty\delta.
\]

are valid for all \( \delta > 0 \).

**Theorem 5.5.** Let \( T \) be the mode and \( \mathbf{F} \) be as in (5.20)–(5.21). Then \( \omega(\varepsilon) \) is Hölderian with exponent \( \frac{2}{5} \) and so no estimator can achieve faster than an
$n^{-1/5}$ rate of convergence uniformly over $F$:

$$\lim_{n \to \infty} \inf_{T_n} \sup_{F} \mathbb{P}_F \left( \left| T_n - T \right| > \omega(n^{-1/2}) \right) \geq \frac{e^{-1/2}}{2}. $$

Let $K$ satisfy Assumption K and let $h_n = bn^{-1/5}$. Let $T_{n}^{(k)}$ be any maximizer of

$$\hat{f}_n(t) = \frac{1}{n} \sum_{i=1}^{n} \frac{K((X_i - t)/h_n)}{h_n}.$$ 

Then $T_{n}^{(k)}$ attains the $n^{-1/5}$ rate uniformly over $F$:

$$\lim_{C \to \infty} \lim_{n \to \infty} \sup_{F} \mathbb{P}_F \left( \left| T_{n}^{(k)} - T \right| > C\omega(n^{-1/2}) \right) = 0.$$ 

The proof is sketched in Section 7. It involves analysis of the supremum and fluctuations of a certain empirical process. While papers such as Bickel and Rosenblatt (1973), Silverman (1978), Révész (1978) and Rudzakis (1985, 1987) consider similar processes, we are unable to simply apply their results because we must get bounds uniform in $F$ and such uniformity does not seem to have been directly addressed in empirical process research.

Has'minskii (1979) established a lower bound for estimation of the mode also of the order $n^{-1/5}$, although his results do not quite cover our class. Has'minskii claims in this article that the $n^{-1/6}$ rate is attainable and that the results of Venter (1967) show this. However, Venter's work only establishes individual (rather than uniform) rates and only almost sure (rather than in-probability) rates. Using Lemmas 7.1 and 7.2 and some facts about $\|\hat{f}_n - E \hat{f}_n\|_\infty$ due to Silverman (1978), it is possible to show that the almost sure rate suggested by Venter's result, $\log n / n^{1/5}$, does indeed hold uniformly over $F$. However, to show that $n^{-1/5}$ is the optimal rate in probability seems genuinely harder; our approach uses Bernstein's inequality and a chaining argument. Thus, Theorem 5.4 verifies Has'minskii's claim and shows that $n^{-1/5}$ is the optimal rate for estimation of the mode over the class $F$.

6. An interesting example. Consider now the nonlinear functional $T(F) = \|f\|^2$. Let $F$ be the family of distributions supported in $[0, 1]$ with densities bounded by $M$. Then, it follows from Section 5 of [GR I] that $\omega(\varepsilon) \leq 4M\varepsilon$. This suggests that the rate $n^{-1/2}$ might be attainable in estimating this functional.

In a very penetrating analysis, Ritov and Bickel (1990) have shown this guess to be very far from true. Translating their results into the language of this paper, we have:

**Theorem (Ritov–Bickel).** With $T$ and $F$ as before,

(6.1) $\alpha_A(n, \Delta) = 1$ for all $n$ and $\Delta \in (0, (M - 1)/2)$,

(6.2) $\Delta_A(n, \alpha) = (M - 1)/2 > 0$ for all $n$. 

In short, no rate of any kind is available under these conditions. As \( \omega(\varepsilon) = O(\varepsilon) \), we thus have an example where

\[
\Delta_2(n, \alpha) = O(n^{-1/2})
\]

but

\[
\Delta_A(n, \alpha) \to 0;
\]

the two lower bounds behave as differently as it is reasonable to expect. In view of this result, there may be a large and interesting class of cases where the two-point and composite bounds are not comparable [see also Donoho and Nussbaum (1990)].

7. Proofs.

PROOF OF THEOREM 2.3. Before proving (2.10a, b), we first establish some exponential bounds on \( \alpha_A(n, d_k) \). Let \( \varepsilon_1 = \min((A_1/CA_0)^2/\varepsilon_0, |\log \alpha|/5) \). We consider two cases, depending on \( k \). For \( k \) small,

(Case 1)

\[
\left( \frac{3}{2} \right)^k CA_1 \left( \frac{|\log \alpha|}{n} \right)^{r/2} \leq A_0 \varepsilon_1^{r/2}.
\]

In this case, by our constraint on \( \varepsilon_1 \), there exists an integer \( m_k \) satisfying \( n/2 \geq m_k \geq 5 \) and

\[
\frac{n A_1}{A_0 (3/2)^k C} \left( \frac{3}{2} \right)^k CA_0 \left( \frac{|\log \alpha|}{n} \right)^{2/r} < m_k,
\]

and \( |\log \alpha|/m_k \leq \varepsilon_0 \). Then a calculation reveals that

\[
\frac{n}{m_k} \geq \left( \frac{3}{2} \right)^k CA_0 \left( \frac{|\log \alpha|}{n} \right)^{r/2} - 1
\]

and as \( |\log \alpha|/m_k \leq \varepsilon_0 \), (2.9) implies

\[
\Delta_A(m_k, \alpha) < d_k
\]

and thus \( \alpha_A(m_k, d_k) \leq \alpha \). Le Cam (1973) gives the formula

\[
\pi_{jm} \leq \left( \sqrt{\pi_m (2 - \pi_m)} \right)^j,
\]

where \( \pi_{jm} = \pi(\text{conv}(P_{jm}^{(m)}),\text{conv}(Q_{jm}^{(m)})) \) and \( \pi_m = \pi(\text{conv}(P^{(m)}),\text{conv}(Q^{(m)})) \). We conclude

\[
\alpha_A(jm_k, d_k) \leq \left( \sqrt{\alpha (2 - \alpha)} \right)^j.
\]
Using monotonicity of $\alpha_A$ in $n$, we get
\[
\alpha_A(n, d_k) \leq \left( \sqrt{\alpha(2 - \alpha)} \right)^{\lfloor n/m_k \rfloor} \\
\leq \exp \left( -\frac{1}{6} \log(\alpha(2 - \alpha)) \right) \left( \frac{(3/2)^k C A_0}{A_1} \right)^{2/r} - 1 \right) \\
= \exp \left( -2\beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r} + \frac{1}{6} \log(\alpha(2 - \alpha)) \right).
\]

The hypothesis $CA_0 > 2A_1$ implies
\[
2\beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r} - \frac{1}{6} \log(\alpha(2 - \alpha)) > \beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r}
\]
for $k = 0, 1, 2, \ldots$ and so we have, in Case 1,
\[
(7.1) \quad \alpha_A(n, d_k) \leq \exp \left( -\beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r} \right).
\]

In Case 2, $k$ is so large that condition (Case 1) does not hold. It follows that $d_k > (A_0^2/A_1)e_1^{r/2}$; using the definition of $n_0$ and arguing as before,
\[
\alpha_A(n, d_k) \leq \left( \sqrt{\alpha_0(2 - \alpha_0)} \right)^{(n/n_0)-1} = \exp \left( -2\gamma n + \frac{1}{6} \log(\alpha_0(2 - \alpha_0)) \right).
\]
Now as $2((n/n_0) - 1) > n/n_0$ for $n > 2n_0$, we get
\[
2\gamma n - \frac{1}{6} \log(\alpha_0(2 - \alpha_0)) > \gamma n
\]
and so
\[
(7.2) \quad \alpha_A(n, d_k) \leq \exp(-n\gamma), \quad n > 2n_0.
\]

With our bounds established, we now consider (2.10a). Let $K$ be the number of $d_k$ covered by Case 2. Formally,
\[
K = \# \left\{ k : A_0 e_1^{r/2} \leq \left( \frac{3}{2} \right)^k A_1 \left( \frac{\log\alpha}{n} \right)^{r/2} \right\} \leq \left( \frac{3}{2} \right)^N \Delta.
\]

As $(3/2)^N \Delta \leq 3M$, $K \leq \log(3M)/\log(A_0 e_1^{r/2})$; thus $K$ is bounded independently of $n$ and $N$. Now by (7.1) and (7.2), if $n > 2n_0$,
\[
\sum_{k=l}^{N-1} \alpha_A(n, d_k) = \sum_{k=l}^{N-K-1} + \sum_{N-K}^{N-1} \\
\leq \sum_{k=l}^{N-K-1} \exp(-\beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r}) + K \exp(-n\gamma) \\
\leq \sum_{k=l}^{\infty} \exp(-\beta C^{2/r} \left( \frac{3}{2} \right)^{2k/r}) + e_n.
\]
If \( l = 0 \), then since \((\frac{3}{2})^{2k/r} > 2k\) for \( k = 1, 2, \ldots \),

\[
\sum_{k=0}^{\infty} \exp\left(-\beta C^{2/r}\left(\frac{3}{2}\right)^{2k/r}\right) \leq \exp(-\beta C^{2/r}) + \sum_{k=1}^{\infty} \exp(-\beta C^{2/r}2k) = \theta + \frac{\theta^2}{1 - \theta^2}.
\]

Combining this with (7.3) gives (2.10a). If \( l > 0 \), we have

\[
\sum_{k=l}^{\infty} \exp\left(-\beta C^{2/r}\left(\frac{3}{2}\right)^{2k/r}\right) \leq \sum_{k=l}^{\infty} \exp(-\beta C^{2/r}2k) = \frac{\theta^2l}{1 - \theta^2}.
\]

which, with (7.3), gives (2.10b). □

**Proof of Theorem 2.4.**

\[
E_F l(T_n - T) \leq \sum_{k=0}^{N-1} P(\eta_{k+1} \geq |T_n - T| > \eta_k) l(\eta_{k+1})
\]

\[
\leq \sum_{k=0}^{N-1} P(|T_n - T| > \eta_k) l(\eta_{k+1})
\]

\[
\leq l(\eta_1) \frac{2\theta}{1 - \theta^2} + \sum_{k=1}^{N-1} l(\eta_{k+1}) \frac{\theta^{2k}}{1 - \theta^2} + \sum_{k=0}^{N-1} l(\eta_{k+1}) e_n.
\]

Now as \( l \) is well-behaved, \( l(\eta_k) \equiv l((\frac{3}{2})^k \Delta) \leq a^k l(\Delta) \), so

\[
E_F l(T_n - T) \leq l(\Delta) \left[ \frac{2\theta}{1 - \theta^2} + \sum_{k=1}^{\infty} \frac{\theta^{2k}a^{k+1}}{1 - \theta^2} + e_n \frac{a^{N-1}}{a - 1} \right]
\]

\[
= l(\Delta) \left[ \frac{2a\theta}{1 - \theta^2} + \frac{1}{1 - \theta^2} \frac{a^2\theta^2}{1 - a\theta^2} + e_n \frac{a^{N-1}}{a - 1} \right]
\]

\[
= l(\Delta)(A_2 + A_{3,n}),
\]

say. Now as \( N \leq \log(3M)/\log(\Delta) \leq \log(3M)(r/2)(\log(n) - \log(\log(\alpha)) - \log(A_0)) \),

\[
a^N e_n = \exp(-n\gamma + \log(\alpha) N)
\]

\[
\leq \exp(-n\gamma + A_4 \log(n) + A_5) \to 0, \quad n \to \infty.
\]

Therefore, \( A_{3,n} \to 0 \). For large enough \( n \), \( A_{3,n} \leq A_2 \) and so \( l(\Delta)(A_2 + A_{3,n}) \leq 2A_2 l(\Delta) \). Then, as \( l(\Delta) \equiv l(CA_\alpha(n, \alpha)) \leq a^{[\log C/\log 1.5]}l(\Delta_A(n, \alpha)) \), we have (2.11) with \( A = 2A_2a^{[\log C/\log 1.5]} \). □
Proof of Theorem 4.4. [Proof that (i) implies (ii).] As \( \omega \) is Hölderian, for \( \varepsilon_0 \) small enough, then by (3.5) there exist constants \( A_0, A_1 \) so that

\[
A_0 \left( \frac{\log \alpha}{n} \right)^{r/2} \leq \Delta_2(n, \alpha) \leq A_1 \left( \frac{\log \alpha}{n} \right)^{r/2}
\]

for \( \alpha < \alpha_0 \) and \( \log \alpha/n < \varepsilon_0 \). Let \( m \) be an integer so that \( m/2 + 1 > M \). Now we claim that

\[
\frac{|\log(a_\alpha(mn, \Delta))|}{|\log(a_\alpha(n, \Delta))|} \geq \frac{m}{2} + 1.
\]

Let us see why. Let \( \rho_\alpha(n, \Delta) \) denote a quantity similar to \( a_\alpha(n, \Delta) \), only defined using Hellinger affinity rather than testing affinity. Then

\[
\alpha_a(mn, \Delta) \leq \rho_\alpha(mn, \Delta) \leq \rho_\alpha(n, \Delta)^m \leq \left(2\alpha_a(n, \Delta)^{1/2}\right)^m,
\]

where the second inequality follows from (3.15) and the third from (3.7). Thus

\[
|\log \alpha_a(mn, \Delta)| \geq m \left[ \frac{1}{2} |\log \alpha_a(n, \Delta)| + \log 2 \right].
\]

Now, for \( \alpha_a < \frac{1}{2}, \log 2/|\log \alpha_a| \geq 1 \) and so the last display proves (7.5).

Combining (7.5) with hypothesis (4.6) gives

\[
|\log \alpha_a(mn, \Delta)| > |\log \alpha_a(n, \Delta)|.
\]

It then follows that, with \( \alpha = \alpha_a(n, \Delta), \Delta_\alpha(mn, \alpha) \leq \Delta_\alpha(n, \alpha) \). Now by (7.4),

\[
\Delta_2(n, \alpha) \leq A_1 \left( \frac{\log \alpha}{n} \right)^{r/2}
\]

and

\[
A_0 \left( \frac{\log \alpha}{mn} \right)^{r/2} \leq \Delta_2(mn, \alpha).
\]

Combining these,

\[
\Delta_2(n, \alpha) \leq \frac{A_1 m^{r/2}}{A_0} \Delta_2(mn, \alpha).
\]

Hence, for every \( k = mn \),

\[
\Delta_\alpha(k, \alpha) \leq C_0 \Delta_2(k, \alpha),
\]

where \( C_0 = A_1 m^{r/2}/A_0 \). The argument extends to other \( k \) with the larger constant \( C = (A_1/A_0)^2(2m)^{r/2} \); details are given in the technical report.

[Proof that (ii) implies (i).] As in the last proof, (7.4) holds by hypothesis. Pick an integer \( m \) so that \( (A_0/A_1)^{m} > C \). Then

\[
\Delta_\alpha(mn, \alpha) \leq C A_1 \left( \frac{\log \alpha}{mn} \right)^{r/2} \leq C \frac{A_1}{m^{r/2} A_0} \left( \frac{\log \alpha}{n} \right)^{r/2}
\]

\[
< A_0 \left( \frac{\log \alpha}{n} \right)^{r/2} \leq \Delta_2(n, \alpha).
\]
Hence, with $\Delta = \Delta_A(mn, \alpha)$, $\alpha_2(n, \Delta) \geq \alpha$. Defining $\rho_2(n, \Delta)$ in a fashion analogous to $\Delta_2(n, \Delta)$, only using $\rho$ in place of testing affinity, we have that $\rho_2(n, \Delta) \geq \alpha$ and also $\rho_2(mn, \Delta) \geq \alpha^m$. Then from $\pi \geq \frac{1}{2} \rho^2$,

$$
\alpha_2(mn, \Delta) \geq \frac{1}{2} \alpha^{2m}.
$$

And so, if $\alpha < \frac{1}{2}$,

$$
\frac{|\log \alpha_2(mn, \Delta)|}{|\log \alpha_A(mn, \Delta)|} \leq 2m + 1. \tag{7.8}
$$

It follows that, for $\alpha_A < \frac{1}{2}$ and $k$ of the form $m \cdot n$, we have (4.7) with $M = 2m + 1$. The argument extends to other $k$ with the larger constant $M = 10m + 5$; see the technical report for details. □

PROOF OF THEOREM 5.2. (5.7) shows that $L_{t, \Delta}(x)$ is constant in $t$ for $x \leq a_i(t, \Delta)$ and is a monotone increasing function of $a_i(t, \Delta)$ for $x > a_i(t, \Delta)$. Thus the proof requires showing that $a_i(t, \Delta)$ is monotone decreasing in $t$. Now $a_i(t, \Delta)$ is the value of $x$ solving

$$
\lambda(x) = \mu(x, t), \tag{7.9}
$$

where

$$
\lambda(x) = \frac{C_+ x^{\Delta} 1 + \gamma x^p}{C_- 1 - \gamma x^p}.
$$

and

$$
\mu(x, t) = \frac{1 - \int_0^x f_1(v)(u) dv}{1 - \int_0^x f_0(v) dv}.
$$

Now $\lambda$ is monotone increasing in $x$. We claim that for sufficiently small $x_0$, $x \in (0, x_0)$, $0 < x_0 < 1$, $\mu(x, t)$ is monotone decreasing in $t$. Then, at any $(t, \Delta)$ pair at which the solution $a_i(t, \Delta)$ of (7.9) falls in the interval $(0, x_0)$, the solution must be monotone decreasing in $t$. Finally, a little calculus will show that for a given $x_0$, there is a $\Delta_0 > 0$ so that $a_i(t_0, \Delta) < x_0$ for $\Delta < \Delta_0$, where $t_0$ is the constant used in (5.2a) defining the class $F$. Combining the last two sentences completes the proof.

It remains only to establish the claim, that is, to show that $\mu(x, t)$ is monotone decreasing in $t$. Put

$$
\mu(x, t) = \frac{1 - \beta(t)}{1 - \alpha(t)},
$$

where

$$
\alpha(t) = C_+ \frac{x^{t+\Delta+1}}{t + \Delta + 1} \left(1 + \gamma x^p \frac{t + \Delta + 1}{t + \Delta + p + 1}\right),
$$

$$
\beta(t) = C_- \frac{x^{t+1}}{t + 1} \left(1 - \gamma x^p \frac{t + 1}{t + p + 1}\right).
$$
Now one can easily verify that, if \( x \leq 1 \) and also \( \gamma x^p \leq 1 \),

\[
\alpha(t), \beta(t) \text{ are decreasing in } t.
\]

Then monotonicity of \( \mu(x, t) \) follows from

\[
\frac{1 - \beta(t)}{1 - \alpha(t)} < \frac{\beta'(t)}{\alpha'(t)}.
\]

In fact, we will show that for \( x_0 \) small enough,

\[
\frac{1 - \beta(t)}{1 - \alpha(t)} < 2 < \frac{\beta'(t)}{\alpha'(t)}
\]

for all \( t \geq 0 \) and all \( x \in (0, x_0) \).

Let us first establish the left-hand inequality. This can be rewritten as

\[
1 > 2\alpha(t) - \beta(t)
\]

and as \( 2\alpha(t) + \beta(t) > 2\alpha(t) - \beta(t) \), it is implied by \( 1 > \max, 2\alpha(t) + \beta(t) \). By (7.10), this reduces to

\[
1 > 2\alpha(0) + \beta(0).
\]

Now pick \( x_1 \) so that

\[
1 > 2C_+ \frac{x_1^{\Delta+1}}{\Delta + 1} \left( 1 + \gamma x_1^p \frac{\Delta + 1}{\Delta + p + 1} \right) + C_- x_1 \left( 1 + \gamma \frac{x_1^p}{p + 1} \right).
\]

Then for \( x \in (0, x_1) \),

\[
2\alpha(0) + \beta(0)
\]

\[
= 2C_- x \left( 1 - \gamma \frac{x^p}{p + 1} \right) + C_+ \frac{x^{\Delta+1}}{\Delta + 1} \left( 1 + \gamma x^p \frac{\Delta + 1}{\Delta + p + 1} \right)
\]

\[
\leq 2C_- x_1 \left( 1 + \gamma \frac{x_1^p}{p + 1} \right) + C_+ \frac{x_1^{\Delta+1}}{\Delta + 1} \left( 1 + \gamma x_1^p \frac{\Delta + 1}{\Delta + p + 1} \right)
\]

\[
< 1
\]

and so (7.12) follows. Thus the left-hand side of (7.11) is established for \( x_0 \leq x_1 \).

We now consider the right-hand inequality of (7.11). Now

\[
\beta'(t) = \Psi(x, t) [B_1 - B_2 + B_3],
\]

\[
\alpha'(t) = \Psi(x, t) [A_1 - A_2 + A_3],
\]
where $\Psi(x,t) = (x^{t+1}/(t+1))|\log(x)|$ and

$B_1 = -C_- \left( 1 - \frac{\gamma(t + 1)x^p}{t + p + 1} \right)$,

$B_2 = C_- \left( 1 - \frac{\gamma(t + 1)x^p}{t + p + 1} \right) \frac{1}{(t + 1)|\log(x)|}$,

$B_3 = C_- \left( \frac{\gamma(t + 1)x^p}{(t + p + 1)^2} - \frac{\gamma x^p}{t + p + 1} \right) \frac{1}{|\log(x)|}$,

$A_1 = -C_+ \left( 1 + \frac{\gamma(t + \Delta + 1)x^p}{t + p + \Delta + 1} \right) x^\Delta \frac{t + 1}{t + \Delta + 1}$,

$A_2 = C_+ \left( 1 + \frac{\gamma(t + \Delta + 1)x^p}{t + p + \Delta + 1} \right) x^\Delta \frac{1}{(t + \Delta + 1)^2 |\log(x)|}$,

$A_3 = C_+ \left( \frac{\gamma x^p}{t + p + \Delta + 1} - \frac{\gamma(t + \Delta + 1)x^p}{(t + p + \Delta + 1)^2} \right) x^\Delta \frac{1}{(t + \Delta + 1)^2 |\log(x)|}$.

The desired inequality is then equivalent to

$B_1 - B_2 + B_3 < 2(A_1 - A_2 - A_3)$

for all $t$ and all $x < x_0$.

Note that for $x \in (0, 1)$, $B_1$ is increasing in $t$. Thus

$B_1 \leq \lim_{t \to \infty} B_1 = -C_- (1 - \gamma x^p) = B_4(x)$;

similarly $A_1$ is decreasing in $t$ and

$A_1 \geq \lim_{t \to \infty} A_1 = -C_+ x^\Delta (1 + \gamma x^p) = A_4(x)$.

Pick $\epsilon > 0$. For $x_2$ small enough, $B_4(x_2) < 2A_4(x_2) - \epsilon$ and so by the obvious monotonicities in $x$, $B_4(x) < 2A_4(x) - \epsilon$ for all $x \in (0, x_2)$. We will show below that $B_2$, $B_3$, $A_2$ and $A_3$ are negligible, in the sense that

$|B_2| + |B_3| + 2|A_2| + 2|A_3| < \epsilon$

for $x < x_3$. Then (7.13) follows, for $x_0 \leq \min(x_2, x_3)$.

Note the inequalities

$|B_2| \leq C_- \frac{1 + \gamma x^p}{|\log(x)|}$, \quad $|B_3| \leq C_- \frac{2\gamma x^p}{|\log(x)|}$,

$|A_2| \leq C_+ x^\Delta \frac{1 + \gamma x^p}{|\log(x)|}$, \quad $|A_3| \leq C_+ x^\Delta \frac{2\gamma x^p}{|\log(x)|}$,

valid for $t \geq 0$, $0 < x < 1$. Pick $x_3$ so small that the sum of the upper bounds in (7.15) is less than $\epsilon/2$. Then we have (7.14) for all $x < x_3$ by the monotonicity in $x$ of the upper bounds in (7.15).
Putting \( x_0 = \min(x_1, x_2, x_3) \), we see that both sides of (7.11) hold for all \( t \geq 0 \) and all \( x \in (0, x_0) \). \( \Box \)

**Proof of Theorem 5.5.** The claim about the modulus follows from Theorem 4.2 of [GR 1]. The claim about the lower bound follows from Theorem 2.1 of [GR 1]. As \( \omega(n^{-1/2}) \) is asymptotic to \( An^{-1/5} \) for an appropriate constant \( A \), the proof is completed by showing that \( T_n^{(k)} - T(F) = O_p(n^{-1/5}) \) uniformly in \( F \).

Suppose without loss of generality that \( K \) is a probability density: \( \int K = 1 \). Then \( f_n^d \) is an estimated density and \( f_n(t) = E[f_n^d(t)] \) is a density.

Let \( t_n \) be an maximizer of \( f_n(t) \). Let \( \hat{t}_n \) be any maximizer of \( f_n(t) \). By Lemma 7.1, the assumption \( h_n = bn^{-1/5} \) guarantees that \( t_n - T(F) = O(n^{-1/5}) \) uniformly in \( F \). Thus the theorem is proved, if we can show that \( \hat{t}_n - t_n = O_p(n^{-1/5}) \) also uniformly in \( F \).

Now we have

\[
(7.16) \quad f_n(\hat{t}_n) \geq f_n(t_n)
\]

and so

\[
( f_n(\hat{t}_n) - f_n(t_n) ) - ( f_n(t_n) - f_n(t_n) ) \geq f_n(t_n) - f_n(\hat{t}_n).
\]

Now by Lemma 7.2, there is a constant \( \gamma > 0 \) so that

\[
(7.17) \quad f_n(t_n) - f_n(t) \geq \gamma(t - t_n)^2
\]

uniformly in \( F \), if \( t \in I_n = (T(F) + qh_n, s, T(F) + c) \), for a certain \( q > 0 \) defined in the lemma and any \( c \) smaller than the constant \( \delta \) used in defining the class \( F \). It follows that if \( \hat{t}_n \in I_n \), then

\[
(7.18) \quad Z_n(\hat{t}_n) - Z_n(t_n) \geq \gamma n^{2/5}(\hat{t}_n - t_n)^2,
\]

where \( Z_n \) is the stochastic process

\[
Z_n(t) = n^{2/5}(f_n(t) - f_n(t)).
\]

Therefore, if \( \Delta \) is so large that \( n^{-1/5} \Delta > (q + 1)h_n \), we must have

\[
P_F\{\hat{t}_n - t_n > n^{-1/5} \Delta \} \leq P_F\{Z_n(t) - Z_n(t_n) > \gamma n^{2/5}(t - t_n)^2 \}
\]

for some \( t \in (t_n + n^{-1/5} \Delta, t_n + c) \)

\[+ P_F\left\{ \sup_{t > t_n + c} \hat{f}_n(t) > \hat{f}_n(t_n) \right\}. \]

Now

\[
P_F\left\{ \sup_{t > t_n + c} \hat{f}_n(t) > \hat{f}_n(t_n) \right\} \leq P_F\left\{ \hat{f}_n(t_n) < f_n(t_n) - \frac{\gamma}{2}c^2 \right\}
\]

\[+ P_F\left\{ \sup_{t > t_n + c} f_n(t) > f_n(t_n) - \frac{\gamma}{2}c^2 \right\}. \]
Using Lemma 7.3, we get that the first probability on the right side may be bounded, for all \( F \in \mathbf{F} \), by \( \exp(-n^{4/5} \text{ Const}) \), while for each \( \delta > 0 \), an argument like that in Lemma 7.4 can be used to show that the second term on the right side is bounded above, for all \( F \in \mathbf{F} \), by \( P(n) \exp(-n^{4/5} \text{ Const}(\delta)) + \delta \), for a polynomial \( P(n) \). The conclusion is that the left-hand side of this display must tend to zero uniformly in \( \mathbf{F} \).

By Lemma 7.3,

\[
P_F \left( Z_n(t_n) < -\frac{\gamma}{2} \Delta^2 \right) \leq \exp \left( -\frac{n^{1/5} h_n \gamma^2 \Delta^4 / 8}{M \|K\|_2^2 + \max(M h_n, \|K\|_\infty) n^{-2/5} \Delta^2} \right)
\]

for every \( F \in \mathbf{F} \). Hence, if \( n^{1/5} h_n = \text{ constant} \),

\[
0 = \lim_{\Delta \to \infty} \limsup_n \sup_{F} P_F \left( Z_n(t_n) < -\frac{\gamma}{2} \Delta^2 \right).
\]

If we can also show that

\[
0 = \lim_{\Delta \to \infty} \limsup_n \sup_{F} P_F \left( Z_n(t) > \frac{\gamma}{2} n^{2/5} (t - t_n)^2 \right)
\]

for some \( t > t_n + n^{-1/5} \Delta \),

(7.19)

then

\[
\lim_{\Delta \to \infty} \limsup_n \sup_{F} P_F \left( \hat{t}_n - t_n > n^{-1/5} \Delta \right) = 0.
\]

By the obvious symmetry in the problem, a similar relation would hold for \( \hat{t}_n - t_n < -n^{-1/5} \Delta \) and so we would have \( (\hat{t}_n - t_n) = O_p(n^{-1/5}) \) uniformly in \( \mathbf{F} \) and the proof would be done. Consider then (7.19). As the class \( \mathbf{F} \) is closed under translation, we can always assume \( F \) is such that \( t_n(F) = 0 \). Define \( \mathbf{F}_{n,0} = \{F : F \in \mathbf{F} \text{ and } t_n(F) = 0\} \). Our aim is to show that the previous display tends to zero uniformly for \( F \in \mathbf{F}_{n,0} \).

Now, for \( \delta > 0 \) and for \( i = 0, 1, \ldots \), put \( t_i = n^{-1/5}(\Delta + \delta i) \); we will also refer to \( \Delta_i = (\Delta + \delta i) \) so that \( t_i = n^{-1/5} \Delta_i \) (and \( \Delta_0 = \Delta \)).

\[
P_F \left( Z_n(t) > \frac{n^{2/5} \gamma}{2} t^2 \text{ for some } t > n^{-1/5} \Delta \right)
\]

\[
\leq P_F \left( Z_n(t_i) > \frac{\gamma}{4} \Delta_i^2 \text{ for some } i \geq 0 \right)
\]

\[
+ P_F \left( \sup_{t_i \leq t \leq t_{i+1}} Z_n(t) > \frac{\gamma}{4} \Delta_i^2 \text{ for some } i \geq 0 \right).
\]

(7.20)

By Lemma 7.4, with \( \alpha = \frac{1}{4} \),

\[
\lim_{\Delta \to \infty} \limsup_n \sup_{F \in \mathbf{F}_{n,0}} P_F \left( Z_n(t_i) > \frac{\gamma}{4} \Delta_i^2 \text{ for some } i \geq 0 \right) = 0.
\]

(7.21)
By Lemma 7.6, with $\alpha = \frac{1}{4}$,

$$\lim_{\Delta \to \infty} \limsup_n \sup_{\mathbf{F}_{n,0}} P_{\mathbf{F}} \left( \sup_{t_n \leq t \leq t_{n+1}} Z_n(t) > \frac{\gamma}{4} \Delta^2 \ 	ext{for some } i \geq 0 \right) = 0.$$  

So (7.19) is established and the proof is completed. The following lemmas are proven in the technical report. $\square$

**Lemma 7.1.** Let $K$ be positive and of support $[-s, s]$. Then for every $F$ in $\mathbf{F}$,

$$|t_n - T(F)| \leq h_n s,$$

where $t_n$ denotes the maximizer of $f_n(t)$.

**Lemma 7.2.** Let $K$ be positive and of support $[-s, s]$. Let $q > 0$ be so large that

$$\frac{1}{2} < \frac{(q - 1)^2}{(q + 1)^2} - 4 \frac{C_+}{C_- (q - 1)^2}.$$  

Put $\gamma = C_-/2$. Then for every $F \in \mathbf{F}$,

$$f_n(t_n) - f_n(t) > \gamma (t - t_n)^2 \quad t - t_n \in (qh_n s, c - t_n)$$

for $c < \delta$.

**Lemma 7.3.**

$$\sup_{\mathbf{F}} P_{\mathbf{F}}(Z_n(t) > \Delta) \leq \exp \left( \frac{-n^{1/5} h_n \Delta^2 / 2}{M \|K\|_2^2 + \max(Mh_n, \|K\|_\infty)n^{-2/5} \Delta} \right).$$

This is an application of Bernstein's inequality.

**Lemma 7.4.** Let $t_i = n^{-1/5}(\Delta_0 + i \delta)$. Let $Mh_n < \|K\|_\infty$. Then for $\alpha \in (0, 1)$,

$$\sup_{\mathbf{F}_{n,0} \Delta_0} \sum_{i=0}^{\infty} P_{\mathbf{F}}(Z_n(t_i) > \alpha \gamma \Delta^2_i) \leq \exp(-\beta_0 \Delta^2_0) + \frac{\exp(-\beta_2 h_n)}{1 - \exp(-\beta_0 \Delta_0 \delta)} + \frac{\exp(-\beta_2 n h_n)}{1 - \exp(-\beta_1 \delta n^{2/5})},$$

where

$$\beta_0 = \frac{n^{1/5} h_n \alpha^2 \gamma^2}{22 \|K\|_2^2 M}, \quad \beta_1 = \frac{n^{1/5} h_n \alpha^2 \gamma^2}{2.2 \|K\|_\infty}, \quad \beta_2 = \frac{\alpha^2 \gamma^2 \|K\|_2^2 M}{.22 \|K\|_\infty^2}.$$  

This is an application of the previous lemma and additional calculations.

**Lemma 7.5.** Suppose that the kernel $K$ has

$$\|K(\cdot) - K(\cdot + \xi)\|_2^2 \leq \xi \|K\|_2^2,$$

$$\|K(\cdot) - K(\cdot + \xi)\|_\infty \leq \xi \|K\|_\infty$$
for some constants $\|K\|_2^2$, $\|K\|_\infty$. Let $\eta > 0$. Suppose that the kernel $K$ is positive, supported in $[-s, s]$ and that $2h_n s < t$. Then
\[
\sup_{F_{n,0}} P_F \left\{ n^{2/5} \left( \hat{f}_n(t + \xi h_n) - \hat{f}_n(t) \right) > \eta \xi \right\} \leq \exp \left( \frac{-n^{1/5}h_n \eta^2/2}{\|K\|_2^2 M + \|K\|_\infty n^{-2/5} \eta/3} \right).
\]

This is an application of Bernstein’s inequality.

**Lemma 7.6.** Suppose that $K$ satisfies Assumption K, with support $[-s, s]$. Suppose that $2h_n s < n^{-1/5} \Delta_0$. Put $t_i = n^{-1/6}(\Delta_0 + \delta i)$, $\Delta_i = \Delta_0 + \delta i$. Then for $\Delta_0$ large enough ($K, \delta$ fixed).
\[
\sup_{F_{n,0}} \sum_{i=0}^\infty P_F \left\{ \sup_{t_i \leq t \leq t_{i+1}} n^{2/5} \left( \hat{f}_n(t) - \hat{f}_n(t_i) \right) > \alpha \gamma \Delta_i^3 \right\} 
\leq \frac{\beta_5(\Delta_0) \exp(-\beta_7(\Delta_0))}{1 - \exp(-\beta_7(\Delta_0))} + \frac{\beta_6(\Delta_0) \exp(-\beta_{10}(\Delta_0))}{1 - \exp(-\beta_{10}(\Delta_0))},
\]
where
\[
\beta_3 = \frac{b}{22 \|K\|_2^2 M},
\beta_4 = \frac{3b}{2.2 \|K\|_\infty},
\beta_5 = \frac{1}{1 - \exp(-\beta_3(\alpha \gamma)^2 \Delta_0^3 \delta b^2/2)},
\beta_6 = \min_{k \geq 1} 2k \delta^{-5} (36/\pi^4),
\beta_7 = \beta_3(\alpha \gamma b)^2 \Delta_0^4 \beta_6 - \log(2),
\beta_8 = \frac{1}{1 - \exp(-\beta_4 \alpha \gamma b^2 \Delta_0^2 n^{-2/5}/2)},
\beta_9 = \min_{k \geq 1} 2k \delta^{-3} (6/\pi^2),
\beta_{10} = \beta_4 \alpha \gamma b \Delta_0^2 \beta_9 n^{-2/5} - \log(2),
\]
provided $n^{1/5} h_n = b$ independent of $n$ and $Mh_n < \|K\|_\infty$. The inequality is valid as soon as $\beta_7 > 0$ and $\beta_{10} > 0$.

The proof uses a chaining argument. See the technical report.
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