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EXPONENTIAL EMPIRICAL LIKELIHOOD IS NOT
BARTLETT CORRECTABLE

BY BING-YI JING AND ANDREW T. A. WOOD

Hong Kong University of Science and Technology and
Australian National University

In a recent paper, DiCiccio, Hall and Romano established that Owen’s
empirical likelihood is Bartlett correctable. This is an intriguing and
perhaps surprising result and is the only nonparametric context in which
Bartlett correctability is known to hold. An alternative, closely related
nonparametric likelihood, referred to here as exponential empirical likeli-
hood, may be constructed using Efron’s method of nonparametric tilting.
The purpose of this note is to show that exponential empirical likelihood is
not Bartlett correctable.

1. Introduction. Suppose that L is a parametric likelihood function
based on a sample of size n, and consider two hypotheses H and H of0 1
dimension d and d q k, respectively. If L and L denote the maximum of L0 1
under H and H , then, quite generally, the maximised log-likelihood ratio0 1

Ž .W s 2 log L rL satisfies1 0

1.1 P W ) c s a q O ny1 ,Ž . Ž . Ž .a , k

Ž 2 .where c is such that P x ) c s a . Bartlett correctability entails thea , k k a , k
following: there exists a scaling factor b, known as a Bartlett adjustment,
such that

1.2 P Wrb ) c s a q O ny2 .Ž . Ž . Ž .a , k

Ž .When such a b exists, it can be taken to be E W rk or a quantity which
Ž . Ž y1r2 .differs from E W rk by O n .p

Ž .Bartlett correctability, indicated in 1.2 , is a remarkable property of
parametric likelihood. This property of W is shared by few other types of test

Ž .statistic. For further details of Bartlett correction, see Lawley 1956 ,
Ž . Ž .Barndorff-Nielsen and Cox 1984 , McCullagh and Cox 1986 , McCullagh

wŽ . x Ž . Ž .1987 , Chapter 7 and Bickel and Ghosh 1990 . For a derivation of 1.2 ,
which is stronger than the usual statement of the Bartlett correction prop-

Ž .erty, see Barndorff-Nielsen and Hall 1988 .
Ž .In a recent paper, DiCiccio, Hall and Romano 1988, 1991 showed that

Ž .Owen’s 1988, 1990 empirical likelihood is Bartlett correctable in the ‘‘smooth
function of means’’ model. This is an interesting result, and it is perhaps
surprising that Bartlett correctability, which is a very delicate property,
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Ž .holds in a nonparametric setting. See also Hall and LaScala 1990 for
Ž . Ž .discussion of 1.1 and 1.2 in the empirical likelihood context.

It will be sufficient here to consider empirical likelihood for a scalar mean.
Suppose that X , . . . , X is a sample of independent and identically dis-1 n
tributed random variables, and let p , . . . , p be a probability vector which1 n
assigns probability mass p to observation i. Then the empirical log-likeli-i
hood ratio W , evaluated at a candidate mean value m using Lagrangem

multiplier arguments, is given by
n n

y11.3 W ' sup 2 log np s 2 log 1 q t X y m ,� 4Ž . Ž . Ž .� 4Ý Ým i i
Ý p X sm is1 is1i i

where t is the solution to
n

y1y11.4 n 1 q t X y m X y m s 0.� 4Ž . Ž . Ž .Ý i i
is1

An alternative nonparametric likelihood, referred to here as exponential
Ž .empirical likelihood, may be constructed using Efron’s 1981, 1982 method of

nonparametric tilting. In effect, we restrict the p to be of the formi

˜exp tXŽ .i˜p t s ;Ž .i n ˜Ý exp tXŽ .js1 j

and the exponential empirical log-likelihood ratio is then given by
n

˜ ˜1.5 W s 2 log np t ,Ž . Ž .� 4Ým i
is1

˜where t satisfies
n

˜1.6 p t X y m s 0.Ž . Ž . Ž .Ý i i
is1

Ž . Ž .As noted by DiCiccio and Romano 1990 , the empirical likelihood 1.3
minimises forward Kullback]Leibler distance, while the exponential empiri-

Ž .cal likelihood 1.5 minimises backward Kullback]Leibler distance, where in
both cases the minimisation is over those discrete distributions with mean m
which are concentrated on the data points X , . . . , X . Exponential empirical1 n

wŽ .likelihood is also discussed in Davison, Hinkley and Worton 1992 , Sec-
xtion 4 .

The purpose of this note is to establish that exponential empirical likeli-
hood is not Bartlett correctable. We do this by comparing the relevant
expansions for empirical likelihood and exponential empirical likelihood.

Tom DiCiccio and a referee have pointed out that the result given here is
contained implicitly in the work of DiCiccio and Romano. More specifically, it

Ž . Ž .follows from the formula below 3.5 in DiCiccio and Romano 1990 , com-
bined with the argument outlined in Section 2.3 of DiCiccio, Hall and Romano
Ž .1991 .
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Given a sequence X, X , X . . . of independent and identically distributed1 2
random variables, we shall write

n
r y1 ra s E X , A s n X y a , r s 1, 2, . . . .Ž . Ýr r i r

is1

Without loss of generality, it will be assumed that a s 0 and a s 1. Thus,1 2
Ž . Ž .it will be appropriate to restrict attention to m s 0 in 1.3 ] 1.6 .

2. Bartlett correctability.

2.1. Expansions for empirical likelihood. In the process of establishing
Bartlett correctability of empirical likelihood, DiCiccio, Hall and Romano
Ž .1988, 1991 obtained expansions for quantities such as the empirical likeli-
hood ratio W . The relevant expansions, specialised to the case of a scalar0
mean, are summarised below.

Ž .First, we give an expansion for t, the solution to 1.4 with m set to zero.
Ž y2 .The expansion may be written t s t q t q t q O n , where1 2 3 p

t s A , t s a A2 y A A ,1 1 2 3 1 1 2
2.1Ž .

t s A A2 q A2 A q 2a 2 A3 y 3a A2 A y a A3 .3 1 2 1 3 3 1 3 1 2 4 1

Ž yi r2 .Observe that t is O n for i s 1, 2, 3.i p
Next, we Taylor-expand ny1W as a function of t, ignoring terms which0

Ž y5r2 . Ž .are O n or smaller, and then substitute for t using 2.1 . The resultingp
y1 wŽ .expansion for n W , given by DiCiccio, Hall and Romano 1991 , formula0

x4.1 , is

2 2y1 2 2 3 2 2 3 2 4n W s A y A A q a A q A A q A A q a A0 1 1 2 3 1 1 2 1 3 3 13 3

13 4 y5r2y 2a A A y a A q O n .Ž .3 1 2 4 1 p2

2.2Ž .

Then we obtain a quantity R which satisfies

ny1W s R2 q O ny5r2 , R s R q R q R ,Ž .0 p 1 2 32.3Ž .
yj r2R s O n , j s 1, 2, 3.Ž .j p

It turns out that we may choose

1 12R s A , R s a A y A A ,1 1 2 3 1 1 23 2
2.4Ž .

3 4 5 1 12 2 3 2 2 3R s A A q a A y a A A q A A y a A .3 1 2 3 1 3 1 2 1 3 4 18 9 6 3 4

2.2. Expansions for exponential empirical likelihood. The corresponding
expansions for exponential empirical likelihood in the case of a scalar mean
are now given. Formally, the derivations are very similar.
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Ž . Ž .˜ ˜The expansion for t, the solution to Ý exp tX X s 0 obtained from 1.6 ,i i
Ž y2 .˜ ˜ ˜ ˜has the form t s t q t q t q O n , where1 2 3 p

1 2˜ ˜t s yA , t s A A y a A1 1 2 1 2 3 12

3 1 1 12 3 2 2 3 2t̃ s a A A q a A y A A y a A y A A .3 3 1 2 4 1 1 2 3 1 1 32 6 2 2

The exponential empirical log-likelihood ratio has an expansion

2 2 3y1 2 2 3 2 2 3 2 4 3˜n W s A y A A q a A q A A q A A q a A y 2a A A0 1 1 2 3 1 1 2 1 3 3 1 3 1 23 3 4

1 4 y5r2y a A q O n ,Ž .4 1 p4

˜ ˜ ˜ ˜and the quantity R s R q R q R , corresponding to R s R q R q R in1 2 3 1 2 3
Ž .2.4 , is given by

1 2 3˜ ˜ ˜2.5 R s R , R s R , R s R q a y a A .Ž . Ž .1 1 2 2 3 3 4 3 18

˜2.3. Cumulants of R and R. Given that mild smoothness conditions are
satisfied, Bartlett correctability of empirical likelihood is equivalent to the
third and fourth cumulants of R satisfying the following:

2.6 k R s O ny3 , k R s O ny4Ž . Ž . Ž . Ž . Ž .3 4

w Ž . Ž .see, e.g., DiCiccio, Hall and Romano 1988, 1991 and McCullagh 1987 ,
x Ž .pages 214]215 . The checking of 2.6 in the general case of a smooth function

wof means involves some very heavy calculation see DiCiccio, Hall and
Ž .xRomano 1988, 1991 .

wUsing the formulae connecting moments and cumulants e.g., McCullagh
Ž . x1987 , page 34 and taking into account the order of magnitude of the
moments of R , R and R , it is found that1 2 3

2.7 k R s E R3 q 3E R2R y 3E R2 E R q O ny3Ž . Ž . Ž . Ž .Ž . Ž . Ž .3 1 1 2 1 2

and

k R s 4E R3R y 12 E R2 E R RŽ . Ž .Ž . Ž .4 1 3 1 1 3
2.8Ž . y4q terms involving moments of R , R only q O n .Ž . Ž .1 2

˜ y3Ž . Ž . Ž . Ž .It follows from 2.5 ] 2.8 that k R s O n and3

1
2 6 2 4 y4˜k R s a y a E A y 3E A E A q O nŽ .Ž . � 4Ž . Ž . Ž . Ž .4 4 3 1 1 12

1
2 6 6 y4s a y a 15s y 3 = 3s q O nŽ . Ž .Ž .4 332n

2.9Ž .

s 3ny3 a y a 2 q O ny4 ,Ž .Ž .4 3

2 ˜Ž . Ž .where s ' Var X s 1 by assumption. Since it is necessary for k R to be4
Ž y4 . 2O n for Bartlett correctability to hold, and since a ) a for all continu-4 3
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ous distributions with zero mean and unit variance, we may conclude from
Ž .2.9 that exponential empirical likelihood is not Bartlett correctable.
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