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#### Abstract

In this paper the validity of a one-term Edgeworth expansion for Studentized symmetric statistics is proved. We propose jackknife estimates for the unknown constants appearing in the expansion and prove their consistency. As a result we obtain the second-order correctness of the empirical Edgeworth expansion for a very general class of statistics, including $U$-statistics, $L$-statistics and smooth functions of the sample mean. We illustrate the application of the bootstrap in the case of a $U$-statistic of degree two.


1. Introduction. Let $(\mathscr{X}, \mathscr{A})$ be a measurable space and $P$ a probability measure on ( $\mathscr{X}, \mathscr{A}$ ). Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables, taking values in $\mathscr{X}$ with unknown common distribution $P$. Let $t_{N}: \mathscr{X}^{N} \times \mathscr{P} \rightarrow$ $\mathbb{R}$ be symmetric as a function on $\mathscr{X}^{N}$, that is, for every $x_{1}, \ldots, x_{N} \in \mathscr{X}$ and every permutation $\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ of $\{1, \ldots, N\}$, we have

$$
t_{N}\left(x_{1}, \ldots, x_{N} ; P\right)=t_{N}\left(x_{\alpha_{1}}, \ldots, x_{\alpha_{N}} ; P\right) .
$$

It will be assumed throughout this paper that

$$
\begin{equation*}
T_{N}=t_{N}\left(X_{1}, \ldots, X_{N} ; P\right) \tag{1.1}
\end{equation*}
$$

is a random variable with expectation

$$
\begin{equation*}
E T_{N}=0 \text { for all } N \tag{1.2}
\end{equation*}
$$

and variance $\sigma^{2}\left(T_{N}\right)=\sigma_{N}^{2}$, satisfying

$$
\begin{equation*}
0<c \leq \sigma_{N}^{2} \leq C<\infty \quad \text { for all } N \tag{1.3}
\end{equation*}
$$

for finite positive constants $c$ and $C$. Suppose that $T_{N} / \sigma_{N}$ converges in distribution to a standard normal distribution. Typically, the accuracy of the normal approximation is of the order $N^{-1 / 2}$ as $N$ tends to infinity. In this paper we shall focus on second-order approximations, that is, on approximations with error $a\left(N^{-1 / 2}\right)$ to the distribution functions of $T_{N} / \sigma_{N}$ and also of the Studentized version $T_{N} / S_{N}$, where $S_{N}^{2}$ is an estimator of $\sigma_{N}^{2}$. We shall accomplish this by first proving the validity of a (one-term) Edgeworth

[^0]expansion with remainder $a\left(N^{-1 / 2}\right)$ and then estimating the unknown constants in the expansion. The procedure is therefore called an empirical Edgeworth expansion.

As an estimate $S_{N}^{2}$ of $\sigma_{N}^{2}$, we shall use the jackknife estimator of variance, introduced by Quenouille $(1949,1956)$ and Tukey $(1958)$. Let us suppose that we have one additional observation $X_{N+1}$ at our disposal, and define for $i=1, \ldots, N$,

$$
\begin{equation*}
T_{N}^{(i)}=t_{N}\left(X_{1}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{N+1} ; P\right), \quad T_{N}^{(N+1)}=T_{N} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{T}_{N}=\frac{1}{N+1} \sum_{i=1}^{N+1} T_{N}^{(i)} . \tag{1.5}
\end{equation*}
$$

The jackknife estimator of variance $S_{N}^{2}$ is then defined as

$$
\begin{equation*}
S_{N}^{2}=\sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{2} . \tag{1.6}
\end{equation*}
$$

We shall make extensive use of the properties of Hoeffding's decomposition [Hoeffding (1948)]. For $k=1,2, \ldots$, let $\Omega_{k}$ denote the set of integers from 1 up to $k$ and define for a set $A \subset \Omega_{N}$,

$$
\begin{equation*}
E\left(T_{N} \mid A\right)=E\left(T_{N} \mid X_{i}, i \in A\right) . \tag{1.7}
\end{equation*}
$$

Next, for $D \subset \Omega_{N}$, define

$$
\begin{equation*}
T_{N, D}=\sum_{A \subset D}(-1)^{|D|-|A|} E\left(T_{N} \mid A\right) . \tag{1.8}
\end{equation*}
$$

Here $|A|$ denotes the cardinality of a set $A$ and the summation in (1.8) is over all subsets $A$ of $D$ including the empty set. In this way we obtain for instance

$$
\begin{align*}
T_{N, \varnothing} & =E T_{N}, \\
T_{N, i} & =T_{N,(i\}}=E\left(T_{N} \mid X_{i}\right)-E T_{N},  \tag{1.9}\\
T_{N,\{i, j\}} & =E\left(T_{N} \mid X_{i}, X_{j}\right)-E\left(T_{N} \mid X_{i}\right)-E\left(T_{N} \mid X_{j}\right)+E T_{N} .
\end{align*}
$$

The Hoeffding decomposition of $T_{N}$ is given by

$$
T_{N}=\sum_{D \subset \Omega_{N}} T_{N, D}=\sum_{i=1}^{N} T_{N,\{i\}}+\sum_{1 \leq i<j \leq N} T_{N,\{i, j\}}+\sum_{1 \leq i<j<k \leq N} \sum_{N,\{i, j, k\}}+\cdots
$$

For notational convenience we shall write $T_{N i}$ instead of $T_{N,(i)}$ and $T_{N i j}$ instead of $T_{N,\{i, j\}}$. Define two real numbers $\lambda_{1}$ and $\lambda_{2}$ as

$$
\begin{equation*}
\lambda_{1}=N^{3 / 2} \sigma_{N}^{-3} E T_{N 1}^{3}, \quad \lambda_{2}=N^{5 / 2} \sigma_{N}^{-3} E T_{N 1} T_{N 2} T_{N 12} \tag{1.10}
\end{equation*}
$$

Then the Edgeworth expansion for the distribution function of $T_{N} / \sigma_{N}$ is given by

$$
\begin{equation*}
G_{N}(x)=\Phi(x)-\frac{\lambda_{1}+3 \lambda_{2}}{6 \sqrt{N}}\left(x^{2}-1\right) \phi(x) . \tag{1.11}
\end{equation*}
$$

Note that $\left(\lambda_{1}+3 \lambda_{2}\right) N^{-1 / 2}$ serves as an approximation to the third cumulant of $T_{N} / \sigma_{N}$. The Edgeworth expansion to the distribution function of $T_{N} / S_{N}$ is given by

$$
\begin{equation*}
H_{N}(x)=\Phi(x)+\frac{\phi(x)}{6 \sqrt{N}}\left(\left(2 x^{2}+1\right) \lambda_{1}+3\left(x^{2}+1\right) \lambda_{2}\right) \tag{1.12}
\end{equation*}
$$

We shall prove the following results:
Theorem 1.1. Suppose that there exist real numbers $c>0, C>0, p>3$, $r>2$, sequences $\left\{\delta_{N}\right\}_{N=1}^{\infty}$ with $\delta_{N} \searrow 0,\left\{\tau_{N}\right\}$ with $\tau_{N} \rightarrow \infty$ and a positive continuous function $\chi$ on $(0, \infty)$, such that (1.2) and (1.3) are satisfied and

$$
\begin{align*}
E\left|N^{1 / 2} T_{N 1}\right|^{p} & \leq C  \tag{1.13}\\
E\left|N^{3 / 2} T_{N 12}\right|^{r} & \leq C  \tag{1.14}\\
\sum_{k=3}^{N}\binom{N}{k} E T_{N \Omega_{k}}^{2} & \leq \delta_{N} N^{-3 / 2} \tag{1.15}
\end{align*}
$$

and

$$
\begin{equation*}
\left|E e^{i t N^{1 / 2} T_{N 1}}\right| \leq 1-\chi(t)<1 \quad \forall t \in\left(0, \tau_{N}\right) \text { for } N=1,2, \ldots \tag{1.16}
\end{equation*}
$$

Then there exists a sequence $\varepsilon_{N} \searrow 0$, depending only on $c, C, p, r,\left\{\delta_{N}\right\},\left\{\tau_{N}\right\}$ and $\chi$, such that for $N=2,3, \ldots$,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(T_{N} / \sigma_{N} \leq x\right)-G_{N}(x)\right| \leq \varepsilon_{N} N^{-1 / 2} \tag{1.17}
\end{equation*}
$$

THEOREM 1.2. Suppose that there exist real numbers $c>0, C>0, p>3$, $r>2$, a sequence $\left\{\tau_{N}\right\}$ with $\tau_{N} \rightarrow \infty$ and a positive continuous function $\chi$ on $(0, \infty)$ such that (1.2), (1.3), (1.13), (1.14) and (1.16) are satisfied and

$$
\begin{align*}
& \sum_{k=3}^{N}\binom{N-1}{k-1} E T_{N \Omega_{k}}^{2} \leq C N^{-3}  \tag{1.18}\\
& \sum_{k=3}^{N}\binom{N-2}{k-2} E T_{N \Omega_{k}}^{2} \leq C N^{-7 / 2}
\end{align*}
$$

Then there exists a sequence $\varepsilon_{N} \searrow 0$, depending only on $c, C, p, r,\left\{\tau_{N}\right\}$ and $\chi$, such that for $N=2,3, \ldots$,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(T_{N} / S_{N} \leq x\right)-H_{N}(x)\right| \leq \varepsilon_{N} N^{-1 / 2} \tag{1.19}
\end{equation*}
$$

The empirical Edgeworth expansions are obtained by replacing the constants $\lambda_{1}$ and $\lambda_{2}$ in (1.11) and (1.12) by estimates. The estimation of $\lambda_{1}$ is straightforward and very similar to the estimation of $\sigma^{2}\left(T_{N}\right)$. Recall that, with one additional observation $X_{N+1}$ from $P, T_{N}^{(i)}$ and $\bar{T}_{N}$ are defined as in (1.4) and (1.5).

To estimate $\lambda_{2}$ we assume that we have two additional observations from $P: X_{N+1}$ and $X_{N+2}$. Let $T_{N}$ be as in (1.1). Define, for $1 \leq i<j \leq N+2$,

$$
\begin{equation*}
T_{N}^{(i, j)}=T_{N}^{(j, i)}=t_{N}\left(X_{1}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{N+2} ; P\right) \tag{1.20}
\end{equation*}
$$

with $X_{i}$ and $X_{j}$ replaced by $X_{N+1}$ and $X_{N+2}$. Furthermore, let

$$
\begin{align*}
\bar{T}_{N}^{(i)} & =\frac{1}{N+1} \sum_{\substack{j=1 \\
j \neq i}}^{N+2} T_{N}^{(i, j)},  \tag{1.21}\\
\overline{\bar{T}}_{N} & =\frac{1}{N+2} \sum_{i=1}^{N+2} \bar{T}_{N}^{(i)}=\binom{N+2}{2}^{-1} \sum_{1 \leq i<j \leq N+2} T_{N}^{(i, j)} . \tag{1.22}
\end{align*}
$$

We propose the following jackknife estimates for $\lambda_{1}$ and $\lambda_{2}$ :

$$
\begin{equation*}
\hat{\lambda}_{1}=\sqrt{N} \sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{3} / S_{N}^{3} \tag{1.23}
\end{equation*}
$$

and

$$
\begin{array}{r}
\hat{\lambda}_{2}=2 \sqrt{N} \sum_{1 \leq i<j \leq N+2} \sum_{N}\left(\overline{\bar{T}}_{N}-\bar{T}_{N}^{(i)}-\bar{T}_{N}^{(j)}+T_{N}^{(i, j)}\right)  \tag{1.24}\\
\times\left(\bar{T}_{N}-T_{N}^{(i)}\right)\left(\bar{T}_{N}-T_{N}^{(j)}\right) / S_{N}^{3}
\end{array}
$$

By substituting the estimators $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$ for $\lambda_{1}$ and $\lambda_{2}$ in the Edgeworth expansions $G_{N}$ and $H_{N}$, defined in (1.11) and (1.12), we obtain the empirical Edgeworth expansions

$$
\begin{equation*}
\hat{G}_{N}(x)=\Phi(x)-\frac{\hat{\lambda}_{1}+3 \hat{\lambda}_{2}}{6 \sqrt{N}}\left(x^{2}-1\right) \phi(x) \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{H}_{N}(x)=\Phi(x)+\frac{\phi(x)}{6 \sqrt{N}}\left(\left(2 x^{2}+1\right) \hat{\lambda}_{1}+3\left(x^{2}+1\right) \hat{\lambda}_{2}\right) . \tag{1.26}
\end{equation*}
$$

The following result asserts the validity of the empirical Edgeworth expansion.

Theorem 1.3. Let $X_{1}, \ldots, X_{N}$ be an i.i.d. sample from $P$, let $T_{N}$ be a symmetric random variable, defined as in (1.1). Let the jackknife estimator of variance $S_{N}^{2}$ be defined as in (1.6), $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$ as in (1.23) and (1.24), and $\hat{G}_{N}$ and $\hat{H}_{N}$ as in (1.25) and (1.26). Suppose that there exist real numbers $c>0$, $C>0, p>3, r>2$, a positive continuous function $\chi$ on $(0, \infty)$ and a sequence $\tau_{N} \rightarrow \infty$, such that (1.2), (1.3), (1.13), (1.14) and (1.16) are satisfied and

$$
\begin{equation*}
\sum_{k=3}^{N}\binom{N-2}{k-2} E T_{N \Omega_{k}}^{2} \leq C N^{-4} \tag{1.27}
\end{equation*}
$$

Then there exist sequences $\delta_{N} \searrow 0$ and $\varepsilon_{N} \searrow 0$, which depend only on $c, C, p$, $r, \chi$ and the sequence $\left\{\tau_{N}\right\}$, such that for $N=2,3, \ldots$,

$$
\begin{align*}
& P\left(\sup _{x \in \mathbb{R}}\left|P\left(T_{N} / \sigma_{N} \leq x\right)-\hat{G}_{N}(x)\right| \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \delta_{N}  \tag{1.28}\\
& P\left(\sup _{x \in \mathbb{R}}\left|P\left(T_{N} / S_{N} \leq x\right)-\hat{H}_{N}(x)\right| \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \delta_{N} \tag{1.29}
\end{align*}
$$

The typical situation to which these empirical Edgeworth expansions may be applied is the following: let $\theta=\theta(P)$ be a parameter of interest and suppose that $U_{N}=u_{N}\left(X_{1}, \ldots, X_{N}\right)$ is an unbiased estimator of $\theta$. As $X_{1}$ $, \ldots, X_{N}$ are i.i.d., we may safely restrict attention to symmetric functions $u_{N}$. Let

$$
\begin{equation*}
T_{N}=\sqrt{N}\left(U_{N}-\theta\right) \tag{1.30}
\end{equation*}
$$

and suppose that with $\sigma_{N}^{2}=\sigma^{2}\left(T_{N}\right), T_{N} / \sigma_{N} \rightarrow^{\mathscr{D}} \mathscr{N}(0,1)$. We wish to obtain a second-order correct confidence interval for $\theta$. For the special case of the sample mean it is well known that it is important to base inference on a pivotal random variable, that is, on a random variable whose limiting distribution does not depend on any unknown quantities. If $\sigma_{N}^{2}$ is known, we might take $T_{N} / \sigma_{N}$; if $\sigma_{N}^{2}$ is unknown, we have to use $T_{N} / S_{N}$, with $S_{N}^{2}$ an appropriate estimator of $\sigma_{N}^{2}$. The confidence interval for $\theta$ may then be based on the quantiles of the empirical Edgeworth expansion of the distribution function of $T_{N} / \sigma_{N}$ or $T_{N} / S_{N}$.

Results similar to Theorem 1.2 were obtained earlier in a paper by Helmers (1991) in the special case of Studentized $U$-statistics of degree two. The results of this paper may be used to prove Helmers' result under weaker moment conditions, but more importantly, the class of statistics for which the Edgeworth expansions are established is considerably larger and includes, for instance, $L$-statistics, smooth functions of the sample mean and smooth functionals of the empirical distribution function.

All the results in this section are formulated as inequalities for fixed, but arbitrary, $N$. Since the constants in the conclusions are not specified, however, they should be viewed as purely asymptotic results. The reason for phrasing the assumptions and conclusions in these results in such a laborious way is that we want to define uniformity classes. The constants and sequences appearing in the conclusions of the results depend only on the constants and sequences appearing in the assumptions and in particular not on $N$. This allows us to consider a sequence of problems, indexed by $N$, where for every $N$ the random variables $X_{i}$ may be different, as well as their distributions $P$, the functions $T_{N}=t_{N}\left(X_{1}, \ldots, X_{N} ; P\right)$ and so on, as long as the conditions continue to be satisfied for the same fixed constants and sequences for every $N$. The conclusions of the theorems are then also true for every $N$ and the asymptotic assertion follows, uniformly in $P$ and $\left\{T_{N}\right\}$.

The jackknife estimator of variance as we have defined it in (1.4)-(1.6) may seem somewhat awkward, since with $N+1$ observations from $P$, for practi-
cal purposes we would then wish to approximate the distribution of $T_{N+1}$ instead of $T_{N}$, and the variance of $T_{N+1}$ would be the object of interest. In our notation, the familiar delete-one jackknife would coincide with $S_{N-1}^{2}$. A comparison of (4.13) with the same expression for $N-1$ yields that the delete-one jackknife $S_{N-1}^{2}$ can also be used in Theorem 1.2 if for sequences $\delta_{N} \searrow 0$ and $\varepsilon_{N} \searrow 0$,

$$
P\left(\left|\frac{T_{N}}{\sigma_{N}}-\frac{T_{N}}{\sigma_{N-1}}\right| \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \delta_{N} N^{-1 / 2} .
$$

In view of (1.3) this is easily seen to be true, provided that $\left|\sigma_{N}^{2}-\sigma_{N-1}^{2}\right| \leq$ $\tilde{\varepsilon}_{N} N^{-3 / 4}$ for a sequence $\tilde{\varepsilon}_{N} \searrow 0$.

In (1.2) it is assumed that $E T_{N}=0$ for all $N$. This condition excludes interesting standardized statistics, such as many $L$-statistics and smooth functionals of the empirical, for which typically $E T_{N}=\mathcal{O}\left(N^{-1 / 2}\right)$. Suppose that $E T_{N}=\beta_{N}$ and write $\tilde{T}_{N}=T_{N}-\beta_{N}$. Then, apart from the first (constant) term, the Hoeffding decompositions of $T_{N}$ and $\tilde{T}_{N}$ coincide. An inspection of the proofs of Theorems 1.1 and 1.2 shows that if $\left|\beta_{N}\right| \leq \varepsilon_{N} N^{-1 / 4}$ for a sequence $\varepsilon_{N} \searrow 0$, then the Edgeworth expansions of $T_{N} / \sigma_{N}$ and $T_{N} / S_{N}$ require an additional term of $-\left(\beta_{N} / \sigma_{N}\right) \phi(x)$. Thus, for instance, the Edgeworth expansion of $T_{N} / S_{N}$ becomes

$$
\Phi(x)+\frac{\phi(x)}{6 \sqrt{N}}\left(\left(2 x^{2}+1\right) \lambda_{1}+3\left(x^{2}+1\right) \lambda_{2}-6 \sqrt{N} \frac{\beta_{N}}{\sigma_{N}}\right) .
$$

Of course, to obtain an empirical Edgeworth expansion, one would proceed to estimate $\beta_{N}$.

The class of jackknife-type estimators that we consider in this paper has the desirable property that every evaluation needed to compute it, such as $T_{N}^{(i)}$ and $T_{N}^{(i, j)}$, is based on exactly $N$ observations. This avoids the problem of relating the Hoeffding decompositions of $T_{N}$ and $T_{N-1}$. Unfortunately, Quenouille's (1956) jackknife estimator of bias is essentially based on this difference between the Hoeffding decomposition of $T_{N}$ and $T_{N-1}$. It is not surprising, therefore, that the type of estimators that we consider in this paper are not suited to estimate bias. We shall therefore not address bias estimation here and insist that $E T_{N}=0$.

The remainder of this paper is organized as follows. In Section 2 we discuss some important examples. In Section 3 we show how Theorem 1.2 can be applied to prove second-order correctness for bootstrapping Studentized $U$-statistics of degree two. Section 4 contains the proof of Theorem 1.2. In Section 5 we prove the consistency of the jackknife estimators of the quantities appearing in the Edgeworth expansions. Finally, Section 6 contains a technical lemma.
2. Applications. We shall consider some important applications of Theorem 1.3: $U$-statistics, $L$-statistics, smooth functions of the sample mean and smooth functionals of the empirical distribution function. Berry-Esseen
bounds for $U$ - and $L$-statistics were established in van Zwet (1984) and in the second example we shall make use of the results in that paper. Recall that the jackknife estimator of variance $S_{N}^{2}$ is defined as in (1.6), $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$ as in (1.23) and (1.24) and $\hat{G}_{N}$ and $\hat{H}_{N}$ as in (1.25) and (1.26).

Application 1 ( $U$-statistics). Let $X_{1}, \ldots, X_{N}$ be i.i.d. random variables assuming values in a measurable space ( $\mathscr{X}, \mathscr{A}$ ) with common distribution $P$, and let $h: \mathscr{X}^{m} \rightarrow \mathbb{R}$ be a measurable function which is symmetric in its arguments, with

$$
E h\left(X_{1}, \ldots, X_{m}\right)=\theta \quad \text { and } \quad E h^{2}\left(X_{1}, \ldots, X_{m}\right)<\infty
$$

Let

$$
U_{N}=\binom{N}{m}^{-1} \sum_{1 \leq i_{1}<\cdots<i_{m} \leq N} h\left(X_{i_{1}}, \ldots, X_{i_{m}}\right)
$$

be a $U$-statistic of degree $m$ and put

$$
T_{N}=\sqrt{N}\left(U_{N}-\theta\right)
$$

Define

$$
\begin{equation*}
g(x)=E\left(h\left(X_{1}, \ldots, X_{m}\right) \mid X_{1}=x\right)-\theta \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
\psi(x, y)=E\left(h\left(X_{1}, \ldots, X_{m}\right) \mid X_{1}=x, X_{2}=y\right)-g(x)-g(y)-\theta \tag{2.2}
\end{equation*}
$$

Theorem 1.3 implies the following corollary.
Corollary 2.1. Suppose that the distribution of $g\left(X_{1}\right)$ is nonlattice and suppose that there exist $p>3$ and $r>2$ such that $E\left|g\left(X_{1}\right)\right|^{p}<\infty$ and $E\left|\psi\left(X_{1}, X_{2}\right)\right|^{r}<\infty$. Then

$$
\begin{align*}
& \sqrt{N} \sup _{x \in \mathbb{R}}\left|P\left(T_{N} / \sigma_{N} \leq x\right)-\hat{G}_{N}(x)\right| \rightarrow_{P} 0  \tag{2.3}\\
& \sqrt{N} \sup _{x \in \mathbb{R}}\left|P\left(T_{N} / S_{N} \leq x\right)-\hat{H}_{N}(x)\right| \rightarrow_{P} 0 . \tag{2.4}
\end{align*}
$$

The proof is quite straightforward, following the proof of Corollary 4.1 of van Zwet (1984), and is therefore omitted.

Application 2 ( $L$-statistics). Let $X_{1}, \ldots, X_{N}$ be i.i.d. random variables with common distribution function $F$. Let $c_{1}, \ldots, c_{N}$ be a sequence of real numbers, let $X_{1: N}, \ldots, X_{N: N}$ denote the order statistics of $X_{1}, \ldots, X_{N}$, and define the $L$-statistic

$$
L_{N}=N^{-1} \sum_{i=1}^{N} c_{i} X_{i: N}
$$

Suppose that $L_{N}$ is an unbiased estimate of $\theta$ and define

$$
T_{N}=\sqrt{N}\left(L_{N}-\theta\right)
$$

Suppose that there exist real numbers $a, b$ and $c$ such that

$$
\begin{gather*}
\max _{1 \leq i \leq N}\left|c_{i}\right| \leq a, \quad N \max _{2 \leq i \leq N}\left|c_{i}-c_{i-1}\right| \leq b,  \tag{2.5}\\
N^{2} \max _{3 \leq i \leq N}\left|c_{i}-2 c_{i-1}+c_{i-2}\right| \leq c .
\end{gather*}
$$

This corresponds to the case of smooth weights. Assumption (2.5) is fulfilled if there exists a function $J:(0,1) \rightarrow \mathbb{R}$ with bounded second derivative such that $c_{i}=J(i /(N+1))$. Theorem 1.3 implies the following corollary.

Corollary 2.2. Suppose that (2.5) is satisfied, $E\left|X_{1}\right|^{p}<\infty$ for some $p>3$, $\sigma^{2}\left(T_{N}\right) \geq c^{\prime}$ for some $c^{\prime}>0$ and all $N$ and $E\left(N^{1 / 2} T_{N} \mid X_{1}\right)$ satisfies (1.16). Then (2.3) and (2.4) hold.

To prove Corollary 2.2 we start by deriving a representation for the terms in the Hoeffding decomposition of $T_{N}$ which is of interest in its own right. Define i.i.d. uniform random variables $U_{1}, \ldots, U_{N}$ and take $X_{i}=F^{-1}\left(U_{i}\right)$, where $F^{-1}(t)=\inf \{x: F(x) \geq t\}$ denotes the left-continuous version of the inverse of $F$. We let $U_{1: N}, \ldots, U_{N: N}$ denote the order statistics of $U_{1}, \ldots, U_{N}$. Then we have the relation

$$
\begin{equation*}
X_{j+1: N}-X_{j: N}=\sum_{\substack{A \subset \Omega_{N} \\|A|=j}} \int_{0}^{1} \prod_{i \in A}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)\right) \prod_{i \in A^{c}}\left(\mathbf{1}_{\left(0, U_{i}\right)}(t)\right) d F^{-1}(t) \tag{2.6}
\end{equation*}
$$

To see why this relation holds, note that the integrand is zero for a fixed $t$ unless $t$ is between the largest of the $U_{i}$ 's with $i$ in $A$ and the smallest of the $U_{i}$ 's with $i$ not in $A$, and this can only occur if the $U_{i}$ 's with $i$ in $A$ happen to be the $j$ smallest among $U_{1}, \ldots, U_{N}$. For the only $A$ for which the integrand is not identically equal to zero, the integral yields $\int_{\left[U_{j: N}, U_{j+1: N}\right)} d F^{-1}(t)=$ $X_{j+1: N}-X_{j: N}$. Now we obtain

$$
\begin{aligned}
& {\left[X_{j+1: N}-X_{j: N}\right]_{D}} \\
& \\
& \begin{array}{l}
=\sum_{\substack{A \subset \Omega_{N} \\
|A|=j}} \int_{0}^{1} \prod_{i \in A \cap D}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right) t^{\left|A \cap D^{c}\right|} \\
\\
\quad \times \prod_{i \in A^{c} \cap D}\left(\mathbf{1}_{\left(0, U_{i}\right)}(t)-(1-t)\right)(1-t)^{\left|A^{c} \cap D^{c \mid}\right|} d F^{-1}(t) \\
\\
\quad=\sum_{\substack{A \subset \Omega_{N} \\
|A|=j}} \int_{0}^{1} \prod_{i \in D}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right)(-1)^{\left|A^{c} \cap D\right|} t^{\left|A \cap D^{c}\right|}(1-t)^{\left|A^{c} \cap D^{c}\right|} d F^{-1}(t) .
\end{array}
\end{aligned}
$$

Next, write

$$
\begin{align*}
\sum_{i=1}^{N} c_{i} X_{i: N} & =\bar{c} \sum_{i=1}^{N} X_{i}+\sum_{i=1}^{N}\left(c_{i}-\bar{c}\right) X_{i: N}  \tag{2.8}\\
& =\sum_{j=1}^{N-1} a_{j}\left(X_{j+1: N}-X_{j: N}\right)+\bar{c} \sum_{i=1}^{N} X_{i},
\end{align*}
$$

where $a_{j}=-\sum_{i=1}^{j}\left(c_{i}-\bar{c}\right)$, for $j=1, \ldots, N-1$, and 0 otherwise. Write $\left|A \cap D^{c}\right|=l$ and $|A \cap D|=m$, with $j=l+m$. For the first term on the right in (2.8), (2.7) yields

$$
\begin{align*}
& {\left[\sum_{j=1}^{N-1} a_{j}\left(X_{j+1: N}-X_{j: N}\right)\right]_{D}} \\
& =\int_{0}^{1} \prod_{i \in D}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right) \sum_{l=0}^{N-|D|}\binom{N-|D|}{l} t^{l}(1-t)^{N-|D|-l} \\
& \times \sum_{m=0}^{|D|}\binom{|D|}{m}(-1)^{|D|-m} a_{l+m} d F^{-1}(t)  \tag{2.9}\\
& =\int_{0}^{1} \prod_{i \in D}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right) \sum_{l=0}^{N-|D|} \mathscr{B}(l ; N-|D|, t) \Delta^{|D|}\left(a_{l}\right) d F^{-1}(t),
\end{align*}
$$

where $\mathscr{B}(l ; N-|D|, t)$ denotes the probability that a binomial random variable with parameters $N-|D|$ and $t$ equals $l$ and $\Delta^{|D|}\left(a_{l}\right)$ is the $|D|$ th difference of $a_{l}$, defined recursively by

$$
\Delta\left(a_{l}\right)=a_{l+1}-a_{l}, \quad \Delta^{\nu}\left(a_{l}\right)=\Delta\left(\Delta^{\nu-1}\left(a_{l}\right)\right)
$$

Taking $D=\{i\}$ and $D=\{i, j\}$ and using (2.8) we find that

$$
\begin{align*}
& T_{N i}=-N^{-1 / 2} \sum_{l=1}^{N} c_{l} \int_{0}^{1}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right)  \tag{2.10}\\
& \quad \times\binom{ N-1}{l-1} t^{l-1}(1-t)^{N-l} d F^{-1}(t) \\
& T_{N i j}=-N^{-1 / 2} \sum_{l=2}^{N}\left(c_{l}-c_{l-1}\right) \int_{0}^{1}\left(\mathbf{1}_{\left[U_{i}, 1\right)}(t)-t\right)\left(\mathbf{1}_{\left[U_{j}, 1\right)}(t)-t\right)  \tag{2.11}\\
& \quad \times\binom{ N-2}{l-2} t^{l-2}(1-t)^{N-l} d F^{-1}(t)
\end{align*}
$$

Arguing as in van Zwet (1984) we find

$$
\begin{align*}
E\left|T_{N 1}\right|^{p} & \leq a^{p} 2^{p-1} E\left|X_{1}\right|^{p} N^{-(1 / 2) p}  \tag{2.12}\\
E\left|T_{N 12}\right|^{r} & \leq b^{r} 2^{2 r} E\left|X_{1}\right|^{r} N^{-(3 / 2) r} \tag{2.13}
\end{align*}
$$

In Putter (1994) it is shown that

$$
\begin{equation*}
\sum_{k=3}^{N}\binom{N-2}{k-2} E T_{N \Omega_{k}}^{2} \leq 45 c^{2} N^{-4} E X_{1}^{2} \tag{2.14}
\end{equation*}
$$

Since by (2.12), (2.13) and (2.14), $\sigma^{2}\left(T_{N}\right)$ is bounded, application of Theorem 1.3 completes the proof of the corollary.

Application 3 (Smooth functions of the sample mean). Let $X_{1}, \ldots, X_{N}$ be i.i.d. mean zero random variables taking values in a real separable Banach
space $\mathbf{B}$. Let $H: \mathbf{B} \rightarrow \mathbb{R}$ and define

$$
T_{N}=\sqrt{N}\left(H\left(\bar{X}_{N}\right)-E H\left(\bar{X}_{N}\right)\right) .
$$

Let $H^{(s)}(x)$ denote the $s$ th Fréchet derivative of $H$ at the point $x \in \mathbf{B}$, where $H^{(s)}(x) h_{1} \cdots h_{s}$ is the $s$-linear continuous symmetric form with arguments $h_{1}, \ldots, h_{s} \in \mathbf{B}$. Define $\left\|H^{(s)}(x)\right\|$ to be the supremum of $H^{(s)}(x) h_{1} \cdots h_{s}$ over all $h_{1}, \ldots, h_{s} \in \mathbf{B}$ with $\left\|h_{i}\right\|=1$ and let

$$
\begin{equation*}
\left\|H^{(s)}\right\|_{\infty}=\sup _{x \in \mathbf{B}}\left\|H^{(s)}(x)\right\| . \tag{2.15}
\end{equation*}
$$

Since $\sum_{k=3}^{N}\binom{N-3}{k-3} E T_{N \Omega_{k}}^{2} \leq C N^{-5}$ implies $\sum_{k=3}^{N}\binom{N-2}{k-2} E T_{N \Omega_{k}}^{2} \leq C N^{-4}$, the following is a consequence of the results in Bentkus, Götze and van Zwet (1997) and Theorem 1.3.

Corollary 2.3. Suppose that $H^{\prime}(0) X_{1}$ satisfies Cramér's condition

$$
\begin{equation*}
\limsup _{|t| \rightarrow \infty}\left|E \exp \left\{i t H^{\prime}(0) X_{1}\right\}\right|<1 \tag{2.16}
\end{equation*}
$$

and suppose that $E\left\|X_{1}\right\|^{p}<\infty$ for some $p>3$. Suppose furthermore that $H$ is three times Fréchet differentiable with $\sum_{i=1}^{3}\left\|H^{(i)}\right\|_{\infty}$ finite. Then (2.3) and (2.4) hold.

Application 4 (Smooth functionals of the empirical distribution function). Let $X_{1}, \ldots, X_{N}$ be real-valued i.i.d. random variables with common distribution function $F$. Let $F_{N}(x)=N^{-1} \sum_{i=1}^{N} \mathbf{I}_{\left\{X_{i} \leq x\right\}}$ denote the empirical distribution function of $X_{1}, \ldots, X_{N}$. Let $\mathbf{B}$ be the space of cadlag functions from $\mathbb{R}$ to $\mathbb{R}$, let $H$ be a map from $\mathbf{B}$ to $\mathbb{R}$ and define

$$
T_{N}=\sqrt{N}\left(H\left(F_{N}\right)-E H\left(F_{N}\right)\right) .
$$

Let $H^{(s)}(F)$ denote the $s$ th Fréchet derivative of $H$ at the point $F \in \mathbf{B}$ with $s$-linear continuous symmetric form $H^{(s)}(F) h_{1} \cdots h_{s}$ for $h_{1}, \ldots, h_{s} \in \mathbf{B}$. Define $\left\|H^{(s)}(F)\right\|$ to be the supremum of $H^{(s)}(F) h_{1} \cdots h_{s}$ over all $h_{1}, \ldots, h_{s} \in \mathbf{B}$ with $\left\|h_{i}\right\|=1$ and define $\left\|H^{(s)}\right\|_{\infty}=\sup _{F \in \mathbf{B}}\left\|H^{(s)}(F)\right\|$ as in (2.15). The results in Bentkus, Götze and van Zwet (1994) and Theorem 1.3 imply the following corollary.

Corollary 2.4. Suppose that $H^{\prime}(F)\left(\mathbf{I}_{\left\{X_{i} \leq x\right\}}-F(x)\right)$ satisfies Cramér's condition as in (2.16). Suppose furthermore that $H$ is three times Fréchet differentiable with $\sum_{i=1}^{3}\left\|H^{(i)}\right\|_{\infty}$ finite. Then (2.3) and (2.4) hold.
3. The bootstrap. The results in Section 1 have been formulated in such a way that the conclusions hold uniformly for all $T_{N}$ and $P$ satisfying the assumptions of the theorems for fixed constants and sequences (cf. the discussion following Theorem 1.3). This allows an application to the bootstrap. For every $N$, we take as our underlying distribution the empirical distribution $P_{N}$ based on the observed sample $X_{1}, \ldots, X_{N}$. Then we need to
check the moment assumptions of the various terms in the Hoeffding decomposition under $P_{N}$. When the structure of $T_{N}$ is not too complicated, it is possible to relate these moment assumptions under $P_{N}$ to moment assumptions of the corresponding terms in the Hoeffding decomposition of $T_{N}$ under $P$. We shall illustrate this for a $U$-statistic of degree two. This case has been studied earlier by Helmers (1991). For more complicated statistics, verification of the nonlattice condition (3.2) for the linear part in the Hoeffding decomposition of the bootstrap statistic may pose considerable problems.

Let $X_{1}, \ldots, X_{N}$ be a sequence of i.i.d. random variables with common distribution $P$, let $h: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a symmetric kernel with $\operatorname{Eh}\left(X_{1}, X_{2}\right)=\theta$ and $E h^{2}\left(X_{1}, X_{2}\right)<\infty$ and define the $U$-statistic

$$
U_{N}=\binom{N}{2}^{-1} \sum_{1 \leq i<j \leq N} h\left(X_{i}, X_{j}\right)
$$

Let $T_{N}=\sqrt{N}\left(U_{N}-\theta\right)$ and define

$$
\begin{align*}
g(x) & =E\left(h\left(X_{1}, X_{2}\right) \mid X_{1}=x\right)-\theta  \tag{3.1}\\
\psi(x, y) & =h(x, y)-g(x)-g(y)-\theta
\end{align*}
$$

Hoeffding's decomposition of $T_{N}$ is then given by

$$
T_{N}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} g\left(X_{i}\right)+\frac{2}{\sqrt{N}(N-1)} \sum_{1 \leq i<j \leq N} \sum_{i} \psi\left(X_{i}, X_{j}\right)
$$

Let $S_{N}^{2}$ be the jackknife estimator of variance of $T_{N}$ and define $F_{N}(x)=$ $P\left(T_{N} / S_{N} \leq x\right)$. To define the bootstrap approximation to $F_{N}$, let $X_{1}^{*}, \ldots, X_{N}^{*}$ be an i.i.d. sample from the empirical distribution $P_{N}$ and define

$$
\begin{aligned}
U_{N}^{*} & =\binom{N}{2}^{-1} \sum_{1 \leq i<j \leq N} h\left(X_{i}^{*}, X_{j}^{*}\right) \\
\theta_{N}^{*} & =E\left(U_{N}^{*} \mid X_{1}, \ldots, X_{N}\right)=\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} h\left(X_{i}, X_{j}\right) \\
T_{N}^{*} & =\sqrt{N}\left(U_{N}^{*}-\theta_{N}^{*}\right), \quad F_{N}^{*}(x)=P\left(T_{N}^{*} / S_{N}^{*} \leq x \mid X_{1}, \ldots, X_{N}\right),
\end{aligned}
$$

where $S_{N}^{* 2}$ is given by

$$
\begin{aligned}
U_{N}^{(i)^{*}} & =\binom{N}{2}^{-1} \sum_{\substack{1 \leq j<k \leq N+1 \\
j, k \neq i}} h\left(X_{j}^{*}, X_{k}^{*}\right), \quad T_{N}^{(i)^{*}}=\sqrt{N}\left(U_{N}^{(i)^{*}}-\theta_{N}^{*}\right), \\
\bar{T}_{N}^{*} & =\frac{1}{N+1} \sum_{i=1}^{N+1} T_{N}^{(i)^{*}}, \quad S_{N}^{* 2}=\sum_{i=1}^{N+1}\left(\bar{T}_{N}^{*}-T_{N}^{(i)^{*}}\right)^{2} .
\end{aligned}
$$

The Hoeffding decomposition of $T_{N}^{*}$ can be expressed as

$$
T_{N}^{*}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} g_{N}\left(X_{i}^{*}\right)+\frac{2}{\sqrt{N}(N-1)} \sum_{1 \leq i<j \leq N} \psi_{N}\left(X_{i}^{*}, X_{j}^{*}\right)
$$

where the functions $g_{N}$ and $\psi_{N}$ are defined by

$$
\begin{aligned}
g_{N}\left(X_{1}^{*}\right) & =E^{*}\left(h\left(X_{1}^{*}, X_{2}^{*}\right) \mid X_{1}^{*}\right)-\theta_{N}^{*}, \\
\psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right) & =h\left(X_{1}^{*}, X_{2}^{*}\right)-g_{N}\left(X_{1}^{*}\right)-g_{N}\left(X_{2}^{*}\right)-\theta_{N}^{*} .
\end{aligned}
$$

Here $E^{*}$ denotes expectation under $P_{N}$, conditionally given $X_{1}, \ldots, X_{N}$. It is easily seen that the functions $g_{N}$ and $\psi_{N}$ may be expressed in terms of the functions $g$ and $\psi$ as follows:

$$
\begin{aligned}
g_{N}\left(X_{1}^{*}\right) & =g\left(X_{1}^{*}\right)-\bar{g}+\bar{\psi}\left(X_{1}^{*}\right)-\overline{\bar{\psi}}, \\
\psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right) & =\psi\left(X_{1}^{*}, X_{2}^{*}\right)-\bar{\psi}\left(X_{1}^{*}\right)-\bar{\psi}\left(X_{2}^{*}\right)+\overline{\bar{\psi}},
\end{aligned}
$$

where

$$
\bar{g}=N^{-1} \sum_{i=1}^{N} g\left(X_{i}\right), \quad \bar{\psi}(x)=N^{-1} \sum_{i=1}^{N} \psi\left(x, X_{i}\right), \quad \overline{\bar{\psi}}=N^{-1} \sum_{j=1}^{N} \bar{\psi}\left(X_{j}\right) .
$$

Corollary 3.1. Suppose that the distribution of $g\left(X_{1}\right)$ is nonlattice and suppose that there exist $p>3$ and $r>2$ such that $E\left|g\left(X_{1}\right)\right|^{p}<\infty$, $E\left|\psi\left(X_{1}, X_{2}\right)\right|^{r}<\infty$ and $E\left|\psi\left(X_{1}, X_{1}\right)\right|^{r / 2}<\infty$. Then

$$
\sqrt{N} \sup _{x \in \mathbb{R}}\left|F_{N}^{*}(x)-F_{N}(x)\right| \rightarrow_{P} 0 .
$$

Proof. It is clear from the proof of Theorem 3 of Helmers (1991) that the nonlattice condition on the distribution of $g\left(X_{1}\right)$ implies almost surely a nonlattice condition on the distribution of $g_{N}\left(X_{1}^{*}\right)$, which is uniform for large $N$; that is, for every $0<a<A<\infty$, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\limsup _{N} \sup _{a \leq|t| \leq A}\left|E^{*} \exp \left(i \operatorname{tg}_{N}\left(X_{1}^{*}\right)\right)\right| \leq 1-\varepsilon \text { a.s. } \tag{3.2}
\end{equation*}
$$

We proceed to show that $E^{*}\left|g_{N}\left(X_{1}^{*}\right)\right|^{p}$ is bounded in probability. Note that

$$
E^{*}\left|g_{N}\left(X_{1}^{*}\right)\right|^{p} \leq c_{p}\left(E^{*}\left|g\left(X_{1}^{*}\right)\right|^{p}+|\bar{g}|^{p}+E^{*}\left|\bar{\psi}\left(X_{1}^{*}\right)\right|^{p}+|\overline{\bar{\psi}}|^{p}\right) .
$$

Since $E\left|g\left(X_{1}\right)\right|^{p}<\infty$, we have by the law of large numbers,

$$
E^{*}\left|g\left(X_{1}^{*}\right)\right|^{p} \rightarrow_{P} E\left|g\left(X_{1}\right)\right|^{p}, \quad|\bar{g}|^{p} \rightarrow_{P} 0 .
$$

Next,

$$
\begin{align*}
E^{*}\left|\bar{\psi}\left(X_{1}^{*}\right)\right|^{p}+|\overline{\bar{\psi}}|^{p}= & N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j=1}^{N} \psi\left(X_{i}, X_{j}\right)\right|^{p} \\
& +\left|N^{-2} \sum_{i=1}^{N} \sum_{j=1}^{N} \psi\left(X_{i}, X_{j}\right)\right|^{p}  \tag{3.3}\\
\leq & 2 N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j=1}^{N} \psi\left(X_{i}, X_{j}\right)\right|^{p} .
\end{align*}
$$

It suffices therefore to show that $N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j=1}^{N} \psi\left(X_{i}, X_{j}\right)\right|^{p}$ goes to zero in probability. Write

$$
\begin{aligned}
N^{-1} & \sum_{i=1}^{N}\left|N^{-1} \sum_{j=1}^{N} \psi\left(X_{i}, X_{j}\right)\right|^{p} \\
& =2^{p-1} N^{-p-1} \sum_{i=1}^{N}\left|\psi\left(X_{i}, X_{i}\right)\right|^{p}+2^{p-1} N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j \neq i} \psi\left(X_{i}, X_{j}\right)\right|^{p} .
\end{aligned}
$$

The first of these terms tends to zero almost surely, and a fortiori in probability, by the Marcinkiewicz strong law of large numbers (if $\left.E\left|\psi\left(X_{1}, X_{1}\right)\right|^{p /(p+1)}<\infty\right)$. Applying Lemma A. 1 we see that there exists $\delta>0$ and random variables $\tilde{\psi}\left(X_{i}, X_{j}\right)$, for $1 \leq i<j \leq N$ such that $\left|\tilde{\psi}\left(X_{i}, X_{j}\right)\right| \leq$ $N^{1-\delta}$ and

$$
P\left(\tilde{\psi}\left(X_{i}, X_{j}\right)=\psi\left(X_{i}, X_{j}\right), 1 \leq i<j \leq N\right)=1-a(1)
$$

It follows that

$$
\begin{aligned}
& P\left(N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j \neq i} \psi\left(X_{i}, X_{j}\right)\right|^{p} \geq \varepsilon\right) \\
& \quad=P\left(N^{-1} \sum_{i=1}^{N}\left|N^{-1} \sum_{j \neq i} \tilde{\psi}\left(X_{i}, X_{j}\right)\right|^{p} \geq \varepsilon\right)+a(1) \\
& \quad \leq P\left(N^{(1-\delta)(p-2)-3} \sum_{i=1}^{N}\left(\sum_{j \neq i} \tilde{\psi}\left(X_{i}, X_{j}\right)\right)^{2} \geq \varepsilon\right)+a(1) \\
& \quad=P\left(N^{(1-\delta)(p-2)-3} \sum_{i=1}^{N}\left(\sum_{j \neq i} \psi\left(X_{i}, X_{j}\right)\right)^{2} \geq \varepsilon\right)+a(1) \\
& \quad \leq \varepsilon^{-1} N^{(1-\delta)(p-2)-3} E \sum_{i=1}^{N}\left(\sum_{j \neq i} \psi\left(X_{i}, X_{j}\right)\right)^{2}+a(1) \\
& \quad \leq \varepsilon^{-1} N^{(1-\delta)(p-2)-1} E \psi^{2}\left(X_{1}, X_{2}\right)+a(1) \rightarrow 0
\end{aligned}
$$

if $3<p<2+(1-\delta)^{-1}$. It follows that there exists $p>3$ such that

$$
\begin{equation*}
E^{*}\left|\bar{\psi}\left(X_{1}^{*}\right)\right|^{p}+|\overline{\bar{\psi}}|^{p} \rightarrow_{P} 0 \tag{3.4}
\end{equation*}
$$

Next, we show that $E^{*}\left|\psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right)\right|^{r}$ is bounded in probability. Note that

$$
E^{*}\left|\psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right)\right|^{r} \leq c_{r}\left(E^{*}\left|\psi\left(X_{1}^{*}, X_{2}^{*}\right)\right|^{r}+2 E^{*}\left|\bar{\psi}\left(X_{1}^{*}\right)\right|^{r}+|\overline{\bar{\psi}}|^{r}\right)
$$

First of all,

$$
\begin{aligned}
E^{*}\left|\psi\left(X_{1}^{*}, X_{2}^{*}\right)\right|^{r} & =N^{-2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left|\psi\left(X_{i}, X_{j}\right)\right|^{r} \\
& \leq N^{-2} \sum_{i=1}^{N}\left|\psi\left(X_{i}, X_{i}\right)\right|^{r}+\binom{N}{2}^{-1} \sum_{1 \leq i<j \leq N}\left|\psi\left(X_{i}, X_{j}\right)\right|^{r}
\end{aligned}
$$

The first of these terms tends to zero almost surely by the Marcinkiewicz strong law of large numbers, the second to $E\left|\psi\left(X_{1}, X_{2}\right)\right|^{r}<\infty$ by the strong law of large numbers for $U$-statistics. Finally, for $r \leq p$, we have by (3.4),

$$
2 E^{*}\left|\bar{\psi}\left(X_{1}^{*}\right)\right|^{r}+|\overline{\bar{\psi}}|^{r} \rightarrow_{P} 0
$$

Application of Theorem 1.2 shows that uniformly in $x$,

$$
F_{N}^{*}(x)=\Phi(x)+\frac{\phi(x)}{6 \sqrt{N}}\left[\left(2 x^{2}+1\right) \lambda_{1}^{*}+3\left(x^{2}+1\right) \lambda_{2}^{*}\right]+\sigma\left(N^{-1 / 2}\right)
$$

where $\lambda_{1}^{*}$ and $\lambda_{2}^{*}$ are given by

$$
\lambda_{1}^{*}=E^{*} g_{N}^{3}\left(X_{1}^{*}\right), \quad \lambda_{2}^{*}=E^{*} g_{N}\left(X_{1}^{*}\right) g_{N}\left(X_{2}^{*}\right) \psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right)
$$

Arguments, similar to the ones employed for the terms $E^{*}\left|g_{N}\left(X_{1}^{*}\right)\right|^{p}$ and $E^{*}\left|\psi_{N}\left(X_{1}^{*}, X_{2}^{*}\right)\right|^{r}$ show that $\lambda_{i}^{*} \rightarrow_{P} \lambda_{i}$ for $i=1$, 2 . Since the functions $\left(2 x^{2}+1\right) \phi(x)$ and $\left(x^{2}+1\right) \phi(x)$ are bounded in $x$, the corollary is proved.
4. Edgeworth expansions. The proofs of this section rely heavily on a result on Edgeworth expansions for $U$-statistics, obtained by Bickel, Götze and van Zwet (1986). Let $X_{1}, \ldots, X_{N}$ be i.i.d. random variables assuming values in a measurable space ( $\mathscr{X}, \mathscr{A}$ ) with common distribution $P$, and let $h: \mathscr{X} \times \mathscr{X} \rightarrow \mathbb{R}$ be a measurable function which is symmetric in its two arguments, with $E h\left(X_{1}, X_{2}\right)=\theta$ and $E h^{2}\left(X_{1}, X_{2}\right)<\infty$. Let

$$
U_{N}=\binom{N}{2}^{-1} \sum_{1 \leq i<j \leq N} h\left(X_{i}, X_{j}\right)
$$

be a $U$-statistic of degree two. Define the functions $g$ and $\psi$ as in (3.1) and

$$
\begin{align*}
& \lambda_{1}=\sigma_{g}^{-3} E g^{3}\left(X_{1}\right) \\
& \lambda_{2}=\sigma_{g}^{-3} E g\left(X_{1}\right) g\left(X_{2}\right) \psi\left(X_{1}, X_{2}\right), \quad \kappa_{3}=\lambda_{1}+3 \lambda_{2} \tag{4.1}
\end{align*}
$$

Then $\kappa_{3} N^{-1 / 2}$ serves as an approximation to the third cumulant of $U_{N} / \sigma\left(U_{N}\right)$. The (one-term) Edgeworth expansion for the distribution function of $U_{N} / \sigma\left(U_{N}\right)$ is given by

$$
\begin{equation*}
G_{N}(x)=\Phi(x)-\frac{\kappa_{3}}{6 \sqrt{N}}\left(x^{2}-1\right) \phi(x) \tag{4.2}
\end{equation*}
$$

The validity of this expansion was first proved by Janssen (1978) and Callaert, Janssen and Veraverbeke (1980). The best result to date has been obtained by Bickel, Götze and van Zwet (1986), who proved the following theorem.

Theorem 4.1 [Bickel, Götze and van Zwet (1986)]. Suppose that there exist real numbers $C>0, p>3, r>2$, and a positive continuous function $\chi$ on $(0, \infty)$, such that

$$
\begin{array}{r}
E\left|g\left(X_{1}\right)\right|^{p} \leq C \\
E\left|\psi\left(X_{1}, X_{2}\right)\right|^{r} \leq C \tag{4.4}
\end{array}
$$

and

$$
\begin{equation*}
\left|E \exp \left(i \operatorname{tg}\left(X_{1}\right)\right)\right| \leq 1-\chi(t)<1 \quad \forall t>0 \tag{4.5}
\end{equation*}
$$

Then there exists a sequence $\varepsilon_{N} \searrow 0$, depending only on $p, C, r$ and $\chi$, such that for $N=2,3, \ldots$,

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(U_{N} / \sigma\left(U_{N}\right) \leq x\right)-G_{N}(x)\right| \leq \varepsilon_{N} N^{-1 / 2} \tag{4.6}
\end{equation*}
$$

Bickel, Götze and van Zwet (1986) prove this theorem under a slightly weaker moment assumption on $g$, namely $E\left|g\left(X_{1}\right)\right|^{3} \mathbf{I}_{\left\{\left|g\left(X_{1}\right)\right| \geq t\right\}} \rightarrow 0$ as $t \rightarrow \infty$. This is implied by (4.3), since for $t>0$ and $p>3$,

$$
\begin{aligned}
E\left|g\left(X_{1}\right)\right|^{3} \mathbf{I}_{\left\{\left|g\left(X_{1}\right)\right| \geq t\right\}} & \leq\left\{E\left|g\left(X_{1}\right)\right|^{p}\right\}^{3 / p}\left\{P\left(\left|g\left(X_{1}\right)\right| \geq t\right)\right\}^{(p-3) / p} \\
& \leq\left\{E\left|g\left(X_{1}\right)\right|^{p}\right\}^{3 / p}\left\{\frac{E\left|g\left(X_{1}\right)\right|^{p}}{t^{p}}\right\}^{(p-3) / p}=\frac{E\left|g\left(X_{1}\right)\right|^{p}}{t^{p-3}}
\end{aligned}
$$

Note that, like the results of Section 1, the present theorem is formulated in such a way that the conclusion is valid uniformly for any class $(h, P)$ for which the assumptions are satisfied for fixed $C, p, r$ and $\chi$. The uniformity is important when we want to apply this result to symmetric statistics where the functions $g$ and $\psi$ in the Hoeffding decomposition of the statistic depend on $N$. It allows us to consider sequences $\left\{g_{N}\right\},\left\{\psi_{N}\right\}$ and $\left\{P_{N}\right\}$ as long as (4.3)-(4.5) are satisfied for fixed constants $C, p$ and $r$, and for a fixed function $\chi$ for every $N$.

Assumption (4.5) ensures that the distribution of $g\left(X_{1}\right)$ is nonlattice. However, it is clear from the proof of Bickel, Götze and van Zwet (1986) that the behavior of the characteristic function of $g=g_{N}$ is irrelevant for $t>\tau_{N}$, if $\tau_{N} \rightarrow \infty$. Thus, assumption (4.5) can actually be relaxed. Sufficient is the existence of a sequence $\tau_{N} \rightarrow \infty$ and a positive continuous function $\chi$ on $(0, \infty)$, such that

$$
\begin{equation*}
\left|E \exp \left(\operatorname{itg}_{N}\left(X_{1}\right)\right)\right| \leq 1-\chi(t) \quad \forall t \in\left(0, \tau_{N}\right) \text { for all } N \tag{4.7}
\end{equation*}
$$

Of course the sequence $\left\{\varepsilon_{N}\right\}$ in Theorem 4.1 will then also depend on the sequence $\left\{\tau_{N}\right\}$. In particular, in Theorem 1.2 we require the less restrictive assumption (4.7). This is because the proof employs truncation of the linear term $g_{N}\left(X_{1}\right)$ (corresponding to $N^{1 / 2} T_{N 1}$ ), which will destroy (4.5), while (4.7) is still fulfilled for the truncated $g_{N}\left(X_{1}\right)$ if it is fulfilled for the original $g_{N}\left(X_{1}\right)$ (cf. the discussion after Corollary 4.2).

Generalization of Theorem 4.1 to symmetric statistics is now straightforward.

Proof of Theorem 1.1. By (1.15) and Chebyshev's inequality,

$$
P\left(\left|\sum_{|D| \geq 3} T_{N D}\right| \geq \delta_{N}^{1 / 3} N^{-1 / 2}\right) \leq \frac{\delta_{N} N^{-3 / 2}}{\delta_{N}^{2 / 3} N^{-1}} \leq \delta_{N}^{1 / 3} N^{-1 / 2}
$$

so that this part can be neglected. What remains is a $U$-statistic of degree two and we can apply Theorem 4.1 using the correspondence

$$
N^{1 / 2} T_{N i}=g\left(X_{i}\right), \quad N^{3 / 2} T_{N i j}=\psi\left(X_{i}, X_{j}\right)
$$

This proves Theorem 1.1.
Before we set out to prove Theorem 1.2, some preliminary remarks are in order. To prove Edgeworth expansions under weak moment conditions, truncation is a well-established technique. Lemma A.1, stated and proved in the Appendix, is the truncation lemma we shall find useful. First we apply it to the random variables $T_{N i}$. Note that for our purposes events with probability $a\left(N^{-1 / 2}\right)$ may be neglected. We have $E\left|T_{N i}\right|^{p} \leq C N^{-p / 2}$ for some $p>3$, by (1.13). In Lemma A. 1 we therefore choose $s=p>3$ and $\eta=N^{-(p-3) / 4 p}$ to obtain the following corollary.

Corollary 4.2. Suppose that $E\left|N^{1 / 2} T_{N 1}\right|^{p} \leq C$ for some $p>3$. Then there exist i.i.d. $T_{N 1}^{\prime}, \ldots, T_{N, N+1}^{\prime}$ with $T_{N i}^{\prime}=\varrho_{N}\left(T_{N i}\right)$ satisfying

$$
\begin{align*}
\left|T_{N i}^{\prime}\right| & \leq N^{-(p-3) / 4 p}=a(1) ; \\
P\left(T_{N i}^{\prime}=T_{N i}, i\right. & =1, \ldots, N+1)  \tag{4.8}\\
& \geq 1-2 C \frac{N+1}{N} N^{(p-1) / 4}  \tag{4.9}\\
& \geq 1-4 C N^{-(p-1) / 4}=1-a\left(N^{-1 / 2}\right) ; \\
E T_{N i}^{\prime} & =0 ;  \tag{4.10}\\
N^{t / 2} E\left|T_{N i}^{\prime}-T_{N i}\right|^{t} & \leq 2^{2 t+1} C N^{-((p+3)(p-t) / 4 p)} \\
& = \begin{cases}a\left(N^{-(3(p-t) / 2 p)}\right), & 0<t<p, \\
\mathscr{O}(1), & t=p .\end{cases} \tag{4.11}
\end{align*}
$$

Throughout the proofs in the sequel we shall assume that the $T_{N i}$ have been replaced by their truncated versions $T_{N i}^{\prime}$. For simplicity we delete the prime in $T_{N i}^{\prime}$, thus in effect assuming that (4.8), (4.10) and (4.11) are satisfied for the original $T_{N i}$.

In the formulation of the theorems, however, both the assumptions and the conclusions are stated in terms of the original $T_{N i}$. We should therefore make sure in the first place that the assumptions for the original $T_{N i}$ imply the same assumptions for the truncated $T_{N i}$. Secondly, having conducted the proof with the truncated random variables, we obtain a conclusion for the truncated random variables, and hence we also have to check that the conclusion of the theorem is still true when we replace the truncated $T_{N i}$ by the original $T_{N i}$.

To see that all this is justified in Theorem 1.2, we note that the probability that the substitution affects the values of any of the $T_{N i}$, and hence of $T_{N}$ or $S_{N}^{2}$, is a $\left(N^{-1 / 2}\right)$ uniformly in $P$ and $T_{N}$ satisfying (1.13). Exceptional events with probabilities of this order of magnitude are allowed in all our results.

It remains to check that the substitution does not affect the assumptions or conclusions of our results in any other way. Clearly, (4.11) guarantees that (1.13) implies that $E\left|N^{1 / 2} T_{N 1}^{\prime}\right|^{p} \leq 2^{p-1} C\left(2^{2 p+1}+1\right)$, so that assumption (1.13) is satisfied for $T_{N 1}^{\prime}$. In Theorem 1.2 we shall also encounter the assumption that there exist a sequence $\tau_{N} \rightarrow \infty$ and a positive function $\chi$ on $(0, \infty)$, such that $\left|E \exp \left\{i t N^{1 / 2} T_{N 1}\right\}\right| \leq 1-\chi(t)$ for all $t \in\left(0, \tau_{N}\right)$ for all $N$. Now (4.9) and (4.11) imply

$$
\begin{aligned}
\left|E \exp \left\{i t N^{1 / 2} T_{N 1}^{\prime}\right\}-E \exp \left\{i t N^{1 / 2} T_{N 1}\right\}\right| & \leq 8 C N^{-(p-1) / 4} \\
& \leq 8 C N^{-1 / 2} \quad \text { for all } t
\end{aligned}
$$

and

$$
\left|E \exp \left\{i t N^{1 / 2} T_{N 1}^{\prime}\right\}\right| \leq 1-1 / 3 N E T_{N 1}^{\prime 2} t^{2} \quad \text { if }|t| \leq \frac{E\left(N^{1 / 2} T_{N 1}^{\prime}\right)^{2}}{E\left|N^{1 / 2} T_{N 1}^{\prime}\right|^{3}}
$$

Since the remaining assumptions ensure that $N E T_{N 1}^{2} \sim \sigma_{N}^{2} \geq c>0$, and (4.11) yields

$$
\begin{equation*}
N\left|E T_{N 1}^{\prime 2}-E T_{N 1}^{2}\right| \leq 32 C N^{-((p+3)(p-2) / 4 p)} \tag{4.12}
\end{equation*}
$$

we find that $E\left(N^{1 / 2} T_{N 1}^{\prime}\right)^{2}$ and $E\left|N^{1 / 2} T_{N 1}^{\prime}\right|^{3}$ are bounded away from zero and infinity. Hence, for some $t_{0}>0$ and integer $N_{0},\left(E\left(N^{1 / 2} T_{N 1}^{\prime}\right)^{2} / E\left|N^{1 / 2} T_{N 1}^{\prime}\right|^{3}\right)$ $\geq t_{0}$ for all $N \geq N_{0}$. Now, for $0<t<\tau_{N}$,

$$
\left|E \exp \left\{i t N^{1 / 2} T_{N 1}^{\prime}\right\}\right| \leq 1-\chi(t)+8 C N^{-1 / 2} \leq 1-\chi(t) / 2
$$

if $t$ is such that $\chi(t) \geq 16 C N^{-1 / 2}$. Since $\chi$ is a positive continuous function, it has a positive minimum on every closed interval $K=\left[t_{0}, \tau\right]$, and hence we may choose a $\tau=\tau_{N}^{\prime}<\tau_{N}$ for sufficiently large $N$, so that the minimum over $K$ of $\chi(t)$ is still larger than $16 C N^{-1 / 2}$. The fact that $16 C N^{-1 / 2} \rightarrow 0$ as $N \rightarrow \infty$, allows us to choose $\tau_{N}^{\prime}$ tending to infinity, as $N$ tends to infinity. Defining a function

$$
\tilde{\chi}(t)=\min \left(\frac{\chi(\mathrm{t})}{2}, \frac{\mathrm{c}}{4} \mathrm{t}^{2}\right)
$$

it follows that there exists a sequence $\tau_{N}^{\prime} \rightarrow \infty$, such that for sufficiently large $N \geq N_{0},\left|E \exp \left\{i t N^{1 / 2} T_{N 1}^{\prime}\right\}\right| \leq 1-\tilde{\chi}(t)$ for all $t \in\left(0, \tau_{N}^{\prime}\right)$. It is easy to see that the function $\tilde{\chi}$, the sequence $\left\{\tau_{N}^{\prime}\right\}$ and $N_{0}$ depend only on $P$ and $\left\{T_{N}\right\}$ through the various constants and sequences in our assumptions (including $\left\{\tau_{N}\right\}$ ) and this is therefore all we need.

Finally, in the conclusion of Theorem 1.2, the quantities $\sigma_{N}^{2}, \lambda_{1}=$ $N^{3 / 2} \sigma_{N}^{-3} E T_{N 1}^{3}$ and $\lambda_{2}=N^{5 / 2} \sigma_{N}^{-3} E T_{N 1} T_{N 2} T_{N 12}$ occur. Application of (4.11) shows that changing $T_{N i}^{\prime}$ into $T_{N i}$ affects $\sigma_{N}^{2}, \lambda_{1}$ and $\lambda_{2}$ only to order $a\left(N^{-1 / 2}\right)$, a(1) and $a(1)$, respectively, which does not alter our conclusions.

Summarizing, we conclude that in the proof of Theorem 1.2 we may assume without loss of generality that (4.8), (4.10) and (4.11) hold for the original $T_{N i}$.

We noted earlier that all results (though they should be viewed as asymptotic results) are formulated as inequalities for fixed, but arbitrary $N$. In the proofs, we should then formally also be working with inequalities that are
true for every $N$. Phrases like $a\left(N^{-1}\right)$ are, strictly speaking, not allowed, because there is no $N$ tending to infinity. To work with inequalities throughout the proofs would, however, become extremely tedious. To avoid these laborious formulations from occurring throughout the proofs and the more informal passages in the text, we shall use a and $\mathcal{O}$ symbols all the same, agreeing that they are uniform in everything that satisfies the assumptions for fixed constants and sequences. Thus, the statement $a_{N}=a\left(N^{-1}\right)$ for example, should be read as $N a_{N} \leq \varepsilon_{N}$, for some sequence $\varepsilon_{N}$ tending to zero, depending only on the constants and sequences in the assumptions. Similarly, $a_{N}=\mathscr{O}\left(N^{-1}\right)$ will stand for $N a_{N} \leq C$, for some constant $C$, depending only on the constants and sequences in the assumptions.

In order to prove Theorem 1.2 we shall need the following lemma.
Lemma 4.3. Suppose that there exist numbers $p>3, r>2, c>0$ and $C>0$, such that for $N=2,3, \ldots,(1.2),(1.3),(1.13)$, (1.14) and (1.18) are satisfied. Then there exist sequences $\delta_{N} \searrow 0$ and $\varepsilon_{N} \searrow 0$, depending on $T_{N}$ and $P$ only through $p, r, c$ and $C$, such that for $N=2,3, \ldots$,

$$
\begin{align*}
& P\left(\left|S_{N}^{2}-\sigma_{N}^{2}-\sum_{i=1}^{N+1}\left(K_{N i}+L_{N i}\right)-\sum_{1 \leq i<j \leq N+1} M_{N i j}\right| \geq \varepsilon_{N} N^{-1 / 2}\right)  \tag{4.13}\\
& \quad \leq \delta_{N} N^{-1 / 2},
\end{align*}
$$

where

$$
\begin{align*}
K_{N i} & =f_{N 1}\left(X_{i}\right)=2 N E\left(T_{N i j} T_{N j} \mid X_{i}\right), \quad j \neq i,  \tag{4.14}\\
L_{N i} & =f_{N 2}\left(X_{i}\right)=T_{N i}^{2}-E T_{N 1}^{2}, \tag{4.15}
\end{align*}
$$

and for $i \neq j$,

$$
\begin{align*}
M_{N i j} & =f_{N 3}\left(X_{i}, X_{j}\right)  \tag{4.16}\\
& =2 T_{N i j}\left(T_{N i}+T_{N j}\right)-2 E\left(T_{N i j} T_{N j} \mid X_{i}\right)-2 E\left(T_{N i j} T_{N i} \mid X_{j}\right) .
\end{align*}
$$

Lemma 4.3 should be compared for instance with identity (A8) in Callaert and Veraverbeke (1981). It asserts essentially that the difference between $S_{N}^{2}$ and $\sigma_{N}^{2}$ can be expressed as a $U$-statistic plus a remainder term which is of negligible order for our purposes. For a proof we refer to Putter (1994).

We are now prepared to prove Theorem 1.2.
Proof of Theorem 1.2. In view of Corollary 4.2, we assume that $\left|T_{N i}\right| \leq$ $a_{N}=N^{-(p-3) / 4 p}$. Let $V_{N}$ denote the $U$-statistic

$$
V_{N}=\sum_{i=1}^{N+1}\left(K_{N i}+L_{N i}\right)+\sum_{1 \leq i<j \leq N+1} M_{N i j} .
$$

Under the assumptions of the present theorem, Lemma 4.3 asserts that

$$
\begin{equation*}
P\left(\left|S_{N}^{2}-\sigma_{N}^{2}-V_{N}\right| \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \delta_{N} N^{-1 / 2} \tag{4.17}
\end{equation*}
$$

for sequences $\varepsilon_{N} \searrow 0$ and $\delta_{N} \searrow 0$.

We begin by bounding the moments of the terms in $V_{N}$. We have

$$
\begin{aligned}
\left|K_{N i}\right| & \leq 2 N\left[E\left(\left|T_{N i j}\right|^{p /(p-1)} \mid X_{i}\right)\right]^{(p-1) / p}\left[E\left|T_{N j}\right|^{p}\right]^{1 / p} \\
& \leq 2 C^{1 / p} N^{1 / 2}\left[E\left(\left|T_{N i j}\right|^{p /(p-1)} \mid X_{i}\right)\right]^{(p-1) / p} \quad \text { for } i \neq j .
\end{aligned}
$$

Since $r(p-1) / p>1$ for $r>2$ and $p>3$, this implies that

$$
\begin{equation*}
E\left|K_{N 1}\right|^{r} \leq 2^{r} C^{r / p} N^{r / 2} E\left|T_{N 12}\right|^{r} \leq 2^{r} C^{1+r / p} N^{-r}, \tag{4.18}
\end{equation*}
$$

and in view of an inequality of Dharmadhikari, Fabian and Jogdeo (1968),

$$
\begin{equation*}
E\left|\sum_{i=1}^{N+1} K_{N i}\right|^{r} \leq C^{\prime} N^{-r / 2}, \tag{4.19}
\end{equation*}
$$

for an appropriate constant $C^{\prime}$. Similarly,

$$
\begin{align*}
E\left|L_{N 1}\right|^{p / 2} & \leq 2^{p / 2} E\left|T_{N 1}\right|^{p} \leq 2^{p / 2} C N^{-p / 2},  \tag{4.20}\\
E\left|L_{N 1}\right|^{t} \leq 2^{t} E\left|T_{N 1}\right|^{2 t} & \leq 2^{t} C a_{N}^{2 t-p} N^{-p / 2} \quad \text { for } t>p / 2,  \tag{4.21}\\
E\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2} & \leq C^{\prime} a_{N}^{4-p} N^{-(p-2) / 2} \quad \text { if } p<4,  \tag{4.22}\\
E\left|M_{N 12}\right|^{r} & \leq 2^{3 r} E\left|T_{N 1} T_{N 12}\right|^{r} \leq 2^{3 r} C a_{N}^{r} N^{-3 r / 2},  \tag{4.23}\\
E\left|\sum_{1 \leq i<j \leq N+1} M_{N i j}\right|^{r} & \leq C^{\prime} a_{N}^{r} N^{-r / 2} . \tag{4.24}
\end{align*}
$$

Now, first, (4.19), (4.22) and (4.24) imply that $E V_{N}^{2}=a\left(N^{-1 / 2}\right)$, so by (1.2) and (4.17) we find that for every $\varepsilon>0$,

$$
P\left(\left|\frac{S_{N}^{2}-\sigma_{N}^{2}}{\sigma_{N}^{2}}\right| \geq \varepsilon\right)=\sigma\left(N^{-1 / 2}\right)
$$

Since also

$$
P\left(\left|\sum_{|D| \geq 3} T_{N D}\right| \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \frac{\sum_{k=3}^{N}\binom{N}{k} E T_{N \Omega_{k}}^{2}}{\varepsilon_{N}^{2} N^{-1}}=\mathcal{O}\left(\frac{1}{\varepsilon_{N}^{2} N}\right)
$$

we find that there exist $\varepsilon_{N} \searrow 0$, such that

$$
P\left(\left|\frac{T_{N}}{S_{N}}-\frac{\Sigma_{|D| \leq 2} T_{N D}}{S_{N}}\right| \geq \varepsilon_{N} N^{-1 / 2}\right)=o\left(N^{-1 / 2}\right)
$$

and

$$
\begin{aligned}
& F_{N}(x)=P\left(\frac{T_{N}}{S_{N}} \leq x\right) \leq P\left(\frac{\sum_{|D| \leq 2} T_{N D}}{S_{N}} \leq x+a\left(N^{-1 / 2}\right)\right)+a\left(N^{-1 / 2}\right), \\
& F_{N}(x)=P\left(\frac{T_{N}}{S_{N}} \leq x\right) \geq P\left(\frac{\Sigma_{|D| \leq 2} T_{N D}}{S_{N}} \leq x-a\left(N^{-1 / 2}\right)\right)+a\left(N^{-1 / 2}\right)
\end{aligned}
$$

We have to show that $\sup _{x}\left|F_{N}(x)-H_{N}(x)\right|=a\left(N^{-1 / 2}\right)$, and as $H_{N}(x)$ has bounded derivative, this is equivalent to showing the same thing with $F_{N}$ replaced by the distribution function of $\sum_{|D| \leq 2} T_{N D} / S_{N}$. Hence $T_{N}$ may be replaced by the $U$-statistic

$$
U_{N}=\sum_{i=1}^{N} T_{N i}+\sum_{1 \leq i<j \leq N} T_{N i j}
$$

and $F_{N}(x)$ by $P\left(U_{N} / S_{N} \leq x\right)$.
Next we write

$$
P\left(\frac{U_{N}}{S_{N}} \leq x\right)=P\left(\frac{U_{N}}{\sigma_{N}} \leq x \frac{S_{N}}{\sigma_{N}}\right)
$$

Because $x H_{N}^{\prime}(x)$ is bounded, $H_{N}\left(x\left(1+a\left(N^{-1 / 2}\right)\right)\right)=H_{N}(x)+a\left(N^{-1 / 2}\right)$, and in view of (4.17) we may replace $S_{N}^{2}$ in $P\left(U_{N} / \sigma_{N} \leq x\left(S_{N} / \sigma_{N}\right)\right)$ by $\sigma_{N}^{2}+V_{N}$. Therefore, we may replace $F_{N}(x)$ by

$$
P\left(\frac{U_{N}}{\sigma_{N}} \leq x \frac{\left(\sigma_{N}^{2}+V_{N}\right)^{1 / 2}}{\sigma_{N}}\right)=P\left(\frac{U_{N}}{\sigma_{N}}-x\left\{\left(1+\frac{V_{N}}{\sigma_{N}^{2}}\right)^{1 / 2}-1\right\} \leq x\right)
$$

For $|z| \leq 4 / 5$ we have $1+(z / 2)-\left(z^{2} / 4\right) \leq(1+z)^{1 / 2} \leq 1+z / 2$ and hence we have, with probability $1-a\left(N^{-1 / 2}\right)$,

$$
\frac{V_{N}}{2 \sigma_{N}^{2}}-\frac{V_{N}^{2}}{4 \sigma_{N}^{4}} \leq\left(1+\frac{V_{N}}{\sigma_{N}^{2}}\right)^{1 / 2}-1 \leq \frac{V_{N}}{2 \sigma_{N}^{2}}
$$

As

$$
V_{N}^{2} \leq 3\left\{\left(\sum_{i=1}^{N+1} K_{N i}\right)^{2}+\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}+\left(\sum_{1 \leq i<j \leq N+1} M_{N i j}\right)^{2}\right\}
$$

and

$$
P\left(\left(\sum_{i=1}^{N+1} K_{N i}\right)^{2}+\left(\sum_{1 \leq i<j \leq N+1} M_{N i j}\right)^{2} \geq \varepsilon_{N} N^{-1 / 2}\right) \leq \delta_{N} N^{-1 / 2}
$$

for some $\varepsilon_{N} \searrow 0$ and $\delta_{N} \searrow 0$ by (4.19) and (4.24), we see that

$$
\frac{V_{N}}{2 \sigma_{N}^{2}}-3 \frac{\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}}{4 \sigma_{N}^{4}}+a\left(N^{-1 / 2}\right) \leq\left(1+\frac{V_{N}}{\sigma_{N}^{2}}\right)^{1 / 2}-1 \leq \frac{V_{N}}{2 \sigma_{N}^{2}}
$$

with probability $1-a\left(N^{-1 / 2}\right)$. By the same argument as before, it follows that we have to show that

$$
\begin{equation*}
\sup _{x}\left|P\left(\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}} \leq x\right)-H_{N}(x)\right|=a\left(N^{-1 / 2}\right) \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x}\left|P\left(\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}}+\frac{3 x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}}{4 \sigma_{N}^{4}} \leq x\right)-H_{N}(x)\right|=a\left(N^{-1 / 2}\right) \tag{4.26}
\end{equation*}
$$

The first of these is a consequence of Theorem 4.1. Obviously $\left(U_{N} / \sigma_{N}\right)-$ $\left(x V_{N} / 2 \sigma_{N}^{2}\right)$ is a $U$-statistic of degree two. Moreover, because $a_{N}=N^{-(p-3) / 4 p}$ and $p>3$, (4.23) implies

$$
E\left|N^{3 / 2} x M_{N 12}\right|^{r} \leq C^{\prime} a_{N}^{r}(\log N)^{r}=a(1) \quad \text { if }|x| \leq \log N
$$

Because of (4.21), we find that for $|x| \leq \log N$,

$$
E\left|N^{1 / 2} x L_{N 1}\right|^{p} \leq 2^{p} C a_{N}^{p}(\log N)^{p}=a(1)
$$

At this point we apply Lemma A. 1 again to $K_{N i}=2 N E\left(T_{N i j} T_{N j} \mid X_{i}\right)$. By (4.18), $E\left|K_{N 1}\right|^{r} \leq C^{\prime} N^{-r}$. In Lemma A. 1 we now choose $s=r>2$ and $\eta=$ $N^{-1 / 4-((r-2) / 2 r)}$. It follows that there exist i.i.d. $K_{N 1}^{\prime}, \ldots, K_{N, N+1}^{\prime}$ with $K_{N i}^{\prime}=$ $\varrho_{N}\left(K_{N i}\right)$ satisfying

$$
\begin{align*}
\left|K_{N i}^{\prime}\right| & \leq N^{-1 / 4-((r-2) / 2 r)} ;  \tag{4.27}\\
P\left(K_{N i}^{\prime}=K_{N i},\right. & i=1, \ldots, N+1) \\
& \geq 1-2 C^{\prime} \frac{N+1}{N} N^{-r / 4}  \tag{4.28}\\
& \geq 1-4 C^{\prime} N^{-r / 4}=1-a\left(N^{-1 / 2}\right) ; \\
E K_{N i}^{\prime} & =0 ;  \tag{4.29}\\
N^{t} E\left|K_{N i}^{\prime}-K_{N i}\right|^{t} & \leq 2^{2 t+1} C N^{-((r+4)(r-t) / 4 r)} \\
& = \begin{cases}a\left(N^{-(3(r-t)) / 2 r}\right), & 0<t<r \\
\mathscr{O}(1), & t=r .\end{cases} \tag{4.30}
\end{align*}
$$

We shall treat the $K_{N i}$ as we did the $T_{N i}$, that is, we shall delete the prime and assume throughout the proof of this theorem that the original $K_{N i}$ satisfy (4.27), (4.29) and (4.30). The probability that this makes any difference is $a\left(N^{-1 / 2}\right)$. The only place where the $K_{N i}$ occur in the conclusion of the proof is in $\lambda_{2}=N^{5 / 2} E T_{N 1} T_{N 2} T_{N 12}=N^{3 / 2} E T_{N 1} K_{N 1}$, and we have to check that

$$
N^{3 / 2}\left|E T_{N 1} K_{N 1}-E T_{N 1} K_{N 1}^{\prime}\right| \rightarrow 0
$$

This is a consequence of (1.13) and (4.30), since

$$
\begin{aligned}
N^{3 / 2}\left|E T_{N 1} K_{N 1}-E T_{N 1} K_{N 1}^{\prime}\right| & \leq N^{3 / 2}\left|E T_{N 1}\left(K_{N 1}-K_{N 1}^{\prime}\right)\right| \\
& \leq N^{3 / 2}\left(E T_{N 1}^{2}\right)^{1 / 2}\left(E\left(K_{N 1}-K_{N 1}^{\prime}\right)^{2}\right)^{1 / 2} \\
& =a\left(N^{-(3(r-2)) / 4 r}\right)
\end{aligned}
$$

Now we find that $E\left|N^{1 / 2} x K_{N i}\right|^{p^{\prime}}=a(1)$, for $|x| \leq \log N$ and any $p^{\prime} \leq 3 r$. It follows that for $|x| \leq \log N,\left(U_{N} / \sigma_{N}\right)-\left(x V_{N} / 2 \sigma_{N}^{2}\right)$ satisfies assumptions (4.3) and (4.4) of Theorem 4.1.

To check assumption (4.7) for $\left(U_{N}-\left(x / 2 \sigma_{N}\right) V_{N}\right)$, we have to consider the characteristic function $\psi(t)=E \exp \left\{i t N^{1 / 2} \tilde{T}_{N 1}\right\}$, where $\tilde{T}_{N 1}=T_{N 1}-$
$\left(x / 2 \sigma_{N}\right)\left(K_{N 1}+L_{N 1}\right)$. Of course

$$
|\psi(t)| \leq 1-1 / 3 E\left(N^{1 / 2} \tilde{T}_{N 1}\right)^{2} t^{2} \quad \text { if }|t| \leq \frac{E\left(N^{1 / 2} \tilde{T}_{N 1}\right)^{2}}{E\left|N^{1 / 2} \tilde{T}_{N 1}\right|^{3}}
$$

We have shown above that $E\left|N^{1 / 2} x\left(K_{N 1}+L_{N 1}\right)\right|^{p} \rightarrow 0$ uniformly in $|x| \leq$ $\log N$ for some $p>3$. Also $E\left(N^{1 / 2} T_{N 1}\right)^{2}$ and $E\left|N^{1 / 2} T_{N 1}\right|^{3}$ are bounded away from zero and infinity by (1.2), (1.13) and (1.18). Hence there exist $t_{0}>0$ and $N_{0}$ such that

$$
|\psi(t)| \leq 1-c / 4 t^{2} \quad \text { for } 0<|t| \leq t_{0} \text { and } N \geq N_{0} .
$$

Next we note that

$$
|\psi(t)| \leq 1-\chi(t)+\frac{|t|}{2 \sigma_{N}} E\left|N^{1 / 2} x\left(K_{N 1}+L_{N 1}\right)\right|
$$

The expectation on the right tends to zero uniformly for $x \leq \log N$. Since $\chi(t) / t$ is positive and continuous on $(0, \infty)$, we find that there exist $\tau_{N}^{\prime} \rightarrow \infty$, $\tau_{N}^{\prime}<\tau_{N}$, such that

$$
|\psi(t)| \leq 1-1 / 2 \chi(t) \quad \text { for } t_{0} \leq|t| \leq \tau_{N}^{\prime} \text { and } N \geq N_{1}
$$

It follows that assumption (4.7) is satisfied uniformly in $|x| \leq \log N$. Hence, by Theorem 4.1,

$$
\sup _{|x| \leq \log N}\left|P\left(\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}} \leq x\right)-\tilde{G}_{N}(x)\right|=a\left(N^{-1 / 2}\right)
$$

uniformly in all $T_{N}$ and $P$ satisfying our assumptions. Here

$$
\begin{align*}
\tilde{G}_{N}(x) & =\Phi\left(\frac{x}{\sigma_{x}}\right)-\frac{\kappa_{3}}{6} N^{-1 / 2}\left(x^{2}-1\right) \phi(x) \\
\sigma_{x}^{2} & =\sigma^{2}\left(\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}}\right)  \tag{4.31}\\
& =1-\frac{N x}{\sigma_{N}^{3}}\left(E T_{N 1}^{3}+2 N E T_{N 12} T_{N 1} T_{N 2}\right)+a\left(N^{-1 / 2}\right) \\
\kappa_{3} & =\sigma_{N}^{-3}\left(N^{3 / 2} E T_{N 1}^{3}+3 N^{5 / 2} E T_{N 12} T_{N 1} T_{N 2}\right)
\end{align*}
$$

and it follows that $\tilde{G}_{N}(x)$ may be replaced by

$$
\begin{aligned}
H_{N}(x) & =\Phi(x)+\frac{\phi(x)}{6 \sqrt{N}}\left[\lambda_{1}\left(2 x^{2}+1\right)+3 \lambda_{2}\left(x^{2}+1\right)\right] \\
\lambda_{1} & =N^{3 / 2} \sigma_{N}^{-3} E T_{N 1}^{3}, \quad \lambda_{2}=N^{5 / 2} \sigma_{N}^{-3} E T_{N 12} T_{N 1} T_{N 2}
\end{aligned}
$$

For $x \leq-\log N, H_{N}(x)=\mathscr{O}\left(N^{-c}\right)$, and for $x \geq \log N$, we have that $1-$ $H_{N}(x)=\mathscr{O}\left(N^{-c}\right)$ for every $c>0$, so monotonicity of a distribution function
implies (4.25)

$$
\sup _{x}\left|P\left(\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}} \leq x\right)-H_{N}(x)\right|=a\left(N^{-1 / 2}\right)
$$

To prove (4.26) we have to show that the presence of the term $3 x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2} /\left(4 \sigma_{N}^{4}\right)$ in (4.26) does not influence the expansion. As before, it is sufficient to consider $|x| \leq \log N$. Without loss of generality we assume that $3<p<4$. Consider Hoeffding's decomposition of $x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}$ :

$$
\begin{align*}
x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}= & x(N+1) E L_{N 1}^{2}+x \sum_{i=1}^{N+1}\left(L_{N i}^{2}-E L_{N 1}^{2}\right)  \tag{4.32}\\
& +2 x \sum_{1 \leq i<j \leq N+1} L_{N i} L_{N j}
\end{align*}
$$

By (4.22) the constant term satisfies

$$
|x|(N+1) E L_{N 1}^{2}=\mathscr{O}\left(a_{N}^{4-p} N^{-(p-2) / 2} \log N\right)=a\left(N^{-1 / 2}\right)
$$

so it does not influence the expansion. By (4.21),

$$
\begin{align*}
E\left|N^{1 / 2} x\left(L_{N 1}^{2}-E L_{N 1}^{2}\right)\right|^{p} & \leq\left(2 N^{1 / 2} \log N\right)^{p} E\left|L_{N 1}\right|^{2 p}  \tag{4.33}\\
& \leq 2^{3 p} C a_{N}^{3 p}(\log N)^{p}=a(1)
\end{align*}
$$

and for $r^{\prime}=2 p / 3>2$, (4.21) ensures that

$$
\begin{align*}
E\left|N^{3 / 2} 2 x L_{N 1} L_{N 2}\right|^{r^{\prime}} & =\left(2 N^{3 / 2} \log N\right)^{r^{\prime}}\left(E\left|L_{N 1}\right|^{r^{\prime}}\right)^{2}  \tag{4.34}\\
& =\mathscr{O}\left(a_{N}^{2\left(2 r^{\prime}-p\right)}(\log N)^{r^{\prime}}\right)=a(1)
\end{align*}
$$

It follows that the terms $x\left(L_{N i}^{2}-E L_{N 1}^{2}\right)$ and $2 x L_{N i} L_{N j}$ in the Hoeffding decomposition (4.32) satisfy the same assumptions (1.13) and (1.14) as $T_{N i}$ and $T_{N i j}$. Also the presence of a term $\left(L_{N 1}^{2}-E L_{N 1}^{2}\right)$ cannot affect the bound (1.16) on the characteristic function for the same reason that the presence of $K_{N 1}$ and $L_{N 1}$ cannot. Hence,

$$
\begin{equation*}
\frac{U_{N}}{\sigma_{N}}-\frac{x V_{N}}{2 \sigma_{N}^{2}}+\frac{3 x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2}}{4 \sigma_{N}^{4}} \tag{4.35}
\end{equation*}
$$

has an Edgeworth expansion with remainder $a\left(N^{-1 / 2}\right)$ uniformly for $|x| \leq$ $\log N$. This Edgeworth expansion is of the same form as the expansion $H_{N}(x)$ in (4.25), and in view of (4.33) and (4.34), the presence of the term $3 x\left(\sum_{i=1}^{N+1} L_{N i}\right)^{2} /\left(4 \sigma_{N}^{4}\right)$ can only influence the expansion through the variance of the random variable (4.35) [cf. (4.31)]. However, the term of largest order that can contribute to this variance is of order

$$
\begin{aligned}
|x| N\left(\left|\operatorname{cov}\left(T_{N 1}, L_{N 1}^{2}\right)\right|\right) & =\mathscr{O}\left(N(\log N) E\left|T_{N 1}\right|^{5}\right) \\
& =\mathscr{O}\left(a_{N}^{5-p}(\log N) N^{-(p-2) / 2}\right)=a\left(N^{-1 / 2}\right)
\end{aligned}
$$

which does not change the expansion $H_{N}(x)$. This proves (4.26) and the theorem.
5. Empirical Edgeworth expansions. In this section we prove the consistency of the jackknife estimates $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$ [as in (1.23) and (1.24)] of the quantities $\lambda_{1}$ and $\lambda_{2}$ appearing in the Edgeworth expansions $G_{N}(x)$ and $H_{N}(x)$ of the distribution functions of $T_{N} / \sigma_{N}$ and $T_{N} / S_{N}$, respectively, thus validating the empirical Edgeworth expansion.

For the proofs we again assume that $T_{N}=t_{N}\left(X_{1}, \ldots, X_{N} ; P\right)$ is a symmetric random variable with $E T_{N}=0, E T_{N}^{2}<\infty$ and $0<c \leq \sigma^{2}\left(T_{N}\right) \leq C<\infty$ for some positive numbers $c$ and $C$.

Lemma 5.1. Suppose that there exist constants $p>3, c>0$ and $C>0$ such that (1.2) and (1.3) are satisfied, $E\left|N^{1 / 2} T_{N 1}\right|^{p} \leq C$, and $\sum_{k=2}^{N}\binom{N-1}{k-1} E T_{N \Omega_{k}}^{2} \leq C N^{-2}$. Then there exist sequences $\delta_{N} \searrow 0$ and $\varepsilon_{N} \searrow 0$, which depend only on $p, c$ and $C$, such that for $N=2,3, \ldots$,

$$
P\left(N^{1 / 2}\left|\sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{3}-N E T_{N 1}^{3}\right| \geq \varepsilon_{N}\right) \leq \delta_{N} .
$$

Proof. Obviously all we have to prove is that for every $\varepsilon>0$,

$$
P\left(N^{1 / 2}\left|\sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{3}-N E T_{N 1}^{3}\right| \geq \varepsilon\right) \rightarrow 0
$$

uniformly for fixed $p, c$ and $C$. Write $\bar{T}_{N}-T_{N}^{(i)}=V_{N i}+W_{N i}$, with

$$
V_{N i}=\sum_{\substack{D \subset \Omega_{N+1} \\|D|=1}}\left(\mathbf{1}_{D}(i)-\frac{|D|}{N+1}\right) T_{N D}
$$

and

$$
W_{N i}=\sum_{\substack{D \subset \Omega_{N+1} \\|D| \geq 2}}\left(\mathbf{1}_{D}(i)-\frac{|D|}{N+1}\right) T_{N D} .
$$

Then $V_{N i}$ can be expressed as $T_{N i}-(1 /(N+1)) \sum_{i=1}^{N+1} T_{N i}=T_{N i}-\Delta_{N}$, and an inequality of Dharmadhikari, Fabian and Jogdeo (1968) ensures that $E\left|\Delta_{N}\right|^{3}=\mathscr{O}\left(N^{-3}\right)$. Expansion of $\sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{3}$ yields

$$
\sum_{i=1}^{N+1}\left(\bar{T}_{N}-T_{N}^{(i)}\right)^{3}=\sum_{i=1}^{N+1} V_{N i}^{3}+3 \sum_{i=1}^{N+1} V_{N i}^{2} W_{N i}+3 \sum_{i=1}^{N+1} V_{N i} W_{N i}^{2}+\sum_{i=1}^{N+1} W_{N i}^{3} .
$$

First we show that

$$
N^{1 / 2}\left(\sum_{i=1}^{N+1} V_{N i}^{3}-\sum_{i=1}^{N+1} T_{N i}^{3}\right) \rightarrow_{P} 0 .
$$

This follows easily from the fact that for $i=1, \ldots, N+1$,

$$
\begin{aligned}
& E\left|V_{N i}^{3}-T_{N i}^{3}\right| \\
& \quad=E\left|-3 T_{N i}^{2} \Delta_{N}+3 T_{N i} \Delta_{N}^{2}-\Delta_{N}^{3}\right| \\
& \quad \leq 3\left(E\left|T_{N 1}\right|^{3}\right)^{2 / 3}\left(E\left|\Delta_{N}\right|^{3}\right)^{1 / 3}+3\left(E\left|T_{N 1}\right|^{3}\right)^{1 / 3}\left(E\left|\Delta_{N}\right|^{3}\right)^{2 / 3}+E\left|\Delta_{N}\right|^{3} \\
& \quad=\mathscr{O}\left(N^{-2}\right) .
\end{aligned}
$$

Since $E\left|N^{1 / 2} T_{N 1}\right|^{3} \leq C^{3 / p}$, it also follows that $E\left|N^{1 / 2} V_{N 1}\right|^{3} \leq C_{1}$ for some $C_{1}>0$ and all $N$.

Next, define

$$
\begin{aligned}
& R_{N 1}=N^{1 / 2} \sum_{i=1}^{N+1} W_{N i}^{3}, \quad R_{N 2}=N^{1 / 2} \sum_{i=1}^{N+1} V_{N i} W_{N i}^{2} \\
& R_{N 3}=N^{1 / 2} \sum_{i=1}^{N+1} V_{N i}^{2} W_{N i}
\end{aligned}
$$

Since $E\left|N^{1 / 2} V_{N 1}\right|^{3} \leq C_{1}$ and $E\left(N W_{N 1}\right)^{2} \leq N^{2} \sum_{k=2}^{N}\binom{N-1}{k-1} E T_{N \Omega_{k}}^{2} \leq C$, two applications of Lemma A. 1 yield that for every $\eta_{N} \rightarrow \infty$ there exist $V_{N i}^{\prime}$ and $W_{N i}^{\prime}$ for $i=1, \ldots, N+1$, such that

$$
\left|V_{N i}^{\prime}\right| \leq \eta_{N} N^{-1 / 6}, \quad\left|W_{N i}^{\prime}\right| \leq \eta_{N} N^{-1 / 2}
$$

and

$$
\begin{aligned}
& P\left(V_{N i}^{\prime}=V_{N i}, i=1, \ldots, N+1\right)=1-a(1) \\
& P\left(W_{N i}^{\prime}=W_{N i}, i=1, \ldots, N+1\right)=1-a(1)
\end{aligned}
$$

Hence, we may replace $V_{N i}$ by $V_{N i}^{\prime}$ and $W_{N i}$ by $W_{N i}^{\prime}$ in $R_{N 1}, R_{N 2}$ and $R_{N 3}$. For these remainder terms to go to zero in probability, it suffices to show that $E\left|R_{N j}^{\prime}\right| \rightarrow 0$, for $j=1,2,3$ with

$$
\begin{aligned}
R_{N 1}^{\prime} & =N^{1 / 2} \sum_{i=1}^{N+1} W_{N i}^{\prime} W_{N i}^{2}, \quad R_{N 2}^{\prime}=N^{1 / 2} \sum_{i=1}^{N+1} V_{N i}^{\prime} W_{N i}^{2} \\
R_{N 3}^{\prime} & =N^{1 / 2} \sum_{i=1}^{N+1} V_{N i}^{\prime} V_{N i} W_{N i}
\end{aligned}
$$

This is easy, since for $\eta_{N}=a\left(N^{1 / 6}\right)$,

$$
\begin{aligned}
& E\left|R_{N 1}^{\prime}\right| \leq \eta_{N} N E W_{N 1}^{2} \rightarrow 0 \\
& E\left|R_{N 2}^{\prime}\right| \leq \eta_{N} N^{4 / 3} E W_{N 1}^{2} \rightarrow 0 \\
& E\left|R_{N 3}^{\prime}\right| \leq \eta_{N} N^{4 / 3}\left(E V_{N 1}^{2}\right)^{1 / 2}\left(E W_{N 1}^{2}\right)^{1 / 2} \rightarrow 0
\end{aligned}
$$

Finally, using an inequality of von Bahr and Esseen (1965), we have for every $\varepsilon>0$, as $N$ tends to infinity,

$$
P\left(\left|N^{1 / 2} \sum_{i=1}^{N+2}\left(T_{N i}^{3}-E T_{N 1}^{3}\right)\right|>\varepsilon\right) \leq \frac{C^{\prime}(N+1) E\left|T_{N 1}\right|^{p}}{\left(\varepsilon N^{-1 / 2}\right)^{p / 3}} \rightarrow 0
$$

Since the uniformity of the convergence of the various terms is easily checked, the lemma is proved.

Lemma 5.2. Suppose that there exist constants $c>0$ and $C>0$, such that (1.2) and (1.3) are satisfied, $E\left|N^{1 / 2} T_{N 1}\right|^{3} \leq C, E\left(N^{3 / 2} T_{N 12}\right)^{2} \leq C$, and $\sum_{k=3}^{N}\binom{N-2}{k-2} E T_{N \Omega_{k}}^{2} \leq C N^{-4}$. Then there exist sequences $\delta_{N} \searrow 0$ and $\varepsilon_{N} \searrow 0$,
which depend only on $c$ and $C$, such that for $N=2,3, \ldots$,

$$
\begin{aligned}
& P\left(N^{1 / 2} \mid \sum_{1 \leq i<j \leq N+2} \sum_{N}\left\{\left(\overline{\bar{T}}_{N}-\bar{T}_{N}^{(i)}-\bar{T}_{N}^{(j)}+T_{N}^{(i, j)}\right)\right.\right. \\
&\left.\left.\left(\bar{T}_{N}-T_{N}^{(i)}\right)\left(\bar{T}_{N}-T_{N}^{(j)}\right)-E T_{N 1} T_{N 2} T_{N 12}\right\} \mid \geq \varepsilon_{N}\right) \leq \delta_{N}
\end{aligned}
$$

Proof. Write

$$
\begin{aligned}
\overline{\bar{T}}_{N}-\bar{T}_{N}^{(i)}-\bar{T}_{N}^{(j)}+T_{N}^{(i, j)} & =T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)+\Delta_{N i j} \\
\bar{T}_{N}-T_{N}^{(i)} & =T_{N i}+Z_{N i}
\end{aligned}
$$

Then

$$
\begin{aligned}
\left(\overline{\bar{T}}_{N}-\right. & \left.\bar{T}_{N}^{(i)}-\bar{T}_{N}^{(j)}+T_{N}^{(i, j)}\right)\left(\bar{T}_{N}-T_{N}^{(i)}\right)\left(\bar{T}_{N}-T_{N}^{(j)}\right) \\
= & \left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right)\left(T_{N i}+Z_{N i}\right)\left(T_{N j}+Z_{N j}\right) \\
& +\Delta_{N i j}\left(T_{N i}+Z_{N i}\right)\left(T_{N j}+Z_{N j}\right)
\end{aligned}
$$

Straightforward calculations show [cf. Putter (1994)] that under the conditions of the present lemma, $E \Delta_{N i j}^{2}=\mathcal{O}\left(N^{-4}\right)$. It also follows from the proof of Lemma 5.1 that $E Z_{N i}^{2}=\mathscr{O}\left(N^{-2}\right)$.

First we shall show that

$$
\begin{aligned}
& N^{1 / 2} \sum_{i<j} \sum_{i<j} \Delta_{N i j}\left(T_{N i}+Z_{N i}\right)\left(T_{N j}+Z_{N j}\right) \\
& \left.\quad=N^{1 / 2} \sum_{i<j} \sum_{N i j} \Delta_{N i} T_{N j}+T_{N i} Z_{N j}+T_{N j} Z_{N i}+Z_{N i} Z_{N j}\right)
\end{aligned}
$$

tends to zero in probability. Applying Lemma A. 1 we see that there exist $T_{N i}^{\prime}$ such that $\left|T_{N i}^{\prime}\right| \leq N^{-1 / 8}$ and

$$
P\left(T_{N i}^{\prime}=T_{N i} \text { for } i=1, \ldots, N+2\right)=1-a(1)
$$

so it suffices to show that

$$
E\left|N^{1 / 2} \sum_{i<j} \sum_{N i j} \Delta_{N i}\left(T_{N j}^{\prime} T_{N j}+T_{N i}^{\prime} Z_{N j}+T_{N j}^{\prime} Z_{N i}+Z_{N i} Z_{N j}\right)\right| \rightarrow 0
$$

This is true, as the above expression is less than or equal to

$$
\begin{aligned}
\frac{1}{2} N^{5 / 2} & N^{-1 / 8} E\left|\Delta_{N 12}\left(T_{N 1}+Z_{N 1}+Z_{N 2}\right)\right|+\frac{1}{2} N^{5 / 2} E\left|\Delta_{N 12} Z_{N 1} Z_{N 2}\right| \\
\leq & N^{19 / 8}\left(E \Delta_{N 12}^{2}\right)^{1 / 2}\left\{\left(E T_{N 1}^{2}\right)^{1 / 2}+\left(E Z_{N 1}^{2}\right)^{1 / 2}\right\} \\
& \quad+\frac{1}{2} N^{5 / 2}\left(E \Delta_{N 12}^{2}\right)^{1 / 2} E Z_{N 1}^{2} \\
= & \mathscr{O}\left(N^{-1 / 8}+N^{-3 / 2}\right)
\end{aligned}
$$

It remains to consider

$$
\begin{aligned}
& N^{1 / 2} \sum_{i<j} \sum\left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right)\left(T_{N i}+Z_{N i}\right)\left(T_{N j}+Z_{N j}\right) \\
& = \\
& \quad N^{1 / 2} \sum_{i<j} \sum_{N i} T_{N j}\left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right) \\
& \quad+N^{1 / 2} \sum_{i<j} \sum\left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right)\left(T_{N i} Z_{N j}+T_{N j} Z_{N i}\right) \\
& \quad+N^{1 / 2} \sum_{i<j}\left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right) Z_{N i} Z_{N j} .
\end{aligned}
$$

We can deal with the second and third of these terms in a similar way and see that we have to show that

$$
E\left|N^{1 / 2} \sum_{i<j} \sum_{N i j}\left(T_{N i}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right)\left(T_{N i}^{\prime} Z_{N j}+T_{N j}^{\prime} Z_{N i}\right)\right| \rightarrow 0
$$

and

$$
E\left|N^{1 / 2} \sum_{i<j} \sum_{N i j}\left(T_{N i}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right) Z_{N i}^{\prime} Z_{N j}\right| \rightarrow 0
$$

with $\left|T_{N i}^{\prime}\right| \leq N^{-1 / 8}$ and $\left|Z_{N i}^{\prime}\right| \leq N^{-1 / 3}$. The above expectations can be bounded, respectively, by

$$
\begin{aligned}
& N^{5 / 2} N^{-1 / 8} E\left|\left(T_{N 12}-\frac{1}{N+1}\left(T_{N 1}+T_{N 2}\right)\right) Z_{N 1}\right| \\
& \quad \leq N^{19 / 8}\left(E\left(T_{N 12}-\frac{1}{N+1}\left(T_{N 1}+T_{N 2}\right)\right)^{2}\right)^{1 / 2}\left(E Z_{N 1}^{2}\right)^{1 / 2} \\
& \quad=\mathscr{O}\left(N^{-1 / 8}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{1}{2} N^{5 / 2} N^{-1 / 3} E\left|\left(T_{N 12}-\frac{1}{N+1}\left(T_{N 1}+T_{N 2}\right)\right) Z_{N 1}\right| \\
& \quad \leq \frac{1}{2} N^{13 / 6}\left\{E\left(T_{N 12}-\frac{1}{N+1}\left(T_{N 1}+T_{N 2}\right)\right)^{2}\right\}^{1 / 2}\left(E Z_{N 1}^{2}\right)^{1 / 2} \\
& \quad=\mathscr{O}\left(N^{-1 / 6}\right)
\end{aligned}
$$

Finally, note that under the moment assumptions of the present theorem

$$
\begin{gathered}
E\left|T_{N 1} T_{N 2} T_{N 12}\right|^{6 / 5} \leq\left(E\left|T_{N 1} T_{N 2}\right|^{3}\right)^{2 / 5}\left(E T_{N 12}^{2}\right)^{3 / 5} \leq C^{7 / 5} N^{-3}, \\
E\left|\frac{1}{N+1} T_{N 1}^{2} T_{N 2}\right|^{6 / 5} \leq N^{-6 / 5}\left(E\left|T_{N 1}\right|^{3}\right)^{6 / 5} \leq C^{6 / 5} N^{-3}
\end{gathered}
$$

Now define

$$
\begin{aligned}
L_{N i}= & E\left(T_{N i} T_{N j} T_{N i j} \mid X_{i}\right)-\frac{1}{N+1} E\left(T_{N i} T_{N j}\left(T_{N i}+T_{N j}\right) \mid X_{i}\right) \\
& -E T_{N 1} T_{N 2} T_{N 12} \\
M_{N i j}= & T_{N i} T_{N j} T_{N i j}-\frac{1}{N+1} T_{N i} T_{N j}\left(T_{N i}+T_{N j}\right)-L_{N i}-L_{N j} \\
& -E T_{N 1} T_{N 2} T_{N 12}
\end{aligned}
$$

Obviously we have $E\left|L_{N 1}\right|^{6 / 5} \leq C^{\prime} N^{-3}$ and $E\left|M_{N 12}\right|^{6 / 5} \leq C^{\prime} N^{-3}$ for an appropriate $C^{\prime}$. Now

$$
\begin{aligned}
& N^{1 / 2} \sum_{1 \leq i<j \leq N+2}\left(T_{N i} T_{N j}\left(T_{N i j}-\frac{1}{N+1}\left(T_{N i}+T_{N j}\right)\right)-E T_{N 1} T_{N 2} T_{N 12}\right) \\
& \quad=N^{1 / 2}(N+1) \sum_{i=1}^{N+2} L_{N i}+N^{1 / 2} \sum_{1 \leq i<j \leq N+2} M_{N i j}
\end{aligned}
$$

and

$$
\begin{aligned}
& P\left(\left|N^{1 / 2}(N+1) \sum_{i=1}^{N+2} L_{N i}\right|>\varepsilon\right) \leq \frac{C^{\prime \prime}(N+2) E\left|L_{N 1}\right|^{6 / 5}}{\left(\varepsilon N^{-1 / 2}(N+1)^{-1}\right)^{6 / 5}} \rightarrow 0 \\
& P\left(\left|N^{1 / 2} \sum_{1 \leq i<j \leq N+2} \sum_{N i j}\right|>\varepsilon\right) \leq \frac{C^{\prime \prime}\binom{N+2}{2} E\left|M_{N 12}\right|^{6 / 5}}{\left(\varepsilon N^{-1 / 2}\right)^{6 / 5}} \rightarrow 0
\end{aligned}
$$

by the inequality of von Bahr and Esseen (1965). One easily checks the uniformity of the various convergences and the lemma is proved.

Proof of Theorem 1.3. The conditions of Theorem 1.3 allow application of Lemmas 5.1 and 5.2, which together with Lemma 4.3 and Slutsky's lemma imply consistency of the estimators $\hat{\lambda}_{1}$ and $\hat{\lambda}_{2}$. Combining this with Theorems 1.1 and 1.2 proves the theorem.

## APPENDIX

In this Appendix we prove a truncation lemma that is used several times in the proofs of Theorem 1.2, Corollary 3.1 and Lemmas 5.1 and 5.2.

Lemma A.1. Let $Y$ be a random variable with $E Y=0$ and $E|Y|^{s}=\nu_{s}<\infty$ for some $s \geq 1$. Then, for every $\eta>0$, there exists $Y^{\prime}=\varrho(Y)$ such that

$$
\begin{aligned}
\left|Y^{\prime}\right| & \leq \eta \quad a . s . \\
P\left(Y^{\prime} \neq Y\right) & \leq \frac{2 \nu_{s}}{\eta^{s}}
\end{aligned}
$$

$$
\begin{aligned}
E Y^{\prime} & =0 \\
E\left|Y^{\prime}-Y\right|^{t} & \leq \frac{2^{2 t+1} \nu_{s}}{\eta^{s-t}} \quad \text { for every } 0<t \leq s
\end{aligned}
$$

Proof. Choose $\eta>0$ and define

$$
Y^{\prime \prime}= \begin{cases}-\eta, & \text { if } Y<-\eta \\ Y, & \text { if }-\eta \leq Y \leq \eta \\ \eta, & \text { if } Y>\eta\end{cases}
$$

We have $\left|Y^{\prime \prime}\right| \leq \eta$ a.s.,

$$
P\left(Y^{\prime \prime} \neq Y\right)=P(|Y|>\eta) \leq \frac{\nu_{s}}{\eta^{s}}
$$

and

$$
\begin{aligned}
E\left|Y^{\prime \prime}-Y\right|^{t} & =E(|Y|-\eta)^{t} \mathbf{I}_{\{|Y| \geq \eta\}} \\
& \leq\left(E|Y|^{s}\right)^{t / s} P(|Y| \geq \eta)^{1-t / s} \quad \text { for } 0<t \leq s
\end{aligned}
$$

Next we change $Y^{\prime \prime}$ slightly to make its expectation vanish. By the above we have $\left|E Y^{\prime \prime}\right| \leq \nu_{s} / \eta^{s-1}$ because $E Y=0$. Assume without loss of generality that $E Y^{\prime \prime}<0$ and change the value of $Y^{\prime \prime}$ on a set of probability $\leq \nu_{s} / \eta^{s}$ where $-\eta \leq Y^{\prime \prime}<0$ to the value $+\eta$ until the expectation equals zero. This can actually be done, since otherwise this process would end with a nonnegative random variable with negative expectation. Call the resulting variable $Y^{\prime}=\varrho(Y)$.

Obviously, $\left|Y^{\prime}\right| \leq \eta$ and $E Y^{\prime}=0$. Also, $P\left(Y^{\prime \prime} \neq Y^{\prime}\right) \leq \nu_{s} / \eta^{s}$ so $P\left(Y^{\prime} \neq Y\right)$ $\leq 2 \nu_{s} / \eta^{s}$. Since we have obtained $Y^{\prime}$ from $Y^{\prime \prime}$ by changing the value of $Y^{\prime \prime}$ by at most $2 \eta$ on a set of probability at most $\nu_{s} / \eta^{s}$, we have $E\left|Y^{\prime}-Y^{\prime \prime}\right|^{t} \leq$ $\left(\nu_{s} / \eta^{s}\right)(2 \eta)^{t}$. Hence,

$$
\begin{aligned}
E\left|Y^{\prime}-Y\right|^{t} & \leq\left(2^{t-1} \vee 1\right)\left\{E\left|Y^{\prime \prime}-Y\right|^{t}+E\left|Y^{\prime}-Y\right|^{t}\right\} \\
& \leq \frac{\nu_{s}}{\eta^{s-t}}\left(1+2^{t}\right)\left(2^{t-1} \vee 1\right) \leq 2^{(2 t+1)} \frac{\nu_{s}}{\eta^{s-t}}
\end{aligned}
$$

This proves the lemma.
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