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Consider the recursive, stochastic algorithm $X_{n+1}^\varepsilon = X_n^\varepsilon + \varepsilon b(X_n^\varepsilon, \xi_n)$, where $(\xi_n)$ is a random process and $X_n^\varepsilon$ lives in $\mathbb{R}^d$. Algorithms of this type arise frequently in applications in control and communications, as well as elsewhere. In the study of the important long term behavior of such recursive algorithms the "large deviations" behavior of the system, which describes the asymptotics of the order 1 deviations of the system from its "mean" trajectory as $\varepsilon$ tends to 0, plays a central role. Typical systems arising in communication theory and control often use complicated forcing terms involving correlated and state dependent noises and forcing terms with discontinuities.

This paper presents a general approach for proving large deviations type theorems for such systems. The problem of proving such a theorem is considered first for the general case of a stochastic process with Lipschitz continuous sample paths. The assumptions are stated in terms of the conditional distribution of time increments of the process. After giving the proof in this general framework, we give several examples (in both continuous and discrete time) of driving terms that satisfy the hypotheses. The results are subsequently extended to a "projected" version of the discrete time model.

The paper concludes with an application of the results to an automatic routing mechanism.

1. Introduction. We shall concern ourselves in this paper with proving useful extensions of the large deviations results given by Freidlin [5] and Azencott and Ruget [2]. In [5], the author considered the problem of proving a large deviations principle for the continuous time version of the discrete time dynamical system (living in $\mathbb{R}^d$)

\[(1.1) \quad X_{n+1}^\varepsilon = X_n^\varepsilon + \varepsilon b(X_n^\varepsilon, \xi_n), \quad X_0^\varepsilon = x.\]

Given any system of the same general form as (1.1), we define $x^\varepsilon(\cdot)$ to be the piecewise linear version of $X_t^\varepsilon$ with interpolation interval $\varepsilon$. Let $C([0,T])$ denote the set of continuous paths with the values in $\mathbb{R}^d$ that start at $x$. We then say that (1.1) obeys a large deviations principle (L.D.P.) if there exists a functional $S(\cdot, \phi)$ defined for $\phi \in C([0,T])$ and a real valued function $f(\varepsilon)$ tending to $0$ as $\varepsilon \to 0$, such that

1. $S(\cdot, \cdot)$ is lower semicontinuous (l.s.c.) on $C([0,T])$,
2. $\Phi(s) = \{\phi \in C([0,T]): S(\cdot, \phi) \leq s\}$ is compact for $s \in (0, \infty)$, and if for any Borel set $A \subset C([0,T])$,
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(iii) \( \limsup f(\epsilon) \log P_x(x^\epsilon \in A) \leq -\inf_{\phi \in \bar{X}} S_\phi(T, \phi) \),
(iv) \( \liminf f(\epsilon) \log P_x(x^\epsilon \in A) \geq -\inf_{\phi \in \bar{A}^0} S_\phi(T, \phi) \).

Here \( \bar{A} \) and \( A^0 \) denote the closure and interior of \( A \), respectively, and \( P_x(E_\epsilon, P_{\xi_\epsilon}, \text{etc.}) \) denotes probability (or expectation) given \( X_0^\epsilon = x \) (\( X_0^\epsilon = x, \xi_0 = \xi_\epsilon, \text{etc.} \)). We note that in all our cases as well as in [5, 2], it turns out that \( f(\epsilon) = \epsilon \). We note also that a L.D.P. typically implies more than (i)–(iv). Besides the asymptotic relations (iii) and (iv), a L.D.P. can oftentimes be used to obtain asymptotic expressions for many interesting and complicated quantities, such as mean exit times and the locations of exit from a stable region, transition probabilities between neighborhoods of stable points, and invariant measures (all of which are discussed in [6]). In the absence of exact results, these asymptotic formulas may provide the only objective measure of system performance. However, in this paper we shall concern ourselves simply with formulating conditions under which (i)–(iv) hold.

**NOTATION.** If the metric space involved is obvious, for a given set \( S \) and \( \gamma \geq 0 \) we denote
\[
S^\gamma = \{ y : \inf \{ d(y, x) : x \in S \} \leq \gamma \}
\]
and
\[
S^{-\gamma} = \{ y : \inf \{ d(y, x) : x \notin S \} \geq \gamma \}.
\]
Hence \( \{ x \}^\gamma = \{ y : d(y, x) \leq \gamma \} \).

**REMARK.** We point out here the equivalence under (ii) of conditions (iii) and (iv) with the following:

(iii') for any \( h > 0 \) and \( s > 0 \), there is \( \epsilon_0 > 0 \) such that for \( \epsilon \leq \epsilon_0 \)
\[
\epsilon \log P_x(\theta \notin \Phi_x(s)^h) \leq -s + h;
\]
(iv') for any \( h > 0 \) and \( \phi \in C_x[0, T] \), there is \( \epsilon_0 > 0 \) such that for \( \epsilon \leq \epsilon_0 \)
\[
\epsilon \log P_x(\theta \in \{ \phi \}^h) \geq -S_\phi(T, \phi) - h.
\]
See [6, page 85]. We will in fact prove (i), (ii), (iii') and (iv'), which then imply (iii) and (iv).

Important assumptions used in [5] were that each component of \( b(x, \xi) \) was bounded and possessed bounded first derivatives, and that the driving noise \( \xi_n \) was “state independent” in the sense that for any \( n \) and set \( A \in \sigma(\xi_i, i > n) \) we have
\[
P(A|\xi_i, i \leq n) = P(A|\xi_i, X_i^\epsilon, i \leq n).
\]
We shall refer to such a process \( \xi_n \) as exogenous. If the process \( \xi_n \) is not exogenous, then it will be referred to as state dependent.
From the point of view of applications to typical problems in communications, etc., it would be nice to extend these results in the following directions:

(1) **Allow for state dependent noise processes.** In many problems, the statistics of the future evolution of what we consider to be the driving noise \( \xi_i, \ i > n, \) depends on \( X^n_i, \) the state of the system.

(2) **Allow \( b(x, \xi) \) to be discontinuous.** This extension is of particular importance when dealing with problems arising in communications and control. For example, the “state” may represent some variable used to control a system (such as a gain) and small (\( \epsilon \)-sized) adjustments are made depending on whether or not some combination of the state and noise satisfy a given criteria (an event of the correct nature has occurred). In such an application, \( b \) might be given by some combination of indicator functions. Often this case can be reduced to the preceding case (1) or the subsequent case (3). For a simple example, suppose the \( \xi_n \) are i.i.d. and have a density with respect to Lebesgue measure, and \( b(x, \xi) = b(x - \xi) \) with \( b(\cdot) \) discontinuous. Then we can consider this to be of the class of state dependent noise processes.

(3) **Allow \( b(x, \xi) \) itself to be random.** In many cases \( b \) needs to be replaced by a sequence \( \{b_n(x, \xi)\} \) of i.i.d. random vector fields defined on \( \mathbb{R}^r \times \xi \)-space. The system used in [2] may be thought of as being in this form with \( b_n(x, \xi) = b_n(x) \). See in particular Section 4.4 and the example in Section 6.

Our principle assumptions A2 and A3 allow problems with all of these features by being defined solely in terms of the conditional statistics of the time increments of the process.

**The model.** Our system will take the form of a collection \( \{x^\epsilon(\cdot), \ \epsilon > 0\} \) of stochastic processes living in \( C_{\mathbb{R}}[0, T] \) and defined on a probability space \( (\Omega_x, \mathcal{F}_x, P_x) \).

**Assumption A1.** For every \( \epsilon > 0, \ x^\epsilon(\cdot) \) has Lipschitz (with constant \( K \)) sample paths (a.s.).

We point out that as far as the distribution of \( \{x^\epsilon(\cdot)\} \) is concerned, it does not matter if we assume \( |x^\epsilon(\cdot)| \leq K \) a.s. or \( |x^\epsilon(\cdot)| \leq K \) for all \( \omega \), and we choose the latter to avoid writing w.p.1 statements.

The paper is organized as follows:

In Section 2 sufficient hypotheses for (i), (ii) and (iii) in the definition of a L.D.P. are stated and the upper bound is proved. In Section 3 additional assumptions are made and the lower bound (iv) is proved. These hypotheses are in no way trivial to verify for a given class of noise models and, therefore, Section 4 is devoted to proving they hold for certain models of interest. In Section 5 we comment on an extension and then follow with an application in Section 6. We conclude with a few remarks on the l.s.c. of the functionals we use in the Appendix.
To simplify the notation, we take $T = 1$. The results carry over to an arbitrary interval $[0, T]$ in the obvious way.

**Notation.** For a convex function $f(x)$ mapping $\mathbb{R}^d$ to $\mathbb{R}$, we say that $z$ is a subgradient of $f$ at $y$ if

$$f(x) \geq f(y) + \langle x - y, z \rangle$$

for all $x \in \mathbb{R}^d$. We then define

$$\partial f(x) = \{ \text{subgradients of } f \text{ at } x \}.$$ 

For $\phi \in C_x[0, 1]$ and $0 \leq t \leq 1 - \Delta$, we define $D^\Delta \phi(t) = \phi(t + \Delta) - \phi(t)$.

**2. Upper bounds.** In this section and the next we will consider our system $x'(\cdot)$ and assume that the starting value $x$ of the system lies in $F$, some fixed compact subset of $\mathbb{R}^d$. The resulting upper and lower bounds will be shown to be uniform for such initial conditions. By this we mean that given any $s_0 \geq 0$ and $h > 0$, there is $\epsilon_0 > 0$ such that for any $x \in F$, any $s \leq s_0$, any $\phi \in C_x[0, 1]$ such that $S_x(\phi) \leq s_0$ and any $\epsilon \leq \epsilon_0$,

$$\epsilon \log P_x\{x^t \not\in \Phi_x(s)^h\} \leq -s + h,$$

$$\epsilon \log P_x\{x^t \in \{\phi\}^h\} \geq -S_x(\phi) - h.$$ 

Let $\bar{F} = F^K$. By Assumption A1, $x^t(t) \in \bar{F}$ for all $0 \leq t \leq 1$.

**Assumption A2.** There exist a real valued $H(x, \alpha)$, convex in $\alpha \in \mathbb{R}^d$, and upper semicontinuous in $x$, and a family of $\sigma$-algebras $\mathcal{F}(t) \supseteq \sigma(x'(s), 0 \leq s \leq t)$, with the following property. Given $\gamma > 0$ there exists $\Delta_0 > 0$ such that for all $\Delta_0 > \Delta > 0$, $t \in [0, 1 - \Delta]$ (uniformly in $x \in F$ and $\omega$ a.s.),

$$\limsup_{\epsilon} (\epsilon/\Delta) \log E_x[\exp(\epsilon, D^\Delta x^t(t))/\epsilon|\mathcal{F}(t)]$$

$$\leq H(x^t(t), \alpha) + \gamma(1 + |\alpha|).$$

(2.1)

**Remarks.** By the Lipschitz assumption on $x'(\cdot)$, we may always assume $H(x, \alpha) \leq K|\alpha|$. We will denote $H(x, \alpha) + \gamma(1 + |\alpha|)$ by $H_x(x, \alpha)$. Although it is not indicated by the notation, the family $\mathcal{F}(t)$ may of course depend on $x$.

For a function $H(\alpha), \alpha \in \mathbb{R}^d$, we define its Legendre (or Cramér) transform as

$$L(\beta) = \sup_\alpha [\langle \alpha, \beta \rangle - H(\alpha)].$$

We will denote this relationship by $L = H^*$. For convenience we collect several properties of the Legendre transform.

**Lemma 2.1.** Let $H$ be a convex function that is finite on $\mathbb{R}^d$. Let $L = H^*$. Then:

(i) $L(\beta)$ is convex and l.s.c.

(ii) $L(\beta) \geq -H(0)$. 

(iii) $L(\beta)$ achieves its minimum of $-H(0)$ at \( \beta \) if and only if $\beta \in \partial H(0)$ and, furthermore, such a $\beta$ exists.

(iv) If $L(\beta)$ is finite in a neighborhood of $\beta'$, then $\partial L(\beta')$ is nonempty and $L(\beta') = \langle \alpha, \beta' \rangle - H(\alpha)$ if and only if $\alpha \in \partial L(\beta')$.

(v) There is uniqueness in the sense that there is only one convex and l.s.c. function $H$ such that $L = H^*$.

(vi) If $L$ achieves its min at $\beta = 0$, then $H(\alpha) \geq H(0)$.

(vii) $L(\beta) \to \infty$ as $|\beta| \to \infty$.

**Proof.** (i) [11, Theorem 12.2].

(ii) Obvious.

(iii) Existence follows from [11, Theorem 23.4]; the rest follows from the fact that by the definition of the subgradient $H(\alpha) \geq \langle \alpha, \beta \rangle + H(0)$ if and only if $\beta \in \partial H(0)$.

(iv) [11, Theorem 23.5, Corollary 23.5.1, Theorem 23.4].

(v) [11, Theorem 12.2].

(vi) By [11, Theorem 23.5], $0 \in \partial H(0)$ implies $0 \in \partial L(0)$, so by (iii) the min of $H$ is at $\alpha = 0$.

(vii) This follows from the fact that $H$ is finite in a neighborhood of the origin. $\square$

**Theorem 2.1.** Assume $A1$ and $A2$ and let $L(x, \beta) = (H(x, \alpha))^*$. Define

$$S_\alpha(\phi) = \int_0^1 L(\phi, \dot{\phi}) \, ds$$

if $\phi(0) = x$ and $\phi$ is absolutely continuous and set $S_\alpha(\phi) = \infty$ otherwise. Then a large deviations upper bound holds in the form of:

(i) $S_\alpha(\cdot)$ is l.s.c.

(ii) $\Phi(s)$ is compact for every $s \in (0, \infty)$.

(iii) For any Borel set $A \subset C_\alpha[0,1]$,

$$\limsup_{\varepsilon \to 0} \log P_x^\varepsilon(x^\varepsilon \in A) \leq -\inf_{\phi \in A} S_\alpha(\phi).$$

The proofs of (i) and (ii) are given in the Appendix.

We first present several lemmas and then tie them together to obtain an upper bound on $P_x^\varepsilon(x^\varepsilon \in (\phi)_{\delta}^\varepsilon)$ in terms of $S_\alpha(\phi)$ for an appropriately chosen $\delta$. We then show that the theorem follows from this.

The lemma which follows is an obvious generalization of a theorem of Gärtner [6, 7]. In conjunction with $A2$ it gives a large deviations upper bound in terms of $H^*$.

**Lemma 2.2.** Let $\mu^N$ be a sequence of probability measures on $\mathbb{R}^d$ and let $H(\alpha)$ be a finite valued convex function such that

$$\limsup_{N \to \infty} \frac{1}{N} \log \int_{\mathbb{R}^d} \exp N(\langle \alpha, x \rangle) \mu^N(dx) \leq H(\alpha).$$
Let $L = H^*$ and $\Phi(s) = \{\beta: L(\beta) \leq s\}$. Then, given $h > 0$ and $s > 0$, there is $N_0 < \infty$ such that for $N \geq N_0$,

\begin{equation}
\frac{1}{N}\log \mu^N(\mathbb{R}^d \setminus \Phi(s)^h) \leq -s + h.
\end{equation}

**Remarks.** As mentioned previously, the usual form of the upper bound

$$
\limsup_{N} \frac{1}{N}\log \mu^N(A) \leq -\inf_{\beta \in A} L(\beta)
$$

follows from (2.2) and the compactness of the level sets $\Phi(s)$ [Lemma 2.1(i) and (vii)]. If we consider a collection of sequences $\{\mu^N\}$ that is parametrized in some way, then the estimate (2.2) may be taken as uniform for all values of the parameter for which the convergence in the lim sup is uniform.

Since our goal is upper bounds in terms of $S_\phi(\phi)$, we must be able to rewrite, in terms of $L(x, \beta) = (H(x, \alpha))^\ast$, the upper bounds given directly by Assumption A2 and Lemma 2.2, which are in terms of $L_\gamma(x, \beta) = (H_\gamma(x, \alpha))^\ast$. $H_\gamma \geq H$ implies $L_\gamma \leq L$, which does not give a useful bound. It will later be seen that it is sufficient to prove that we can perturb $\beta$ by a small amount (say $\beta^\ast$) and achieve $L(x, \beta + \beta^\ast) \leq L_\gamma(x, \beta) + \gamma$. We prove this first for the one dimensional case and then generalize. At the same time, we prove an analogous result for the lower bound, for use in Section 3.

**Lemma 2.3.** Let $H_\gamma(\alpha)$ and $H_\beta(\alpha)$ be convex functions on $\mathbb{R}$. Assume $H_\beta(\alpha) \leq H_\gamma(\alpha) + \gamma|\alpha|$. Let $L_i = H_i^\ast$, $i = 1, 2$. Then, given $\beta$ there are $\beta^\ast$ and $\beta^{**}$ such that $|\beta^\ast| \vee |\beta^{**}| \leq \gamma$, $L_i(\beta + \beta^\ast) \leq L_2(\beta)$ and $L_i(\beta) \leq L_2(\beta + \beta^{**})$.

**Proof.** Let $L_1(\beta)$ achieve its min at $\beta$. Assume for now that $\beta = 0$. Since $H_\beta(0) \leq H_1(0)$,

$$
L_2(\beta) \geq -H_\beta(0) \geq -H_1(0) = L_1(0)
$$

[Lemma 2.1(ii) and (iii)]. Hence for $\beta \in [-\gamma, \gamma]$ we take $\beta^\ast = -\beta$. Now suppose $\beta > \gamma$. Then

$$
L_2(\beta) = \sup_{\alpha} [a\beta - H_2(\alpha)] \geq \sup_{\alpha} [a\beta - H_1(\alpha) - \gamma|\alpha|]
$$

$$
\geq \sup_{\alpha \geq 0} [a\beta - H_1(\alpha) - \gamma|\alpha|].
$$

By Lemma 2.1(vi), $H_\gamma(\alpha) \geq H_1(0)$, and since $\alpha(\beta - \gamma) < 0$ if $\alpha < 0$,

$$
L_2(\beta) \geq \sup_{\alpha} [\alpha(\beta - \gamma) - H_1(\alpha)] = L_1(\beta - \gamma).
$$

Thus we may take $\beta^\ast = -\gamma$. An analogous argument shows $\beta^{**} = \gamma$ works when $\beta < -\gamma$.

Now consider the case $\beta \neq 0$. We define $H_i(\alpha) = H_i(\alpha) + a\beta$, $i = 1, 2$. Then

$$
L_i(\beta) = \sup_{\alpha} [a\beta - H_i(\alpha)] = \sup_{\alpha} [a\beta - H_1(\alpha) - a\beta] = L_1(\beta - \beta)
$$
and we can now apply the preceding argument since $\tilde{L}_i(\beta)$ achieves its min at $\beta = 0$. It is also clear that for $\beta \geq \beta$ we can take $\beta^{**} = \gamma$ and for $\beta \leq \beta$ we can use $\beta^{**} = -\gamma$. □

**Lemma 2.4.** Let $H_i(\alpha)$ and $H_2(\alpha)$ be convex functions defined on $\mathbb{R}^d$. Assume $H_2(\alpha) \leq H_i(\alpha) + \gamma(1 + |\alpha|)$. Let $L_i = H_i^*$, $i = 1, 2$. Then given $\beta$ there is $\beta^*$ such that $|\beta^*| \leq \gamma$ and $L_i(\beta + \beta^*) \leq L_2(\beta) + \gamma$, and there is $\beta^{**}$ such that $|\beta^{**}| \leq \gamma$ and $L_i(\beta) \leq L_2(\beta + \beta^{**}) + \gamma$.

**Proof.** The first assertion will obviously be true if we show that by taking $H_2(\alpha) \leq H_i(\alpha) + \gamma|\alpha|$ we can obtain $\beta^*$ such that $|\beta^*| \leq \gamma$ and $L_i(\beta + \beta^*) \leq L_2(\beta)$. Let $v \in \mathbb{R}^d$ have norm $1$. Define $h_i^v(\alpha) = H_i(\alpha v)$ and note that $h_2^v(\alpha) \leq h_1^v(\alpha) + \gamma|\alpha|$. Let $l_i^v(\beta) = (h_i^v(\alpha))^\ast$. We first show that

$$\inf_{(v, \beta) \neq 0} L_i(\beta) = l_i^v(\beta).$$

We consider $i = 1$ and note that the same proof works for $i = 2$. First observe

$$\sup_b \left[ ab - \inf_{(v, \beta) \neq 0} L_i(\beta) \right] = \sup_b \left[ ab - L_i(\beta) \right]$$

$$= \sup_{(v, \beta) \neq 0} \left[ a<v, \beta > - L_i(\beta) \right]$$

$$= H_i(\alpha v).$$

It is easily checked that the left-hand side of (2.3) is convex and l.s.c., so that by uniqueness [Lemma 2.1(iv)] (2.3) is true, since both sides have Legendre transform $h_i^v(\alpha) = H_i(\alpha v)$.

The first claim of Lemma 2.4 is the same as showing that $H_2(\alpha) \leq H_i(\alpha) + \gamma|\alpha|$ implies that for any $I \in [-H_i(0), \infty],

$$\{ \beta: L_2(\beta) \leq I \} \subset \{ \beta: L_i(\beta) \leq I \}^\gamma.$$

Assume this is not true. Then there are $I, \beta$ such that $\beta \in \{ \beta: L_2(\beta) \leq I \}$, but $\beta \not\in \{ \beta: L_i(\beta) \leq I \}^\gamma$. Let $\Gamma = \{ \beta: L_i(\beta) \leq I \}^\gamma$ and let $\beta'$ be that point in $\Gamma$ closest to $\beta$. Since $\Gamma$ is convex and closed, there is an outward normal $\theta$ (with respect to $\Gamma$) pointing from $\beta'$ to $\beta$ (see Figure 1). From (2.3) we see

$$\langle \theta, \beta \rangle \in \{ b: l_i^\beta(\theta) \leq I \},$$

but that

$$\langle \theta, \beta \rangle \not\in \{ b: l_i^\beta(\theta) \leq I \}^\gamma,$$

contradicting Lemma 2.3. To prove the second assertion, we note that in this case the claim is equivalent to showing $H_2(\alpha) \leq H_i(\alpha) + \gamma|\alpha|$ implies that for any $I \in [-H_i(0), \infty],

$$\{ \beta: L_i(\beta) \geq I \} \subset \{ \beta: L_2(\beta) \geq I \}^\gamma,$$

or that

$$\{ \beta: L_2(\beta) \leq I \}^\gamma \subset \{ \beta: L_i(\beta) \leq I \}.$$
But this inclusion is implied by (2.4) and the fact that \( \{ \beta : L_1(\beta) \leq I \} \) is closed and convex. \( \square \)

We now derive our first upper estimate for \( P_x(x^t \in (\phi)^\Delta) \). Let \( \gamma > 0 \) be given. By Assumption A1, \( D^\Delta x^t(i\Delta) \leq K\Delta \) for all \( 0 \leq t \leq \Delta \). Let \( \Omega_i = \{ d(x^t(i\Delta), \phi(i\Delta)) \leq \gamma \Delta \} \) and \( \Pi_i = P_x(\bigcap_{k \leq i} \Omega_k) \). We have the bound \( P_x(x^t \in (\phi)^\Delta) \leq \Pi_1/\Delta \). We will use

\[
\Pi_i = P_x\left( \bigcap_{k \leq i-1} \Omega_k \right) \Pi_{i-1}.
\]

An upper bound for \( P_x(\Omega_i \bigcap \Omega_{k \leq i-1}) \) is given by

\[
(*) = P_x\left( d(D^\Delta x^t(i\Delta - \Delta), D^\Delta \phi(i\Delta - \Delta)) \leq 2\gamma \Delta \bigcap \bigcap_{k \leq i-1} \Omega_k \right).
\]

Choose \( \Delta > 0 \) small enough so that by A2 [with \( x_i = x^t(i\Delta - \Delta) \)],

\[
\lim_{\varepsilon} \sup \frac{(\varepsilon/\Delta) \log E_x[left(\exp\langle \alpha, D^\Delta x^t(i\Delta - \Delta) \rangle / \varepsilon \bigcap \bigcap_{k \leq i-1} \Omega_k \right]}{\varepsilon/\Delta} = H_x(x, \alpha).
\]

From Lemma 2.2 we obtain [with \( N = 1/\varepsilon \), \( H(\alpha) = \Delta H_x(x_i, \alpha) \), \( L(\beta) = \Delta L_x(x_i, \beta/\Delta) \) and \( \mu^N \) the measure induced on \( \mathbb{R}^d \) by \( D^\Delta x^t(i\Delta - \Delta) \), conditioned
on \( \cap_{k \leq i-1} \Omega_k \]

\[
\limsup_{\varepsilon} \varepsilon \log(*) \leq -\inf_{\phi^k \in (\phi(i\Delta) - \phi(i\Delta - \Delta))^\Delta} \Delta L_i(x_i, \phi^k / \Delta).
\]

By Lemma 2.4,

\[
\limsup_{\varepsilon} \varepsilon \log(*) \leq -\inf_{\phi^k \in (\phi(i\Delta) - \phi(i\Delta - \Delta))^\Delta} \Delta L_i(x_i, \phi^k / \Delta) + \gamma \Delta,
\]

which implies

\[
(2.5) \quad \limsup_{\varepsilon} \varepsilon \log \Pi_{1/\Delta} \leq -\inf \int_0^1 L(\phi, \phi^k)\, ds + \gamma,
\]

where the infimum is over

\[
\phi^k \in A^\gamma(\phi) = \{ \psi \in C^0_x[0,1] \text{ such that } \psi \text{ is linear on } [i\Delta - \Delta, i\Delta] \}
\]

and

\[
d(\phi(i\Delta) - \phi(i\Delta - \Delta)) / \Delta, \psi(s)) \leq 3\gamma
\]

for \( s \in (i\Delta - \Delta, i\Delta), i\Delta \leq 1 \},
\]

\[
\bar{\phi} \in B^\gamma(\phi) = \{ \psi: \psi \text{ is constant on } [i\Delta - \Delta, i\Delta] \text{ and } |\psi(i\Delta - \Delta) - \phi(i\Delta - \Delta)| \leq \gamma, i\Delta \leq 1 \}.
\]

Since an upper bound for \( H(x, \alpha) \) is \( K|\alpha|, |\beta| > K \) implies \( L(x, \beta) = \infty \). It follows that \( S_\varepsilon(\phi) < \infty \) implies \( \phi \) is Lipschitz with constant \( K \). Hence for small enough \( \Delta > 0 \), \( S_\varepsilon(\phi) < \infty \) implies

\[
(2.6) \quad \sup_{0 \leq t \leq 1} \sup \{ \bar{\phi}(t) - \phi(t): \bar{\phi} \in B^\gamma(\phi) \} \leq \gamma, \quad A^\gamma(\phi) \subset \{ \phi \}^{4\gamma}.
\]

Before tying these estimates together to obtain the proof of Theorem 2.1, we will need the following lemma, which simply formalizes a discussion in Freidlin [5, page 142].

**LEMMA 2.5.** Fix \( s > 0 \) and \( \delta > 0 \). Then there exists \( \eta > 0 \) such that if

(i) \( S_\varepsilon(\phi) \geq s \),

(ii) \( \sup_{0 \leq t \leq 1} d(\psi(t), \phi(t)) \leq \eta \) (here \( \psi \) need not be continuous),

then \( \int_0^1 L(\psi, \phi)\, ds \geq s - \delta \).

**PROOF OF THEOREM 2.1.** As mentioned in the remark in the Introduction, given that the level sets \( \Phi^i_x(s) \) are compact, the upper bound will follow if we show that given \( s > 0 \) and \( h > 0 \) there is \( \varepsilon_0 > 0 \) such that for \( \varepsilon \leq \varepsilon_0 \),

\[
\varepsilon \log P_x\{ x^\varepsilon \notin \Phi^i_x(s)^h \} \leq -s + h.
\]

Now fix \( h > 0 \). Choose \( \eta \) according to Lemma 2.5 with \( \delta = h \). Take \( \gamma = h \wedge (\eta / 8) \) and pick \( \Delta \) small enough so that (2.6) holds. Define \( R' \) to be the compact subset of \( C^1[0,1] \) containing all paths with Lipschitz constant less than or equal to \( K \) and let \( R = R' \setminus \Phi^i_x(s)^h \). Pick a finite \( \gamma \Delta \)-net for \( R': \{ \phi_i, 1 \leq i \leq N \} \). We
then use the estimate

\begin{equation}
P_x\{x^t \notin \Phi_x(s)^{\delta}\} \leq \sum_{i=1}^{N} P_x\{x^t \in \{\phi_i\}^{\gamma\delta}\}.
\end{equation}

As shown previously, for each \(1 \leq i \leq N\),

\[
\limsup_{\varepsilon} \log P_x\{x^t \in \{\phi_i\}^{\gamma\delta}\} \leq -\inf \int_0^L L(\phi, \dot{\phi}) \, ds + \gamma,
\]

where the inf is over \(\phi \in A^\gamma(\phi_i), \dot{\phi} \in B^\gamma(\phi_i)\). Our choice of \(\gamma, \Delta\) implies:

(i) For any \(\phi \in A^\gamma(\phi_i), \dot{\phi} \in B^\gamma(\phi_i), \sup_{0 \leq t \leq 1} d(\phi(t), \dot{\phi}(t)) \leq \eta\).

(ii) \(\phi \in A^\gamma(\phi_i)\) implies \(\phi \notin \Phi_x(s)\), so \(S_x(\phi) > s\).

(iii) \(\gamma \leq \delta\).

It follows that

\[
\limsup_{\varepsilon} \log P_x\{x^t \notin \Phi_x(s)^{\delta}\} \leq -s + 2\delta
\]

and the theorem is proved. The upper bound is in fact uniform in \(x\) and \(s \leq s_0\), since we can choose a finite \(\gamma\Delta\)-net for the compact set \(\{\phi: |\dot{\phi}| \leq K\ \text{a.s.,} \ \phi(0) \in F\}\), which contains all possible sample paths starting in \(F\). \(\Box\)

3. Lower bounds. In obtaining the upper bound we were able to \textit{assume} that each sample path of \(x^\varepsilon(\cdot)\) of interest was close to \textit{some} element \(\phi_i\) of our \(\gamma\Delta\)-net of the set \(R\). This fact, together with A2, allowed estimates on a \textit{"sampled"} system \((x^\varepsilon(i\Delta), i \leq 1/\Delta)\) to be used in lieu of \(x^\varepsilon(\cdot)\) in order to obtain the bound. Consider (1.1) and, for (deterministic) \(\psi\), define \(x^{n,\psi}(\cdot)\) as \(x^\varepsilon(\cdot)\) was but with \(\psi(n\varepsilon)\) replacing \(X_n\) in the \(b\) term. In [5], Freidlin used the exogenous nature of the driving noise and a Lipschitz condition on \(b(x, \xi)\) in \(x\) to obtain a lower bound for \(P_x(x^t \in (\phi)\delta)\), where \(\delta > 0\), in terms of \(P_x(x^{n,\psi} \in (\phi)\delta/2)\), for a suitably chosen \(\psi\) near \(\phi\). He essentially used the fact that if \(X_n^{n,\psi}\) is near to \(\phi(n\varepsilon)\) and hence \(\psi(n\varepsilon)\), then we must have

\[X_{n+1}^{n,\psi} = X_n^{n,\psi} + \varepsilon b(X_n^{n,\psi}, \xi_n) + \text{small error}.
\]

This fact and Gronwall’s inequality complete the argument, and the particular nature of the noise process never enters into the estimating procedure.

This is not possible in our case. Following Azencott and Ruger [2], the technique we use is to show that it is sufficient to obtain the lower bound

\begin{equation}
\liminf_{\varepsilon} \log P_x\{x^t \in (\phi)\delta\} \geq -S_x(\phi)
\end{equation}

for a restricted class of \textit{“nice”} paths for which (3.1) can be proved.

We start by proving an analog of Lemma 2.2 for lower bounds (Theorem 3.1). Since the proof is not such an obvious adaptation of Gärtner’s proof [7] as was the case for that lemma, we provide the details. Before stating and proving Theorem 3.1, we develop a few needed results in Lemmas 3.1 and 3.2. It will be seen that in order to make the “errors” \(\delta_1\) and \(\delta_2\) in the lower bound (3.3) as small as desired, it is necessary that we be able to control the jumps in the
derivatives of all convex functions $\overline{H}(\alpha)$ that are sufficiently close in a certain sense to a given smooth convex function $H(\alpha)$. The sizes of the jumps at $\alpha$ are given by $\text{diam } \partial \overline{H}(\alpha)$ and Lemma 3.2 bounds this quantity for all $\alpha$ of interest.

**Lemma 3.1.** Let a convex function $H(\alpha)$ be given. Let $L = H^*$ and assume $\{\beta: L(\beta) < \infty\} = \mathbb{R}^d$. Let $F_i \subset \mathbb{R}^d$ be compact and let $\varepsilon > 0$ be given. Then there is $\gamma > 0$ depending only on $\varepsilon$, $H$ and $F_i$, such that if $\overline{H}$ is any convex function satisfying

$$|H(\alpha) - \overline{H}(\alpha)| \leq \gamma(1 + |\alpha|)$$

and $\overline{L} = \overline{H}^*$, then

$$\sup \{ |L(\beta) - \overline{L}(\beta)|: \beta \in F_i \} \leq \varepsilon.$$

**Proof.** We argue by contradiction. If not, we find $\overline{\varepsilon} > 0$, $\gamma_i \downarrow 0$, $\overline{H}_i$ such that

$$|H(\alpha) - \overline{H}_i(\alpha)| \leq \gamma_i(1 + |\alpha|)$$

and $\beta_i \in F_i$ such that for all $i$

$$|L(\beta_i) - \overline{L}(\beta_i)| \geq \overline{\varepsilon}.$$

We may assume $\beta_i \to \overline{\beta} \in F_i$. By Lemma 2.4, we may choose $\beta_i^*$ and $\beta_i^{**}$ such that $\beta_i^* \to \overline{\beta}$, $\beta_i^{**} \to \overline{\beta}$ and

$$L(\beta_i^*) - \gamma_i \leq \overline{L}_i(\beta_i) \leq L(\beta_i^{**}) + \gamma_i.$$

The continuity of $L$ then implies

$$\lim L(\beta_i) = L(\overline{\beta}) = \lim \overline{L}_i(\beta_i),$$

a contradiction. □

**Lemma 3.2.** Let a continuously differentiable convex function $H(\alpha)$ be given. Let $L = H^*$ and assume that $\{\beta: L(\beta) < \infty\} = \mathbb{R}^d$. Let $F_i \subset \mathbb{R}^d$ be compact and let $\varepsilon > 0$ be given. Then there is $\gamma > 0$ depending only on $\varepsilon$, $H$ and $F_i$ such that if $\overline{H}$ is any convex function satisfying

$$|H(\alpha) - \overline{H}(\alpha)| \leq \gamma(1 + |\alpha|)$$

and $\overline{L} = \overline{H}^*$, then

$$\sup \{ \text{diam } \partial \overline{H}(\alpha): \alpha \in \bigcup_{\beta \in F_i} \partial \overline{L}(\beta) \} \leq \varepsilon.$$

There are $\gamma_0 > 0$ and $M < \infty$ (we may take, for example, $\gamma_0 = \gamma$ when $\varepsilon = 1$ in the preceding equation) such that $\gamma \leq \gamma_0$ implies

$$\sup \{ |\alpha|: \alpha \in \bigcup_{\beta \in F_i} \partial \overline{L}(\beta) \} \leq M.$$

**Proof.** The lemma is a consequence of [11, Theorem 24.5], which states the following. Let $f$ be a convex function that is finite on an open convex set $C \subset \mathbb{R}^d$ and let $f_i$ be convex functions that are finite on $C$ and converge pointwise to $f$. 
Then for any $\varepsilon > 0$, $\bar{x} \in C$ and $x_i \in C$ such that $x_i \to \bar{x}$, there exists $i_0 < \infty$ such that for $i \geq i_0$, $\partial f_i(x_i) \subset \partial f(\bar{x})^\varepsilon$.

To start, we take $C$ to be an open, bounded, convex neighborhood of $F_1$ and claim that if $\gamma$ is sufficiently small, then for any $\beta \in F_1$, there is $\bar{\beta} \in F_1$ (depending on $\bar{L}$) such that

$$\partial \bar{L}(\beta) \subset \partial L(\bar{\beta})^\varepsilon,$$

where $\bar{L}$ can be any convex function such that $\bar{L} = \bar{H}^*|H - \bar{H}| \leq \gamma(1 + |a|)$. If not, we obtain $\bar{\epsilon} > 0$, $\gamma_i \downarrow 0$, convex $\bar{H}_i$ such that $|\bar{H}_i - H| \leq \gamma_i(1 + |a|)$ and $\bar{\beta}_i \in F_1$ (which we may assume converges to $\bar{\beta} \in F_1$) such that for all $\beta \in F_1$,

$$\partial \bar{L}_i(\beta_i) \subset \partial L(\beta)^\bar{\epsilon}$$

and, in particular,

$$\partial \bar{L}_i(\beta_i) \subset \partial L(\bar{\beta})^\bar{\epsilon}.$$

But $\bar{L}_i$ is finite on $C$ and by the preceding argument (Lemma 3.1), $\bar{L}_i \to L$ on $C$, contradicting [11, Theorem 24.5].

The second assertion of the lemma is now a consequence of the preceding fact and the boundedness of the fixed set $\{a\} \subset \bigcup_{\beta \in F_1} \partial L(\beta)$ [11, Theorem 24.1]. (We may take $M = \sup \{|a|: a \in \bigcup_{\beta \in F_1} \partial L(\beta)\} + 1$.)

Now take $C = \mathbb{R}^d$ and use the fact that $\bar{H} \to H$ on $C$ as $\gamma \to 0$. We have established that the set $\bigcup_{\beta \in F_1} \partial L(\beta)$ is contained in the fixed compact set of $\{0\}_M$, independent of $\bar{H}$. By precisely the same argument as before, for small enough $\gamma$ we know that for any $\bar{H}$ such that $|H(a) - \bar{H}(\bar{a})| \leq \gamma(1 + |a|)$ and any $a \in \{0\}_M$ there is $\bar{a} \in \{0\}_M$ such that

$$\partial \bar{H}(a) \subset \partial H(\bar{a})^\varepsilon.$$  

The differentiability of $H$ implies $\text{diam } \partial H(\bar{a}) = 0$ and the lemma is proved. \(\square\)

From Lemma 3.2 we can obtain our “robust” version of Gärtner’s theorem.

**Theorem 3.1.** Let $H(\alpha)$ be a continuously differentiable convex function (and thus finite on $\mathbb{R}^d$). Let $L = H^*$ and assume $\{\beta: L(\beta) < \infty\} = \mathbb{R}^d$. Let $F_1 \subset \mathbb{R}^d$ be compact and let $\mu^N$ be a sequence of probability measures. Define

$$H^N(\alpha) = \frac{1}{N} \log \int_{\mathbb{R}^d} \exp N(\alpha, x) \mu^N(dx).$$

Let $\delta_1 > 0$, $\delta_2 > 0$ be given. Then there is $\gamma > 0$ such that if

(3.2) $H_{-\gamma}(\alpha) \leq \liminf H^N(\alpha) \leq \limsup H^N(\alpha) \leq H_{\gamma}(\alpha),$

then for all $\beta \in F_1$,

(3.3) $\liminf \frac{1}{N} \log \mu^N(\{\beta\}^{\delta_1}) \geq -L(\beta) - \delta_2.$
PROOF. We first prove that \((3.2)\) implies \(\{H^N\}\) is precompact in the topology of uniform convergence on compact subsets of \(\mathbb{R}^d\). Let \(F_\delta \subset \mathbb{R}^d\) be compact and let \(R\) be such that \(F_\delta \subset \{0\}^R\). By \((3.2)\) we can find \(\tilde{h}, \bar{h}\) such that (at least for large \(N_0\))

\[
(3.4) \quad -\infty < \tilde{h} \leq \inf_{N \geq N_0, \alpha \in (0)^d} H^N(\alpha) \leq \sup_{N \geq N_0, \alpha \in (0)^d} H^N(\alpha) \leq \bar{h} < \infty.
\]

The convexity of \(H^N\) and \((3.4)\) imply that \(H^N\) is Lipschitz on \(\{0\}^R\) with a constant no bigger than \((\bar{h} - \tilde{h})/R\), and precompactness follows from Ascoli’s theorem.

Choose \(M < \infty\) such that for \(|H - H\| \leq \gamma(1 + |\alpha|)\), \(\bar{L} = \bar{H}^\gamma\), \(\beta \in F_\delta^\gamma\), and \(\alpha \in \partial \bar{L}(\beta)\), we have \(|\alpha| \leq M\), and such that \(M\) is independent of \(\gamma\) for small \(\gamma\) (Lemma 3.2). Pick \(\gamma \leq \delta_1 \wedge \delta_2\) according to Lemma 3.2 so that for any convex \(H\) such that \(H_\gamma \leq H \leq H_\gamma\) and any \(\alpha \in (0)^M\) we have

\[
\text{diam} \partial \bar{H}(\alpha) \leq \delta_1 \wedge (\delta_2/M).
\]

Take any subsequence of \(N\) and extract a further subsequence, again denoted by \(N\), such that \(H^N\) converges. If we prove \((3.3)\) for this subsequence, then it will be true in general. Let \(\bar{H}(\alpha) = \lim H^N(\alpha)\). Being a limit of convex functions, \(\bar{H}\) is itself convex. By \((3.2)\),

\[
H_\gamma(\alpha) \leq \bar{H}(\alpha) \leq H_\gamma(\alpha).
\]

Define \(\bar{L} = \bar{H}^\gamma\) and let \(\beta^* \in F_\delta^\gamma\) be given. By Lemma 2.4, there is \(\beta'\) such that \(|\beta^* - \beta'| \leq \delta_1\) and \(\bar{L}(\beta') \leq L(\beta^*) + \delta_2\). As \(\beta'\) is interior to \(\{\beta; \bar{L}(\beta) < \infty\}\), there exists \(\alpha' \in \partial \bar{L}(\beta')\) so that

\[
\bar{L}(\beta') = \sup_{\alpha'} [\langle \alpha, \beta' \rangle - \bar{H}(\alpha)] = \langle \alpha', \beta' \rangle - \bar{H}(\alpha')
\]

and \(\beta' \in \partial \bar{H}(\alpha')\) [Lemma 2.1(iv)]. We fix \(\beta'\) henceforth.

Following Gärtner, we now define the probability measures

\[
\mu^{N, \alpha}(\Gamma) = \int_{\Gamma} \exp N(\langle \alpha', y \rangle - H^N(\alpha')) \mu^N(dy).
\]

By defining

\[
H^{N, \alpha}(\alpha) = -\frac{1}{N} \log \int_{\mathbb{R}^d} \exp N(\alpha, x) \mu^{N, \alpha}(dx),
\]

we see

\[
H^{N, \alpha}(\alpha) = H^N(\alpha + \alpha') - H^N(\alpha').
\]

This implies

\[
\bar{H}^{\alpha}(\alpha) = \lim H^{N, \alpha}(\alpha) = \bar{H}(\alpha + \alpha') - \bar{H}(\alpha'),
\]

\[
\bar{L}^{\alpha}(\beta) = (\bar{H}^{\alpha}(\alpha))^* = \bar{L}(\beta) - [\langle \alpha', \beta \rangle - \bar{H}(\alpha')]\]

Since

\[
\bar{L}(\beta) > [\langle \alpha', \beta \rangle - \bar{H}(\alpha')]
\]
when $\beta \notin \partial \overline{H}(\alpha')$ [Lemma 2.1(iv)], we have \( \overline{L}(\beta) = 0 \) if and only if $\beta \in \partial \overline{H}(\alpha')$. It follows from this and Lemma 2.2 that for any $\delta' > 0$, $\mu^{N,\alpha}(\mathbb{R}^d \setminus \partial \overline{H}(\alpha')^{\delta'}) \to 0$ [and therefore $\mu^{N,\alpha}(\partial \overline{H}(\alpha')^{\delta'}) \to 1$] as $N \to \infty$.

We now use the equality

\[
\mu^{N}(\partial \overline{H}(\alpha')^{\delta'}) = \int_{\partial \overline{H}(\alpha')^{\delta'}} \exp N(-\langle \alpha', \gamma \rangle + H^{N}(\alpha')) \mu^{N,\alpha}(dy).
\]

Since we have bounded the diameter of $\partial \overline{H}(\alpha')$ by $\delta_2/M$ and since $\beta \in \partial \overline{H}(\alpha')$ implies $\overline{L}(\beta) = \langle \alpha', \beta \rangle - \overline{H}(\alpha')$, we have

\[
\overline{L}(\beta) = \overline{L}(\beta') + \langle \alpha', \beta - \beta' \rangle \leq \overline{L}(\beta') + \delta_2
\]

for $\beta \in \partial \overline{H}(\alpha')$. Now let $\delta' = (\delta_2/|\alpha'|) \wedge \delta_1$. Then from (3.5)

\[
\mu^{N}(\partial \overline{H}(\alpha')^{\delta'}) \geq \mu^{N,\alpha}(\partial \overline{H}(\alpha')^{\delta'}) \exp - N \sup_{\beta \in \partial \overline{H}(\alpha')} [\langle \alpha', \beta \rangle - H^{N}(\alpha')] \exp - N \delta_2.
\]

We thus obtain [since $\operatorname{diam} \partial \overline{H}(\alpha') \leq \delta_1$]

\[
\liminf \frac{1}{N} \log \mu^{N}(\{\beta'\}^{2\delta_1}) \geq - \overline{L}(\beta') - 2\delta_2
\]

and, therefore,

\[
\liminf \frac{1}{N} \log \mu^{N}(\{\beta^*\}^{3\delta_1}) \geq - L(\beta^*) - 3\delta_2,
\]

and the theorem is proved. \(\Box\)

REMARKS. Each of Lemmas 3.1 and 3.2 and Theorem 3.1 has an obvious analog in the case where

\[
S = \{\beta: L(\beta) < \infty\} \neq \mathbb{R}^d.
\]

In this case, however, we must choose our compact set to satisfy $F_1 \subset S^0$. Since we can possibly have paths $\phi$ such that $S_\epsilon(\phi) < \infty$ and yet for which $\phi(t)$ lies on the boundary of $\{\beta: L(\phi(t), \beta) < \infty\}$, we encounter technical difficulties. This will be circumvented in what follows by the introduction of the $x^{t, \delta}$ process.

As was the case in Lemma 2.2, for collections of sequences that are parametrized in some way, the estimate (3.3) is uniform for all values of the parameter for which the convergence in (3.2) is uniform.

We turn now to the proof of the lower bound. We first give our assumptions and the statement of the theorem. We then introduce and explain the use of the $x^{t, \delta}$ process. Finally we present several lemmas and finish this section with the proof of Theorem 3.2. We recall the definition $H_\epsilon(x, \alpha) = H(x, \alpha) + \gamma(1 + |\alpha|)$.

The appropriate assumptions required are:

ASSUMPTION A3. There exist a constant $\overline{K} < \infty$ and real valued $H(x, \alpha)$, convex and continuously differentiable in $\alpha \in \mathbb{R}^d$ and continuous in $x$, and a family of $\sigma$-algebras $\mathcal{F}^{(s,t)}(t) \supset \sigma(x^{(s)}(s), 0 \leq s \leq t)$ having the following properties.

\[
|H(x_1, \alpha) - H(x_2, \alpha)| \leq \overline{K}|x_1 - x_2|(1 + |\alpha|)
\]

and, for all $\Delta > 0$, $t \in [0, 1 - \Delta]$
(uniformly in \( x \in F \) and \( \omega \) a.s.),
\[
\limsup (\varepsilon/\Delta) \log E_x [\exp (\alpha, D^4 x(t)/\varepsilon) / \exp (\varepsilon) (t)] \leq H_\Delta (x(t), \alpha),
\]
\[
\liminf (\varepsilon/\Delta) \log E_x [\exp (\alpha, D^4 x(t)/\varepsilon) / \exp (\varepsilon) (t)] \geq H_\Delta (x(t), \alpha).
\]

**Remarks.** We have made the assumption that
\[
|H(x, \alpha) - H(\bar{x}, \alpha)| \leq \bar{K}|x - \bar{x}|(1 + |\alpha|).
\]
Let \( L(x, \beta) = (H(x, \alpha))^\dagger \) and \( S(x) = \{ \beta : L(x, \beta) < \infty \} \). It follows from (3.8) and Lemma 2.4 that \( S(x) \) is Lipschitz in the Hausdorff topology. We note this fact because it is often easy to characterize \( S(x) \) in terms of the statistics of the forcing terms and, hence, provide a simple necessary condition for \( A_3 \) to hold. For example if the system is the interpolated version of \( X_{n+1} = X_n + \epsilon b_n(X_n) \), where \( \{ b_n(\cdot) \} \) is a sequence of i.i.d. random vector fields (Section 4.2), then one can easily prove that \( S(x) \) is the convex hull of the support of the distribution of \( b_n(x) \).

**Theorem 3.2.** Assume \( A_1 \) and \( A_3 \) and define \( S_\phi (\phi) \) as in Theorem 2.1. Then, in addition to the conclusions of Theorem 2.1, a large deviations lower bound holds in the form of,
\[
\text{iv) for any Borel set } A \subset C_x[0, 1], \quad \liminf_{\epsilon} \epsilon \log P_x \{ x^\epsilon \in A \} \geq - \inf_{\phi \in A^\phi} S_x (\phi).
\]

**The \( x^{n, \delta} \) process.** Let \( w(\cdot) \) be a standard \( \mathbb{R}^d \) Wiener process starting at 0 at time \( t = 0 \) that is independent of \( x^\epsilon \). Let
\[
x^{n, \delta} = x^\epsilon + \epsilon^{1/2} \delta w,
\]
\[
H^\delta (x, \alpha) = H(x, \alpha) + \frac{\delta^2}{2} |\alpha|^2,
\]
\[
L^\delta (x, \beta) = (H^\delta (x, \alpha))^\dagger,
\]
\[
S^\delta_\phi (\phi) = \int_0^1 L^\delta (\phi, \phi) \, ds.
\]

Our proof will make use of the \( x^{n, \delta} \) process. The advantage of dealing with \( x^{n, \delta} \) is that the presence of the quadratic term in \( H^\delta \) implies that \( L^\delta (x, \beta) \) is finite for all \( \beta \in \mathbb{R}^d \) and, as we will see, continuous in \( x \in \bar{F}, \beta \in \mathbb{R}^d \). This allows the convergence that will be obtained in (3.12). The "error" due to the introduction of the Wiener process term will be shown to be negligible from the point of view of large deviations.

**Remark.** As pointed out previously, \( L(x, \beta) = \infty \) if \( |\beta| > K \). We shall therefore only have to consider paths \( \phi \) for which \( |\phi| \leq K \) a.s.

**Lemma 3.3.** Let \( \delta > 0 \). Then \( L^\delta (x, \beta) \) is continuous for \( x \in \bar{F}, \beta \in \mathbb{R}^d \).

**Proof.** The lemma is a consequence of \( A_3 \), Lemma 3.1 and the continuity of \( L^\delta (x, \beta) \) in \( \beta \) (uniformly in \( x \in \bar{F} \) for any fixed \( \beta \)). □
The following lemma shows that in proving a lower bound for the \( x^{* \delta} \) process, we can restrict ourselves to a set of "nice" paths.

**Lemma 3.4.** Let \( \bar{L}(x, \beta) \) be continuous and let \( \bar{S}_\delta(\phi) \) be defined as usual. Let \( h > 0 \). Then given \( \phi \) such that \( |\phi(t)| \leq K \) a.s., there is \( \phi^h \) such that:

(i) \( \phi^h \) is piecewise differentiable.

(ii) \( \phi^h \in \{ \phi \}^h \).

(iii) \( \bar{S}_\delta(\phi^h) \leq \bar{S}_\delta(\phi) + h \).

(iv) \( |\dot{\phi}^h| \leq K \).

**Proof.** The proof is similar to [2, Lemma 4.4]. Let \( \gamma > 0 \). We can find a finite number of disjoint Borel measurable sets \( A_i \) and vectors \( v_i \) such that \( |v_i| \leq K \) and

\[
|\dot{\phi}(\cdot) - \sum_{i=1}^{n} v_i I_{A_i}(\cdot)| \leq \gamma.
\]

We can then choose \( B_i \) that are the union of a finite number of intervals and that are disjoint and satisfy

\[
\sum_{i=1}^{n} m(A_i \cap B_i) \leq \gamma,
\]

where \( m \) is Lebesgue measure and \( A_i \cap B_i = A_i \setminus B_i \cup B_i \setminus A_i \). Define

\[
\dot{\phi}^h(t) = \sum_{i=1}^{n} v_i I_{B_i}(t), \quad \phi^h(0) = \phi(0).
\]

Then since \( m(t: |\dot{\phi} - \dot{\phi}^h| > \gamma) \leq \gamma \),

\[
|\phi(t) - \phi^h(t)| \leq \gamma(K + 1)
\]
on \([0,1]\). Since \( \bar{L}(x, \beta) \) is uniformly continuous on \( \bar{F} \times \{0\}^K \), we obtain the desired result when \( \gamma \) is sufficiently small. \( \square \)

**Corollary 3.1 (to Theorem 3.1).** Fix \( \delta > 0, \delta_1 > 0, \delta_2 > 0 \) and a compact set \( F_1 \). Assume A3 and let \( \theta \) be a \( N(0, I) \) Gaussian random variable that is independent of \( x^{*}(\cdot) \). Then there exists \( \Delta_0 > 0 \) such that for any \( \Delta_0 > \Delta > 0 \) and any \( \beta \) such that \( \beta \in F_1 \),

\[
\liminf_{\epsilon / \Delta} \log P_\delta\left( (D^\delta x^{*}(t) / \Delta) + (\epsilon^{1/2} \delta \theta / \Delta^{1/2}) \in \{ \beta \} \right) \geq -L^\delta(x^{*}(t), \beta) - \delta_2
\]

uniformly in \( \omega, x \in F \) and \( 0 \leq t \leq 1 - \Delta \).

**Proof.** Since

\[
E_x \exp \left[ \left< \alpha, D^\delta x^{*}(t) / \epsilon + \Delta^{1/2} \delta \theta / \epsilon^{1/2} \right> | \mathcal{F}^x(t) \right] \exp \Delta^2 \beta^2 \epsilon / 2 \epsilon,
\]

(3.9)
the result is a consequence of Assumption A3, Theorem 3.1 and the definition of $H^\delta(x, \alpha)$. □

**Proof of Theorem 3.2.** Let $\delta_1 > 0$, $\delta_2 > 0$ and $\phi$ be given. We may assume $S_\epsilon(\phi) < \infty$, since otherwise there is nothing to prove. Let $S_\epsilon(T, \phi)$ denote the functional defined as $S_\epsilon(\phi)$ was, but with $[0, T]$ replacing $[0, 1]$.

The first step is to show that there is $T > 0$ (in the following text, it will be seen that it is sufficient to consider any $T \leq 1/10K$) such that given $\delta'_1 > 0$, $\delta'_2 > 0$, there is $\delta'_3 > 0$ such that

$$\lim \inf \epsilon \log P_\epsilon \left( x^\tau \in \{ \phi \}^{S_\epsilon} \right) \geq -S_{\phi(0)}(T, \phi) - \delta'_2,$$

uniformly in $\omega$ and $x$ such that $|x - \phi(0)| \leq \delta'_2$. (We consider $x^\tau$ only on the interval $[0, T]$ here.) Pick $\delta$ such that $(\delta'_1)^2/50 \delta^2 dT \geq S_{\phi(0)}(T, \phi) + 1$. Without loss of generality we may assume $\phi$ satisfies (i)-(iv) of Lemma 3.4 on $[0, T]$. By Lipschitz continuity, for $\Delta \leq \delta'_3/10K$, we have

$$|D^t x(x^\tau(i\Delta))| \leq \delta'_3/10,$$

for $t \in [0, \Delta]$. Also, since $\phi$ is piecewise differentiable, by picking $\Delta$ smaller (if necessary) we can ensure $|D^t \phi(x^\tau(i\Delta))| \leq \delta'_3/5T$ for $t \in [i\Delta, i\Delta + \Delta]$.

Now define the sets

$$\Omega_i = \left\{ D^t x^\tau(i\Delta)/\Delta \in \{ \phi(i\Delta) \}^{S_\epsilon/5T} \right\}$$

and let $\Pi_i = P_\epsilon \left( \bigcap_{k \leq i} \Omega_k \right)$. We will again use

$$\Pi_i = P_\epsilon \left( \bigcap_{k \leq i} \Omega_k \right) \Pi_{i-1}.$$

Since $|\phi(i\Delta + \Delta) - \phi(i\Delta) - \Delta \phi(i\Delta)| \leq \Delta \delta'_3/5$, it is clear that if $|x - \phi(0)| \leq \delta'_3/5$, then on the set $\bigcap_{k \leq i} \Omega_k$ we have

$$|x^\tau(i\Delta + \Delta) - \phi(i\Delta + \Delta)| \leq 3 \delta'_3/5.$$

It follows that off the set where

$$\sup_{0 \leq t \leq T} |e^{t/2} \delta w(t)| > \delta'_3/5,$$

the Lipschitz continuity of $x^\tau$ and $\phi$ imply

$$\sup_{0 \leq t \leq T} |x^\tau(t) - \phi(t)| \leq \delta'_3.$$

The probability of the set given by (3.10) is smaller than

$$2d \exp - (\delta'_3)^2/50 \delta^2 dT \epsilon \leq 2d \exp - (S_{\phi(0)}(T, \phi) + 1)/\epsilon$$

[12, Theorem 4.2.1] and hence is negligible for small $\epsilon$. We can therefore use $\epsilon \log \Pi_{i+1}$ as a lower bound for $\epsilon \log P_\epsilon \left( x^\tau \in \{ \phi \}^{S_\epsilon} \right)$, when $\epsilon$ is small.

Using the fact that on $\bigcap_{k \leq i} \Omega_k$ [and off the set where (3.10) holds] we have $|x^\tau(i\Delta) - \phi(i\Delta)| \leq \delta'_3$, Assumption A3, and Lemma 2.4, we can obtain $\beta(i\Delta)$ depending on $x^\tau(i\Delta)$, $\phi(i\Delta)$ and $\phi(i\Delta)$ such that $|\beta(i\Delta) - \phi(i\Delta)| \leq \bar{K} \delta'_1 \leq \delta'_1$.
\[ \delta'_i/10T \text{ and} \]
\[ L^\delta(x^\ast(i\Delta), \beta(i\Delta)) \geq L^\delta(\phi(i\Delta), \phi(i\Delta)) - \overline{K}\delta'_i. \]

Consider the subset \( \Omega'_i \) of \( \Omega_i \) given by \( \{D^\ast x^\ast(i\Delta)/\Delta \in \{\beta(i\Delta)\}^{K+10T} \} \). Now choose \( \gamma \) via Corollary 3.1 for our \( \delta'_i/10T, \delta'_2 \) (equal to \( \delta_1, \delta_2 \) there), and any \( \beta \in \{0\}^{K+10T} \). Again pick \( \Delta \) smaller to ensure \( K\Delta \leq \gamma \). We then have
\[
\lim \inf \epsilon \log P_x\left\{ \Omega_{i|} \cap \bigcap_{k \leq i-1} \Omega_k \right\} \geq \lim \inf \epsilon \log P_x\left\{ \Omega_{i|} \cap \bigcap_{k \leq i-1} \Omega_k \right\} \\
\geq \Delta \left(-L^\delta(x^\ast(i\Delta), \beta(i\Delta)) - \delta'_2 \right) \\
\geq \Delta \left(-L^\delta(\phi(i\Delta), \phi(i\Delta)) - \delta'_2 - \overline{K}\delta'_i \right).
\]

This implies
\[
\lim \inf \epsilon \log P_x\left\{ x^\ast \in \{\phi\}^{\delta'_i} \right\} \\
\geq \lim \inf \epsilon \log \Pi_{T/\Delta} \\
\geq - \left( \sum_{i=0}^{(T/\Delta)-1} \Delta L^\delta(\phi(i\Delta), \phi(i\Delta)) \right) - T(\delta'_2 + \overline{K}\delta'_i).
\]

By virtue of the special properties of \( \phi \) satisfying (i)–(iv) of Lemma 3.2 and the continuity of \( L^\delta \) on \( F \times \mathbb{R}^d \), the right-hand side of (3.11) converges to
\[
- \int_0^T L^\delta(\phi, \phi) \, ds - T(\delta'_2 + \overline{K}\delta'_i)
\]
as \( \Delta \to 0 \). This proves our assertion.

The proof for the interval \([0, 1]\) now follows by dividing the interval into \( 1/T \) subintervals, and using the fact that our estimate on \([0, T] \) holds uniformly for \( x^\ast \) starting in a neighborhood of \( \phi(0) \). Suppose for simplicity that \( 1/T = 2 \). In the interval \([T, 2T]\) let \( \delta'_2 = \delta_2/2, \delta'_i = \delta_i \) and obtain \( \delta'_i > 0 \). In the interval \([0, T]\) let \( \delta'_2 = \delta_2/2, \delta'_i = \delta_i \). Then
\[
\lim \inf \epsilon \log P_x\left\{ x^\ast \in \{\phi\}^{\delta'_i} \right\} \\
\geq \lim \inf \epsilon \log P_x\left\{ \sup_{0 \leq t \leq T} |x^\ast(t) - \phi(t)| \leq \delta'_2 \text{ and } \sup_{T \leq t \leq 2T} |x^\ast(t) - \phi(t)| \leq \delta'_i \right\} \\
\geq \lim \inf \epsilon \log P_x\left\{ \sup_{0 \leq t \leq T} |x^\ast(t) - \phi(t)| \leq \delta'_2 \right\} \\
\geq \lim \inf \epsilon \log P_{x(T)}\left\{ \sup_{T \leq t \leq 2T} |x^\ast(t) - \phi(t)| \leq \delta'_2 \right\} \\
\geq -S_x(T, \phi) - S_{\phi(T)}(T, \phi(\cdot + T)) - \delta_2 \\
= -S_x(\phi) - \delta_2.
\]

Finally, we consider the uniformity issue. Let \( \delta > 0 \) be given. From the preceding proof and the l.s.c. of \( S_{\phi(0)}(\phi) \) (see the Appendix), we may associate to
each $\phi \in \mathcal{H} \equiv \{ \phi: S_\gamma(\phi) \leq s, x \in F \}$ positive numbers $\gamma(\phi) \leq \delta$ and $\varepsilon_0(\phi)$ such that for $|\phi(0) - x| \leq \gamma(\phi)$ and $0 < \varepsilon < \varepsilon_0(\phi)$ we have $\varepsilon \log P_\phi(x^t \in \{ \phi \}^\delta) \geq -S_{\phi(0)}(\phi) - \delta$, and for every $\psi \in \{ \phi \}^{\gamma(\phi)}$ we have $S_{\phi(0)}(\psi) \geq S_{\phi(0)}(\phi) - \delta$. By the compactness of $\mathcal{H}$ there is a finite collection $\{ \phi_i, 1 \leq i \leq N \} \subset \mathcal{H}$ such that $\mathcal{H} \subset \bigcup_{i=1}^N \{ \phi_i \}^{\gamma(\phi_i)}$. Define $\varepsilon_0 = \Lambda_{\max}^{\gamma(\phi_i)} \varepsilon_0(\phi_i)$. Then given $\phi \in \mathcal{H}$, one of the $\phi_i$'s is within $\gamma(\phi_i)$ of $\phi$ and, hence, for $0 < \varepsilon < \varepsilon_0$,

$$\varepsilon \log P_{\phi(0)}(x^t \in \{ \phi \}^{2\delta}) \geq \varepsilon \log P_{\phi(0)}(x^t \in \{ \phi_i \}^{\delta})$$

$$\geq -S_{\phi(0)}(\phi_i) - \delta$$

$$\geq -S_{\phi(0)}(\phi) - 2\delta. \quad \square$$

4. On Assumptions A2 and A3. While the preceding sections provide a good notion of some sufficient properties that a stochastic process with Lipschitz paths must possess in order to have a L.D.P., it is typically difficult to formulate general conditions under which the assumptions hold and it can also be difficult to obtain computable formulas for $H$ and $L$.

In this section we shall show that the large deviations results presented in [5] and [2] can both be obtained as special cases of the theorems presented here and that the upper bound in fact holds under weaker conditions. We then consider models not covered by either [5] or [2], which involve state dependent noise, and indicate when A2 and A3 hold. The examples presented merely suggest the possibilities, without attempting to be complete.

4.1. In [5] Freidlin considered the model (1.1) [with $|b(\cdot, \cdot)|$ bounded and exogenous noise] and assumed the following: For every pair of piecewise constant functions $\phi(\cdot), a(\cdot)$ mapping $[0, 1]$ to $\mathbb{R}^d$, we have

$$\lim_{N \to \infty} \frac{1}{N} \log E \exp \left[ \sum_{i=1}^N \left< a(i/N), b(\phi(i/N), \xi_i) \right> \right]$$

$$= \int_0^1 H(\phi(s), a(s)) \, ds,$$  \hspace{1cm} (4.1)

for some $H(x, a)$, convex and differentiable in $a$ and continuous in $x$ and that $b(x, \xi)$ and its first derivatives are bounded. For our assumptions we take $F(t) = \sigma(\xi_i, i \leq [t/\varepsilon] + 1)$. A3 implies (4.1) but the converse is not true and A2 does not imply (4.1).

Our assumptions do not completely cover this case since we assume that the convergence in A2 and A3 is uniform conditioned on $F(t)$. Freidlin uses only (4.1) and does not need the uniform convergence in the data. However, it seems likely that a proof that (4.1) itself is true would require this uniformity. It should be noted that in any case such uniformity assumptions are necessary if one wishes to use theorems on large deviations to prove more complicated results, such as asymptotics for the mean exit time and locations of exit from a stable domain.
However, if we add the uniformity assumption, then one can easily show that Freidlin's case fits directly into our scheme. Let $K'$ be the Lipschitz constant for $b(x, \xi)$ and let $K$ bound $|b|$. Then
\[
\limsup (\epsilon/\Delta) \log E \left[ \exp \left( \alpha, \sum_{i=\lfloor t/\epsilon \rfloor}^{\lfloor (t+\Delta)/\epsilon \rfloor} b(X^i_t, \xi_i) \right) |\mathscr{T}^i(t) \right] \\
\leq \limsup (\epsilon/\Delta) \log E \left[ \exp \left( \alpha, \sum_{i=\lfloor t/\epsilon \rfloor}^{\lfloor (t+\Delta)/\epsilon \rfloor} b(X^i_{t/\epsilon}, \xi_i) \right) + K'K\Delta^2|\alpha|/\epsilon \right] |\mathscr{T}^i(t) \right] \\
= H(x^i(t), \alpha) + K'K\Delta|\alpha| < H_{K,K\Delta}(x^i(t), \alpha)
\]
and the analogous bound holds for the lim inf. In fact, it is clear that for A2 the Lipschitz condition is not needed and we can assume simply that $b(x, \xi)$ is continuous in $x$ (uniformly in $\xi$).

4.2. Let $\mu_x$ be a family of probability measures on $\mathbb{R}^d$ that are parametrized by $x \in \mathbb{R}^d$ and let $b_n(x)$ denote a sequence of independent random vector fields satisfying $\mathbb{P}(b_n(x) \in A) = \mu_x(A)$. Define a dynamical system $X^x_n$ by setting
\[
X^x_{n+1} = X^x_n + b_n(X^x_n), \quad n \geq 0, \quad X^x_0 = x.
\]
This is the situation considered in Azencott and Ruget [2]. Actually [2] considers a more general setup in which the state space of the process $X^x_n$ is allowed to be a connected Riemannian manifold. However, this can be reduced to the case considered here via “localization” arguments (such as those used in [1]) and the “contraction principle” [6, Theorem 3.1]. Define
\[
H(x, \alpha) = \log \int_{\mathbb{R}^d} \exp(\alpha, \xi) \mu_x(d\xi),
\]
\[
L(x, \beta) = (H(x, \alpha))^*.
\]
An essential hypothesis used in [2] is that the “level sets”
\[
\{ \beta: L(x, \beta) \leq I \}
\]
vary in a Lipschitz fashion in the Hausdorff metric. This was in turn shown to follow from the existence of $K' < \infty$ such that
\[
|H(x, \alpha) - H(y, \alpha)| \leq K'|x - y| |\alpha| \tag{4.2}
\]
[2, Lemma 3.7] (at least for the case considered there, where the $\mu_x$ were assumed to be supported in a fixed compact set that is independent of $x$, for $x$ in any compact set). In addition to this assumption, a uniform nondegeneracy condition on
\[
S(x) = \{ \beta: L(x, \beta) < \infty \}
\]
was also required. This latter assumption is not required in our approach.

To see that these assumptions are a special case of A1 and A3, we first note that the compact support requirement for the $\mu_x$ measures gives the Lipschitz constant $K$ required of $x^i(\cdot)$. Take $\mathscr{T}^i(t) = \sigma(X^i_t; 0 < i \leq [t/\epsilon] + 1)$. Then
[with \( N = t/\varepsilon \) and \( N' = (t + \Delta)/\varepsilon \)]

\[
\frac{\varepsilon}{\Delta} \log E \left[ \exp \left( \alpha, \sum_{i=N}^{N'} b_i(X^\varepsilon_t) \right) \right]_{\mathcal{F}^\varepsilon(t)}
\]

\[
= \frac{\varepsilon}{\Delta} \log E \left[ \exp \left( \alpha, \sum_{i=1}^{N'-1} b_i(X^\varepsilon_t) \right) \right] E \left[ \exp \left( \alpha, b_{N'}(X^\varepsilon_{N'}) \right) | \mathcal{F}^\varepsilon(t) \right]
\]

\[
\leq \frac{\varepsilon}{\Delta} \left( \log E \left[ \exp \left( \alpha, \sum_{i=1}^{N'-1} b_i(X^\varepsilon_t) \right) \right]_{\mathcal{F}^\varepsilon(t)} + H(X^\varepsilon_N, \alpha) + K'K\Delta |\alpha| \right)
\]

\[
\leq H(X^\varepsilon_N, \alpha) + K'K\Delta |\alpha|.
\]

Hence

\[
\limsup \left( \frac{\varepsilon}{\Delta} \right) \log E \left[ \exp \left( \alpha, \sum_{i=1}^{(t+\Delta)/\varepsilon} b_i(X^\varepsilon_t) \right) \right]_{\mathcal{F}^\varepsilon(t)} < H_K(x^\varepsilon(t), \alpha).
\]

An analogous lower bound holds for the \( \liminf \).

It is not a simple matter to formulate general conditions on \( \mu_x \) under which (4.2) holds and a good deal of effort is expended in [2] to show (4.2) for some interesting cases. The interested reader is referred to [2, Propositions 3.9 and 3.11] for examples.

We note that it is easier to prove the weaker A3 than (4.2). Again, for the upper bound, the Lipschitz conditions can be weakened to simple continuity.

4.3. Our next example is based on results presented in Iscoe, Ney and Nummelin [9]. The model we work with is the following:

\[
X^\varepsilon_{n+1} = X^\varepsilon_n + \epsilon b(X^\varepsilon_n, \xi_n), \quad X^\varepsilon_0 = x.
\]

**Dynamics.** We assume that \( b(x, \xi), \ x \in \mathbb{R}^d, \xi \in E \) is bounded and uniformly (in \( \xi \)) continuous in \( x \) and that \( b \) is measurable in \( \xi \).

**Noise model.** We will assume that given \( \xi_{n-1} \) and \( X^\varepsilon_n \), the value of \( \xi_n \) is distributed according to a Markov transition kernel having a density with respect to a fixed measure \( \lambda \) that is independent of \( x \):

\[
P^{X^\varepsilon_n}(\xi, d\psi) = P^{X^\varepsilon_n}(\xi, \psi) \lambda(d\psi)
\]

(so that if \( X^\varepsilon_n \) were fixed at \( x \), then the noise process would be a Markov process and the state \( X^\varepsilon_n \) enters into this process only through the transition density).

In order to get a uniform L.D.P. for functionals of the noise \( \xi_n \) we will need to assume that, given a compact set \( F_\gamma \), the transition density \( P^x(\xi, \psi) \), or the transition density for some fixed finite number of iterations of \( P^x(\xi, d\psi) \), is uniformly (in \( \xi \in E \) and \( x \in F_\gamma \)) bounded above and below away from zero. It is proved in [9, Lemma 3.2] that under these assumptions the following is true: If \( \xi^\varepsilon_n \) is defined as the noise process was but for fixed \( x \), then there exists \( H(x, \alpha) \)
such that (uniformly in $\xi_0 = \xi_0$)

\[
\lim \frac{1}{N} \log E_{\xi_0} \exp \left( \sum_{i=1}^{N} b(x, \xi_i) \right) = H(x, a).
\]

(4.3)

It is also proved [9, Lemma 3.4] that $H(x, a)$ is convex and smooth (analytic) in $a$. Define $F^\epsilon(t) = \sigma((X_i, \xi_i), 0 \leq i \leq [t/\epsilon] + 1)$.

**Lemma 4.1.** Consider the dynamics and noise model described previously. Assume given compact $F_1 \subset \mathbb{R}^d$ that:

(i) There are $0 < a \leq A < \infty$ such that for all $x \in F_1$, $\xi, \psi \in E$, $a \leq p^\epsilon(\xi, \psi) \leq A$ (or that this is true for the transition density after some finite number of steps).

(ii) $p^\epsilon(\xi, \psi)$ is continuous in $x$, uniformly in $\xi, \psi \in E$, for $x \in F_1$.

Then Assumption A2 holds. If we strengthen the continuity in (ii) and $b(\cdot, \xi)$ to Lipschitz continuity, then A3 holds.

**Proof.** Let $\gamma > 0$ be given. Using the continuity condition and the lower bound on $p^\epsilon(\xi, \psi)$, there is $\delta > 0$ such that for $|x - y| \leq \delta$,

\[
p^\gamma(\xi, \psi) = p^\epsilon(\xi, \psi) + (p^\gamma(\xi, \psi) - p^\epsilon(\xi, \psi))
\]

\[
\leq p^\epsilon(\xi, \psi) \left[ 1 + \frac{|p^\gamma(\xi, \psi) - p^\epsilon(\xi, \psi)|}{a} \right]
\]

\[
\leq p^\epsilon(\xi, \psi) \exp(\gamma) \quad a \leq \frac{p^\epsilon(\xi, \psi)}{a} \exp \gamma,
\]

and similarly

\[
p^\epsilon(\xi, \psi) \leq p^\gamma(\xi, \psi) \exp \gamma.
\]

It follows from the uniform continuity of $b(x, \xi)$ in $x$ for all $\xi$ that for small $\delta > 0$ we can obtain

\[
E_{\xi_0} \left[ \exp \left( a, b(y, \xi_0) \right) \right] \leq E_{\xi_0} \left[ \exp \left( a, b(x, \xi_0) \right) \right] \exp (1 + |a|)
\]

uniformly in $\xi_0$, when $|x - y| \leq \delta$. The proof is completed by iterating backwards (as was done in Section 4.2) and using (4.3). The proof of the second assertion is completely analogous. $\square$

4.4. The results presented in [9] actually cover a much broader range of processes than the relatively simple example given in Section 4.3. Our present example will make greater use of the generality of their results, without in any way being complete in this respect.

We consider an extension of the previous example to the case where $b(x, \xi)$ is no longer deterministic but is instead an i.i.d. sequence of a random vector fields whose distribution depends on the pair $(x, \xi)$. We therefore adopt the notation $b_n(x, \xi)$. For simplicity we shall assume that the distribution of $b_n(x, \xi)$ is concentrated on a finite set of points $a_i$, $1 \leq i \leq N$, and that the $a_i$ depend only
on $x$. This can be viewed as the Markov version of the example of Section 4.2. We have

$$P\{b_n(x, \xi) \in A\} = \sum_{i=1}^{N} p_i(x, \xi) \delta_{a_i(x)}(A)$$

for some measurable functions $p_i(x, \xi)$ satisfying

$$\sum_{i=1}^{N} p_i(x, \xi) = 1, \quad 0 \leq p_i(x, \xi) \leq 1, 1 \leq i \leq N.$$ 

(In order to correctly define the process, what really needs to be done is to prove the existence of the sequence of independent random vector fields $(b_n)$ described previously. We shall, however, ignore the details on this point, since it is essentially the same situation as encountered in [2, Section 5].)

**Lemma 4.2.** Consider the model just described. Make the same assumptions on the transition kernel as in Lemma 4.1. Assume in addition that:

(i) The functions $a_i(x)$, $1 \leq i \leq N$, are continuous.

(ii) The functions $p_i(x, \xi)$, $1 \leq i \leq N$, are continuous in $x$ (uniformly in $\xi$) and either bounded from below by $c > 0$ or identically zero.

Then Assumption A2 holds. If we strengthen the continuity in (i), (ii) and $b(\cdot, \xi)$ to Lipschitz continuity, then A3 holds.

**Proof.** The results in [9] imply the obvious analog of (4.3):

$$\lim_{N} \frac{1}{N} \log E_{x_0} \exp \left( \alpha, \sum_{j=1}^{N} b_j(x, \xi^j) \right) = H(x, \alpha).$$

It follows from the assumptions (i) and (ii) that given $\gamma > 0$, there is $\delta > 0$ such that if $|x - y| \leq \delta$, then

$$\sum_{i=1}^{N} (\exp(\alpha, a_i(x))) p_i(x, \xi)$$

$$\leq \sum_{i=1}^{N} (\exp(\alpha, a_i(y))) p_i(y, \xi) \exp(1 + |a|)$$

uniformly in $\xi$. In the Lipschitz case there is $\overline{K}$ such that we may take $\gamma = \overline{K} \delta$. The proof is now the same as that of Lemma 4.1. $\square$

4.5. **Continuous time.** For examples of continuous time processes satisfying the conditions of A1, A2 and A3 we refer to the continuous time examples presented in [5]. For an example involving state dependent noise, one can consider the continuous time version of the process considered in Section 4.3. The proof of an analog of Lemma 4.1 is essentially the same, save that one must quote the continuous time results in [9].
5. **Projection algorithms.** Oftentimes recursive algorithms must be chosen that will achieve a goal (such as convergence to an optimum point of some sort) subject to constraints, such as requiring some kind of feasibility at each step. In this section we consider a method that is commonly used in such situations, namely projection algorithms. With projection algorithms, the state is mapped after each iteration onto the point in a feasible set \( G \) that is closest. We consider this problem in the context of the model of Section 4.4.

The approach we take to proving a L.D.P. for such algorithms is to adopt the technique used by Anderson and Orey [1] for reflected diffusions. For simplicity we confine ourselves to the simplest possible case, where \( G = \{ x \in \mathbb{R} : x \geq 0 \} \). If \( G \) is the closure of an open connected subset of \( \mathbb{R}^d \) with sufficiently smooth boundary, then the general result follows from this special case [1, Sections 1.3 and 1.4].

Let \( \pi(x) = 0 \vee x \). We define the projected algorithm as

\[
X_n^{\pi+1} = \pi(X_n^{\pi} + \varepsilon b_n(X_n^{\pi}, \xi_n)), \quad X_0^{\pi} = x \geq 0.
\]

Define \( x^\pi(\cdot) \) as the usual piecewise linearly interpolated version.

**Theorem 5.1.** Make the assumptions of Lemma 4.2 and define

\[
\bar{L}(x, \beta) = \begin{cases} 
L(x, \beta), & \text{if } x > 0 \text{ or } x = 0, \beta > 0, \\
\inf_{\beta \leq 0} L(x, \beta), & \text{if } x = 0, \beta = 0, \\
\infty, & \text{else}.
\end{cases}
\]

Define

\[
\bar{S}_\pi(\phi) = \int_0^1 \bar{L}(\phi, \phi) \, ds
\]

if \( \phi(0) = x \geq 0 \) and \( \phi \) is absolutely continuous, and set \( \bar{S}_\pi(\phi) = \infty \) otherwise. Then \( x^\pi \) as defined through (5.1) satisfies a L.D.P. (in the sense of Theorems 2.1 and 3.2) with functional \( \bar{S}_\pi(\phi) \).

**Proof.** Consider the unrestricted version of \( X_n^{\pi} \):

\[
\tilde{X}_n^{\pi+1} = \tilde{X}_n^{\pi} + \varepsilon b_n(X_n^{\pi}, \xi_n), \quad \tilde{X}_0^{\pi} = x.
\]

Define \( \tilde{x}^\pi(\cdot) \) as usual and define \( \tilde{x}^\pi(\cdot) \) to be the piecewise constant version of \( \tilde{X}_n^{\pi} \) having interpolation interval \( \varepsilon \):

\[
\tilde{x}^\pi(t) = X_n^{\pi} \quad \text{for } t \in [n\varepsilon, (n+1)\varepsilon).
\]

We define a mapping \( \Gamma \) on the set of paths (continuous or not) sending \([0,1]\) into \( \mathbb{R} \). \( \Gamma \) maps \( \psi \) to \( \phi \) if

\[
\phi(t) = \psi(t) - \left( \inf_{0 \leq s \leq t} \psi(s) \wedge 0 \right).
\]

It is easy to verify that \( X_n^{\pi} = \Gamma(\tilde{x}^\pi)(n\varepsilon) \), which together with the definition of \( \Gamma \) and the fact that \( \tilde{x}^\pi(n\varepsilon) = \tilde{x}^\pi((n+1)\varepsilon) \) imply that \( X_n^{\pi} = \Gamma(\tilde{x}^\pi)(n\varepsilon) \). We may therefore write

\[
\tilde{X}_n^{\pi+1} = \tilde{X}_n^{\pi} + \varepsilon b_n(\Gamma(\tilde{x}^\pi(n\varepsilon)), \xi_n), \quad \tilde{X}_0^{\pi} = x.
\]
A simple calculation shows
\begin{equation}
(5.3) \quad \sup_{0 \leq s \leq t} |\Gamma(\psi_1)(s) - \Gamma(\psi_2)(s)| \leq 2 \sup_{0 \leq s \leq t} |\psi_1(s) - \psi_2(s)|.
\end{equation}

It is now quite easy to adapt the proofs of Theorems 2.1 and 3.2 to yield a L.D.P. for $\dot{x}^r$, with functional
\[ S_x(\phi) = \int_0^1 L(\Gamma(\phi)(s), \dot{\phi}(s)) \, ds. \]

The important fact needed is that the inequality (5.3) ensures that the iterates $X_n^r = \Gamma(\dot{x}^r)(n\epsilon)$ still vary in a sufficiently slow way, i.e., the interpolated paths are still Lipschitz continuous.

Because the restriction of the map $\Gamma$ to $C[0,1]$ is continuous (with respect to the sup norm) we can employ the contraction principle [6, Theorem 3.1] to deduce that $\Gamma(\dot{x}^r)(\cdot)$ satisfies a L.D.P. with functional
\[ S_x^*(\phi) = \inf_{\psi} S_x(\psi), \]
where the inf is over $\psi \in C_x[0,1]$ satisfying $\phi = \Gamma(\psi)$. The infimum over the empty set is defined as $+\infty$. Note that $S_x(\phi) < \infty$ implies $\phi(t) \geq 0$ on $[0,1]$. For absolutely continuous $\phi$ and $\psi$ we have $\phi = \Gamma(\psi)$ if and only if $\phi(t) \geq 0$ and
\[ \dot{\psi}(t) = \dot{\phi}(t) + \eta(t)I_{\phi(t) < 0} \quad a.s., \]
where $\eta(t)$ is any nonpositive, measurable function [3, Lemma 4.7]. Therefore $S_x^*(\phi) = S_x(\phi)$.

To finish the proof we need to take care of the fact that $\Gamma(\dot{x}^r)$ is not necessarily of the same $x^r$ between the interpolation points $n\epsilon$. But this does not actually pose a problem since $\Gamma(\dot{x}^r)(n\epsilon) = x^r(n\epsilon)$ implies
\[ \sup_{0 \leq s \leq t} |\Gamma(\dot{x}^r)(s) - x^r(s)| \leq K\epsilon, \]
and therefore $x^r$ satisfies a L.D.P. with the same functional as $\Gamma(\dot{x}^r)$ (this latter assertion follows from the equivalent formulation of a L.D.P. mentioned in the first remark in the Introduction). \(\Box\)

6. Example: Application to a routing problem. We apply the results to study an automatic routing problem considered in [10]. The description of our system is as follows. Calls arrive at a switching station at random at the discrete times $n \in Z^+$. We have
\[ P\{\text{one call arrives at time } n\} = \mu, \quad \mu \in (0,1), \]
\[ P\{\text{two or more calls arrive at time } n\} = 0. \]

From the station, there are two possible routings to the destination; the $i$th route has $N_i$ lines and can thus handle $N_i$ calls simultaneously.

Let $\{n, n + 1\}$ denote the $n$th interval of time. We assume that the duration of each call is random with a geometric distribution:
\[ P\{\text{call is completed in } (n + 1)\text{st interval} \} = \lambda_i, \quad \lambda_i \in (0,1). \]

\text{uncompleted at end of } n\text{th interval} = \lambda_i, \quad \lambda_i \in (0,1). \]
We shall assume that the double sequence of call durations and interarrival times are mutually independent and to obtain an unambiguous formulation we shall assume that calls terminating in the $n$th interval actually terminate at time $n + \frac{1}{2}$ and that calls come in and are assigned to routes at times $n \in \mathbb{Z}^+$. Define $\xi^i_n$ equal to the number of lines of route $i$ in use at time $n$ (this includes those that have just been assigned).

We now describe the routing mechanism. We shall define a recursive algorithm whose state will control how assignments are made. If the state takes the value $x \in [0,1]$ at time $n$, then a random variable $\eta_n$ with distribution

$$\eta_n = \begin{cases} 1, & \text{w.p. } x, \\ 2, & \text{w.p. } 1 - x \end{cases}$$

is generated.

If a call arrives at time $n$, it is assigned to route $\eta_n$. If all lines are full, it is reassigned to the alternate route, unless those lines are all full, in which case the call is rejected and disappears. Let $J^i_n$ be the indicator of the event (call is first assigned to route $i$ at time $n$ and is accepted by route $i$). We may then update the state by calculating

$$x + \varepsilon(1 - x)J^1_n - \varepsilon xJ^2_n$$

and projecting this value onto some interval $[l, u]$, $0 < l < u < 1$.

The transition probabilities of the route occupancy process $(\xi^i_n)$ are thus given by (for $i = 1$)

$$P(\xi^1_n = \xi' | \xi^1_{n-1} = \xi, \text{state} = x)$$

$$= \begin{cases} \mu x(1 - \lambda_1), & \text{if } \xi' = \xi + 1, \xi < N_1, \\ 0, & \text{if } \xi' = \xi + 1, \xi = N_1, \\ (1 - \mu)(1 - \lambda_1) + \mu x \lambda_1 + \mu(1 - x)(1 - \lambda_1), & \text{if } \xi' = \xi, 0 < \xi < N_1, \\ (1 - \mu)(1 - \lambda_1) + \mu x + \mu(1 - x)(1 - \lambda_1), & \text{if } \xi' = \xi, \xi = N_1, \\ (1 - \mu) + \mu(1 - x), & \text{if } \xi' = \xi, \xi = 0, \\ (1 - \mu)\lambda_1 + \mu(1 - x)\lambda_1, & \text{if } \xi' = \xi - 1, 0 < \xi, \\ 0, & \text{if } \xi' = \xi - 1, \xi = 0, \\ 0, & \text{else.} \end{cases}$$

It follows that if we define $R_n = (1 - x)J^1_n - xJ^2_n$, then for fixed $x$, $
\{(\xi^1_n, \xi^2_n), R_n\}$ is a process satisfying the conditions of Section 4.4. We have

$$P(R_n = r | (\xi^1_n, \xi^2_n) = (\xi^1, \xi^2), x)$$

$$= \begin{cases} \mu x, & \text{if } r = (1 - x) \text{ and } \xi^1 < N_1, \\ 0, & \text{if } r = (1 - x) \text{ and } \xi^1 = N_1, \\ \mu(1 - x), & \text{if } r = -x \text{ and } \xi^2 < N_2, \\ 0, & \text{if } r = -x \text{ and } \xi^2 = N_2 \end{cases}$$
and \( P\{R_n = 0|(\xi_n^1, \xi_n^2), x\} \) is defined so that the conditional probabilities sum to 1.

The algorithm may then be defined by

\[
X_{n+1}^\varepsilon = X_n^\varepsilon + \varepsilon R_n\| u, \quad R_n = (1 - X_n^\varepsilon)J_n^1 - X_n^\varepsilon J_n^2,
\]

where \( \| u \) denotes the projection.

In this case the action functional is given by \( \bar{S}_\varepsilon(\phi) = \int_0^T \bar{L}(\phi, \dot{\phi}) \, dt \), where \( \bar{L} \) is defined in terms of \( L = H^*: \)

\[
\bar{L}(x, \beta) = \begin{cases} 
L(x, \beta), & \text{if } l < x < u \text{ or } x = l, \beta > 0 \\
\inf_{\beta \leq 0} L(l, \beta), & \text{if } x = l, \beta < 0, \\
\inf_{\beta \geq 0} L(u, \beta), & \text{if } x = u, \beta = 0, \\
\infty, & \text{else}.
\end{cases}
\]

REMARKS. If the system just described is replaced by the analogous system with no projection (in which case the state will still remain in \([0, 1]\)), then Assumption A3 is no longer valid. It is easy to show that

\[
S(x) = \begin{cases} 
[-x, 1-x], & x \in (0, 1), \\
[0], & x = 0, 1.
\end{cases}
\]

Since \( S(x) \) is not Lipschitz, A3 cannot hold (see the remark after A3).

Although we have presented the simplest possible problem of this type, it is clear that this model can be generalized considerably, for example, in the number of lines and switching nodes or in the input and call length statistics, and still admit an analysis of the type given.

APPENDIX

In this section we concern ourselves with referencing and proving the lower semicontinuity results that were needed in the paper. All results that follow are under assumptions A1 and A2 which imply that \( H(x, \alpha) \) is convex and continuous in \( \alpha \) (for fixed \( x \)), u.s.c. in \( x \) (for fixed \( \alpha \)) and that \( |H(x, \alpha)| \leq K|\alpha| \).

**Lemma A.1.** Let \( L(x, \beta) = (H(x, \alpha))^* \) and define \( S_\varepsilon(\phi) \) and \( \Phi_\varepsilon(s) \) as in Theorem 2.1. Let \( \psi \) mapping \([0, 1]\) into \( \bar{F} \) be measurable. Then:

(i) \( L(x, \beta) \) is l.s.c. in \((x, \beta)\).

(ii) Both \( S_{\varepsilon(0)}(\phi) \) and \( \int_0^1 L(\psi, \dot{\phi}) \, ds \) are l.s.c. in \( \phi \).

(iii) \( \Phi_\varepsilon(s) \) is compact in \( C_\phi[0, 1] \) for any \( s < \infty \).

**Proof.** (i) Define \( \alpha(x, \beta, n) \) such that \( \langle \alpha(x, \beta, n), \beta \rangle - H(x, \alpha(x, \beta, n)) > L(x, \beta) - 1/n \). By the continuity of the inner product and the u.s.c. of \( H(x, \alpha) \),
there is a neighborhood $N$ of $(x, \beta)$ such that for all $(x', \beta') \in N$,
\[
\langle \alpha(x, \beta, n), \beta' \rangle - H(x', \alpha(x, \beta, n)) > L(x, \beta) - 2/n
\]
and hence
\[
L(x', \beta') > L(x, \beta) - 2/n,
\]
and therefore $L(\cdot, \cdot)$ is jointly l.s.c.

(ii) [8, Theorem 3, Section 9.1.4].

(iii) Since $S_k(\phi) < \infty$ implies $|\phi| \leq K$ a.s., compactness follows from Ascoli's theorem and (ii). □
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