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#### Abstract

This work is involved with the short-time asymptotics of diffusion semigroups in a general setting. A generalization of Fang's version of Varadhan's formula is proven for general Dirichlet spaces that are local and conservative. The intrinsic metric appearing in the formula is characterized by pointwise distance for canonical Dirichlet spaces on loop groups.


1. Introduction. Recall Varadhan's formula for the heat kernel density $p_{t}(x, y)$ on a Riemannian manifold:

$$
\lim _{t \downarrow 0} t \log p_{t}(x, y)=-\frac{d(x, y)^{2}}{2}
$$

where $d(x, y)$ is the Riemannian distance. One can integrate the kernel over two positive measure sets in the form

$$
P_{t}(A, B)=\int_{A} \int_{B} p_{t}(x, y) d \mu(y) d \mu(x),
$$

where $\mu$ is the volume measure on the manifold. Then, under mild assumptions on $A$ and $B$, a Laplace-type estimation gives that

$$
\lim _{t \downarrow 0} t \log P_{t}(A, B)=-\frac{d(A, B)^{2}}{2}
$$

where the distance between two sets is defined in the natural way by means of infimums. The proof of this last formula in a very general setting is the main concern of this article. We start by describing the framework.

Let $(\Omega, \mathcal{B}, \mu)$ be a probability space and $L^{p}=L^{p}(\Omega, \mu), p \in[1, \infty]$, the corresponding $L^{p}$-space with norm $\|\cdot\|_{L^{p}}$. The inner product on $L^{2}$ will be denoted by $(\cdot, \cdot)_{L^{2}}$. We consider a Dirichlet form $\mathcal{E}$ with domain $\mathbb{D} \subset L^{2}$. That is, $(\mathcal{E}, \mathbb{D})$ is a densely defined, positive semidefinite and symmetric bilinear closed form satisfying that if $f \in \mathbb{D}$ then $f \wedge 1 \in \mathbb{D}$ and $\mathcal{E}(f \wedge 1, f \wedge 1) \leq \mathcal{E}(f, f)$. We further assume that this Dirichlet form is conservative and local. Namely,

[^0]- $1 \in \mathbb{D}$ and $\mathcal{E}(1,1)=0$;
- for $C^{\infty}$-functions $F, G$ on $\mathbb{R}$ with compact support and $\operatorname{supp} F \cap \operatorname{supp} G=\varnothing$, $\mathcal{E}(F(f), G(f))=0$ for any $f \in \mathbb{D}$.

The latter condition has several equivalent expressions. For example, it can be replaced by

- if $f, g \in \mathbb{D}$ satisfies $f g=0$ a.e., then $\mathcal{E}(f, g)=0$;
- $\mathcal{E}(|f|,|f|)=\mathcal{E}(f, f)$ for any $f \in \mathbb{D}$.

See [7] and [20] for excellent references in these matters. Typically, the Dirichlet form given as the energy integral on $\Omega$ satisfies the above conditions. We note that when $(\mathscr{E}, \mathbb{D})$ is a quasiregular Dirichlet form the corresponding Markov process is a conservative diffusion process. We do not assume, however, the existence of such a probabilistic counterpart throughout this paper.

The Markovian semigroup and the nonpositive generator associated with $(\mathcal{E}, \mathbb{D})$ will be denoted by $\left\{T_{t}\right\}$ and $\mathcal{L}$, respectively. Let $\mathbb{D}_{b}=\mathbb{D} \cap L^{\infty}$. The space $\mathbb{D}_{b}$ is an algebra (see, e.g., Corollary 3.3.2 in [7]). The functional $I: \mathbb{D}_{b} \times \mathbb{D}_{b} \times \mathbb{D}_{b} \ni$ $(f, g, h) \mapsto I_{f, g}(h) \in \mathbb{R}$ given by

$$
I_{f, g}(h)=I(f, g ; h)=\mathcal{E}(f h, g)+\mathcal{E}(g h, f)-\mathcal{E}(f g, h)
$$

will be of extreme importance in what follows. We sometimes write $I_{f}(h)=$ $I(f ; h)=I_{f, f}(h)$. The main properties of these functionals that are used in this work are collected in Section 2.2. Define a subset $\mathbb{D}_{0}$ of $\mathbb{D}_{b}$ as

$$
\begin{equation*}
\mathbb{D}_{0}=\left\{f \in \mathbb{D}_{b} \mid I_{f}(h) \leq\|h\|_{L^{1}} \text { holds for any } h \in \mathbb{D}_{b}\right\} . \tag{1.1}
\end{equation*}
$$

With this, we define the intrinsic metric $d$ as given by

$$
\begin{equation*}
\mathrm{d}(A, B)=\sup _{f \in \mathbb{D}_{0}}\{\underset{x \in B}{\operatorname{essinf}} f(x)-\underset{y \in A}{\operatorname{esssup}} f(y)\} \tag{1.2}
\end{equation*}
$$

for any two measurable sets $A$ and $B$. Here we take a natural convention that $\sup \varnothing=-\infty$ and $\inf \varnothing=\infty$. Define

$$
P_{t}(A, B)=\int_{A} T_{t} \mathbb{1}_{B} d \mu
$$

We want to study the short-time behavior of $P_{t}(A, B)$ in a logarithmic scale. The present work is intended to prove the following theorem.

THEOREM 1.1. Under the above conditions, it is true that

$$
\begin{equation*}
\lim _{t \downarrow 0} t \log P_{t}(A, B)=-\frac{\mathrm{d}(A, B)^{2}}{2} \tag{1.3}
\end{equation*}
$$

for all measurable sets $A$ and $B$.

The upper bound in Theorem 1.1 is virtually well known and follows from an argument introduced originally by Gaffney in [21]. This will be done in Section 2.4. The main trouble resides, then, in showing that the converse inequality also holds. That is, we will show that

$$
\begin{equation*}
\liminf _{t \downarrow 0} t \log P_{t}(A, B) \geq-\frac{\mathrm{d}(A, B)^{2}}{2} \tag{1.4}
\end{equation*}
$$

holds. Sections 2.5 and 2.6 form the core of the proof of this fact.
This problem has been investigated thoroughly in many particular cases. As mentioned in the beginning, Theorem 1.1 follows from a stronger (pointwise) formula first established by Varadhan [44] in the finite-dimensional case (for more on this subject see Section 3.1). It was first proven to hold in an infinitedimensional example by Fang [17], who considered the Ornstein-Uhlenbeck process on Wiener space. Recent work includes [3, 4, 18, 19, 45]. The previous work of the authors ([25] and [36]) dealt with the same problem in this general setting but under certain restrictions. This article intends to prove the estimate in the general case.

We recall the main ideas in the argument of [36]. Suppose that $\Omega$ has a differential structure and a gradient operator $\nabla$ taking values in a Hilbert space with inner product $\langle\cdot, \cdot\rangle$ like finite-dimensional Riemannian manifolds and that $\mathcal{E}$ is expressed as $\mathcal{E}(f, g)=\frac{1}{2} \int_{\Omega}\langle\nabla f, \nabla g\rangle d \mu$. Then a simple calculation shows that $I(f, g ; h)=\int_{\Omega} h\langle\nabla f, \nabla g\rangle d \mu$ and $\mathbb{D}_{0}=\left\{f \in \mathbb{D}_{b}| | \nabla f \mid \leq 1\right.$ a.e. $\}$. Also, the function $u_{t}=-t \log T_{t} \mathbb{1}_{A}$ satisfies the following partial differential equation:

$$
\begin{equation*}
t\left(\partial_{t} u_{t}-\mathscr{L} u_{t}\right)=u_{t}-\frac{1}{2}\left|\nabla u_{t}\right|^{2} \tag{1.5}
\end{equation*}
$$

Thus, when we let $t \downarrow 0$, we expect that $\left|\nabla u_{0}\right|^{2}=2 u_{0}$ or, what we can actually prove, $\left|\nabla u_{0}\right|^{2} \leq 2 u_{0}$. This implies that $\left|\nabla \sqrt{2 u_{0}}\right|^{2} \leq 1$. In other words, since it seems that $u_{0}=0$ on $A$, we find that

$$
\lim _{t \downarrow 0} \sqrt{-2 t \log T_{t} \mathbb{1}_{A}(x)} \leq \mathrm{d}_{A}(x)
$$

(with an appropriate definition of $d_{A}$ ), which is an instance of the result we want. Sadly, this simple argument will be very much obscured with technicalities in the main body of this paper.

In [36], $L^{2}$-methods are used to take limits in (1.5). However, in the absence of a spectral gap, that argument breaks down because we cannot even prove that $u_{t} \in L^{2}$. The present work uses a simple idea to overcome such difficulty. Roughly speaking, what we do is replace $u_{t}$ by $u_{t} \wedge M(M>0)$ so that being in $L^{2}$ is no longer an issue. Section 2.1 deals with some basic definitions and properties regarding the cutoff functions used in the proof.

In Section 2.3, the distance function $\mathrm{d}_{A}$ referred to in the previous heuristic argument will be shown to exist and satisfy some properties. The following result will be proven.

THEOREM 1.2. Let A be a positive measure set. There exists an (a.e.) unique $[0, \infty]$-valued measurable function $\mathrm{d}_{A}$ such that

- $\mathrm{d}_{A} \wedge N \in \mathbb{D}_{0}$ for any $N \geq 0$;
- $\mathrm{d}_{A}=0$ a.e. on $A$;
- $\mathrm{d}_{A}$ is the (a.e.) largest function that satisfies the two previous requirements.

Moreover, if B is another measurable set, then

$$
\mathrm{d}(A, B)=\underset{x \in B}{\operatorname{essinf}} \mathrm{~d}_{A}(x)
$$

Based on the described heuristic argument, it seems reasonable that we are able to prove a somewhat stronger result than Theorem 1.1. The best we can do is the following.

THEOREM 1.3. The sequence of functions $u_{t}=-t \log T_{t} \mathbb{1}_{A}$ converges to $\mathrm{d}_{A}^{2} / 2$ as $t \downarrow 0$ in the following senses:
(i) $u_{t} \cdot \mathbb{1}_{\left\{u_{t}<\infty\right\}}$ converges to $\mathrm{d}_{A}^{2} / 2 \cdot \mathbb{1}_{\left\{\mathrm{d}_{A}<\infty\right\}}$ in probability.
(ii) If $F$ is a bounded function on $[0, \infty]$ that is continuous on $[0, \infty)$, then $F\left(u_{t}\right)$ converges to $F\left(\mathrm{~d}_{A}^{2} / 2\right)$ in $L^{2}$.

The final blow in the proof of this theorem is presented in Section 2.7. However it is very much based on the work of Sections 2.5 and 2.6.

Section 3 consists of some remarks related to the known results about asymptotic estimates on finite-dimensional spaces.

Our original motivation about Theorem 1.1 is to study the behavior of canonical diffusions on infinite-dimensional spaces with differential structure, such as path or loop spaces on Riemannian manifolds. Since the transition kernels are singular with respect to the underlying measure in general, the formulation in Theorem 1.1 is quite natural. Moreover, we expect that $\mathrm{d}(A, B)$ (or $\mathrm{d}_{A}$ ) is derived from a pointwise distance. Such "distance," however, should not be compatible with the original topology of the underlying space. In order to look more closely at this aspect, we briefly review the result on path spaces over compact Lie groups due to Aida and Zhang [4], leaving some precise definitions in Section 4.

Let $G$ be a connected and simply connected compact Lie group and $e$ its unit element. Since $G$ can be embedded in some general linear group, we may and will assume that $G$ is a matrix group. The Lie algebra $\mathfrak{g} \equiv T_{e} G$ is identified with the totality of left-invariant vector fields on $G$. We fix an $\operatorname{Ad}_{G}$-invariant inner product $\langle\cdot, \cdot\rangle_{\mathfrak{g}}$ and a positive number $T$. The based path space $\mathcal{P} G$ is given by

$$
\mathcal{P} G=\{g \in C([0, T] \rightarrow G) \mid g(0)=e\},
$$

which has a group structure by pointwise multiplication. Define

$$
\mathcal{P} \mathfrak{g}=\{h \in C([0, T] \rightarrow \mathfrak{g}) \mid h(0)=0\}
$$

and its subspace

$$
H=\left\{h \in \mathcal{P} \mathfrak{g} \mid h \text { is absolutely continuous and } \int_{0}^{T}|\dot{h}(s)|_{\mathfrak{g}}^{2} d s<\infty\right\}
$$

For $h \in \mathcal{P} \mathfrak{g}$, we define $e^{h} \in \mathcal{P} G$ by $e^{h}(t)=e^{h(t)}, t \in[0, T]$. Here $H$ is a separable Hilbert space under the inner product $\left(h_{1} \mid h_{2}\right)=\int_{0}^{T}\left\langle\dot{h}_{1}(t), \dot{h}_{2}(t)\right\rangle_{\mathfrak{g}} d t$, which is regarded as a tangent space on each point of $\mathcal{P} G$.

Let $\mathcal{C}$ be the set of smooth cylindrical functions on $\mathscr{P} G$ defined in (4.1). For $f \in \mathcal{C}$ and $h \in H$, we set $\partial_{h} f(g)=\left.\frac{d}{d s} f\left(e^{s h} g\right)\right|_{s=0}$. To each $f \in \mathcal{C}$, we associate a unique $H$-valued function $\nabla^{\mathcal{P}} f$ on $\mathscr{P} G$ such that $\left(\nabla^{\mathcal{P}} f(g) \mid h\right)=\partial_{h} f(g)$ for every $g \in \mathcal{P} G$ and $h \in H$.

A pre-Dirichlet form

$$
\mathcal{E}^{\mathcal{P}}\left(f_{1}, f_{2}\right)=\frac{1}{2} \int_{\mathcal{P} G}\left(\nabla^{\mathcal{P}} f_{1} \mid \nabla^{\mathcal{P}} f_{2}\right) d \mu, \quad f_{1}, f_{2} \in \mathcal{C},
$$

where $\mu$ is the Brownian motion measure, is known to be closable. Denote its closure by $\left(\mathcal{E}^{\mathcal{P}}, \mathcal{F}^{\mathcal{P}}\right)$, which is a conservative and local Dirichlet form. In order to describe the intrinsic metric $\mathrm{d}^{\mathcal{P}}(A, B)$ and the intrinsic distance function $\mathrm{d}_{A}^{\mathcal{P}}$ associated with $\left(\mathscr{E}^{\mathcal{P}}, \mathscr{F}^{\mathcal{P}}\right)$ in terms of the geometry of the underlying space, define, for $g_{1}, g_{2} \in \mathcal{P} G$,

$$
d^{\mathcal{P}}\left(g_{1}, g_{2}\right)= \begin{cases}\left(\int_{0}^{T}\left|v(t)^{-1} \dot{v}(t)\right|_{\mathfrak{g}}^{2} d t\right)^{1 / 2} \\ & \text { if } v:=g_{1} g_{2}^{-1} \text { is absolutely continuous } \\ \infty, & \text { otherwise }\end{cases}
$$

This is regarded as the energy of the path $g_{1} g_{2}^{-1}$. Note that $d^{\mathcal{P}}\left(g_{1}, g_{2}\right)=$ $d^{\mathcal{P}}\left(g_{2}, g_{1}\right)=d^{\mathcal{P}}\left(g_{1} g_{2}^{-1}, \mathbf{e}\right)$ from $\operatorname{Ad}_{G}$-invariance of the inner product of $\mathfrak{g}$, where $\mathbf{e}$ is a constant path taking the value $e$. A subset $A$ of $\mathscr{P} G$ is called $d^{\mathscr{P}}$-open if each $g \in A$ has a constant $r>0$ such that $g^{\prime} \in A$ for every $g^{\prime} \in \mathcal{P} G$ with $d^{\mathcal{P}}\left(g^{\prime}, g\right)<r$.

For a subset $A$ of $\mathcal{P} G$, we define

$$
\overline{\mathrm{d}}_{A}^{\mathcal{P}}(g)=\inf _{g^{\prime} \in A} d^{\mathcal{P}}\left(g, g^{\prime}\right), \quad g \in \mathcal{P} G
$$

Here we set $\inf \varnothing=\infty$ as usual.
THEOREM 1.4 ([4]; see also [25]). Let A be a Borel set of $\mathcal{P} G$. Then $\overline{\mathrm{d}}_{A}^{\mathcal{P}}$ is universally measurable and $\mathrm{d}_{A}^{\mathcal{P}} \geq \overline{\mathrm{d}}_{A}^{\mathcal{P}} \mu$-a.e. Moreover, $\mathrm{d}_{A}^{\mathcal{P}}=\overline{\mathrm{d}}_{A}^{\mathcal{P}} \mu$-a.e. if $A$ is $d^{\mathcal{P}}$-open and $\mu(A)>0$. In particular, for Borel sets $A, B$ of $\mathcal{P} G$,

$$
\mathrm{d}^{\mathcal{P}}(A, B)=\max \left\{\underset{g \in B}{\operatorname{essinf}} \overline{\mathrm{~d}}_{A}^{\mathcal{P}}(g), \underset{g \in A}{\operatorname{essinf}} \overline{\mathrm{~d}}_{B}^{\mathcal{P}}(g)\right\}
$$

if $A$ or $B$ is $d^{\mathcal{P}}$-open.

Note that $A$ is $d^{\mathcal{P}}$-open if $A$ is open with respect to the uniform topology on $\mathscr{P} G$. Theorem 1.4 indicates that the intrinsic metric is governed by the energy of the path, which is not compatible with the original topology. This is not surprising since the gradient $\nabla^{\mathcal{P}}$ is considered only in the directions along $H$. The assumptions of $A$ (or $B$ ) in the theorem cannot be removed completely, because $\mathrm{d}_{A}^{\mathcal{P}}$ does not change when $A$ is replaced by $A^{\prime}$ which is equal to $A, \mu$-a.e., while $\overline{\mathrm{d}}_{A}^{\mathcal{P}}$ may do.

Unlike finite-dimensional Riemannian manifolds, such identification is not confirmed straightforwardly in general. For example, when $G$ is replaced by general Riemannian manifolds, similar claims have not been proven yet. This is partly because we do not have enough information of the domain of the (canonical) Dirichlet form, which is related to the fact that we do not have appropriate mollifiers to smooth the measurable functions. (Path spaces over Lie groups are exceptional cases; the natural semigroup plays the role of a satisfactory mollifier.) The situation seems worse for the loop space case.

In Section 4, we identify the intrinsic distance in the case of loop spaces over compact Lie groups, solving the difficulty mentioned above. Let $G$ be the same as above. The based loop group $\mathscr{L} G$ is a subgroup of $\mathcal{P} G$ given by

$$
\mathcal{L} G=\{g \in \mathcal{P} G \mid g(T)=e\} .
$$

Let

$$
\mathcal{L} \mathfrak{g}=\{h \in \mathscr{P} \mathfrak{g} \mid h(T)=0\}, \quad H_{0}=H \cap \mathcal{L} \mathfrak{g}
$$

where $H_{0}$ is regarded as a tangent space of $\mathcal{L} G$. When $\mathcal{C}$ is considered as a function space on $\mathcal{L} G$, each $f \in \mathcal{C}$ has a unique $H_{0}$-valued function $\nabla^{\mathcal{L}} f$ on $\mathscr{L} G$ such that $\left(\nabla^{\mathcal{L}} f(g) \mid h\right)=\partial_{h} f(g)$ for every $g \in \mathscr{L} G$ and $h \in H_{0}$. Let $v$ be a Borel probability measure on $\mathscr{L} G$ satisfying conditions (M0), (M1) and (M2) given in Section 4.1. Two important probabilities on $\mathcal{L} G$, the pinned Brownian motion measure and the heat kernel measure, satisfy these conditions (Proposition 4.2). Define a pre-Dirichlet form $\left(\mathcal{E}^{\mathcal{L}}, \mathcal{C}\right)$ by

$$
\begin{equation*}
\mathcal{E}^{\mathcal{L}}\left(f_{1}, f_{2}\right)=\frac{1}{2} \int_{\mathscr{L} G}\left(\nabla^{\mathscr{L}} f_{1} \mid \nabla^{\mathscr{L}} f_{2}\right) d v, \quad f_{1}, f_{2} \in \mathcal{C} \tag{1.6}
\end{equation*}
$$

and denote its closure by $\left(\mathcal{E}^{\mathcal{L}}, \mathcal{F}^{\mathscr{L}}\right)$. The corresponding intrinsic metric or distance function will be denoted by $\mathrm{d}^{\mathcal{L}}(A, B)$ or $\mathrm{d}_{A}^{\mathscr{L}}$ in the same way as in $\mathcal{P} G$.

We define by (4.4) the shortest path metric $d^{\mathscr{L}}(\cdot, \cdot)$ on $\mathscr{L} G$ induced by $d^{\mathcal{P}}$. A subset $A$ of $\mathscr{L} G$ is called $d^{\mathscr{L}}$-open if every $g \in A$ has a constant $r>0$ such that $g^{\prime} \in A$ for all $g^{\prime} \in \mathscr{L} G$ with $d^{\mathcal{L}}\left(g^{\prime}, g\right)<r$. Open sets in the uniform topology are $d^{\mathcal{L}}$-open (see Remark 4.9).

For a subset $A$ of $\mathscr{L} G$, we set

$$
\overline{\mathrm{d}}_{A}^{\mathcal{L}}(g)=\inf _{g^{\prime} \in A} d^{\mathscr{L}}\left(g, g^{\prime}\right), \quad g \in \mathscr{L} G
$$

Let us recall that a Suslin space is a metrizable space that is a continuous image of a certain Polish space, and a subset $A$ of a metrizable space is called a Suslin set if the subspace $A$ endowed with a relative topology is a Suslin space. All Borel sets are Suslin sets and all Suslin sets are universally measurable. (See, e.g., [8] for the proofs.)

Now, our claim is as follows.

THEOREM 1.5. Assume that $v$ satisfies conditions (M0), (M1) and (M2) in Section 4.1. Let A be a Suslin set of $\mathcal{L} G$. Then $\overline{\mathrm{d}}_{A}^{\mathcal{L}}$ is universally measurable and $\mathrm{d}_{A}^{\mathcal{L}} \geq \overline{\mathrm{d}}_{A}^{\mathcal{L}}, v$-a.e. If $A$ is $d^{\mathcal{L}}$-open in addition, then $\mathrm{d}_{A}^{\mathcal{L}}=\overline{\mathrm{d}}_{A}^{\mathcal{L}}, v$-a.e. In particular, for Suslin sets $A, B$ of $\mathscr{L} G$,

$$
\mathrm{d}^{\mathcal{L}}(A, B)=\max \left\{\underset{g \in B}{\operatorname{essinf}} \overline{\mathrm{~d}}_{A}^{\mathcal{L}}(g), \underset{g \in A}{\operatorname{essinf}} \overline{\mathrm{~d}}_{B}^{\mathcal{L}}(g)\right\}
$$

if $A$ or $B$ is $d^{\mathscr{L}}$-open. In other words, if $A$ is Suslin and $d^{\mathscr{L}}$-open and $B$ is measurable, then

$$
\mathrm{d}^{\mathscr{L}}(A, B)=\underset{g \in B}{\operatorname{essinf}}\left[\inf _{g^{\prime} \in A} d^{\mathscr{L}}\left(g, g^{\prime}\right)\right] .
$$

Theorems 1.1 and 1.5 express that the Varadhan estimates capture the natural metric on $\mathscr{L} G$ as a submanifold of $\mathscr{P} G$. For the proof of Theorem 1.5, much effort is devoted to prove the Rademacher theorem of the following version (Theorem 4.18): if a bounded measurable function of $f$ on $\mathscr{L} G$ is $d^{\mathcal{L}}$-Lipschitz with Lipschitz constant 1 , then $f \in \mathcal{F}^{\mathscr{L}}$ and $\left\|\nabla^{\mathcal{L}} f\right\| \leq 1, v$-a.e. Because we do not have good mollifiers on $\mathcal{L} G$, unlike on $\mathscr{P} G$, we follow the idea of Gross [22] to extend the domain of the function $f$ to $\mathscr{P} G$ and reduce the problem to the analysis on $\mathcal{P} G$, which is easier to handle. The localization argument needs the quasi-sure analysis in our proof, so the case when $v$ is a pinned Brownian motion $\mu_{e}$ is the most suitable from the viewpoint of our proof. When $v$ is a heat kernel measure, we utilize the fact that it is absolutely continuous with respect to $\mu_{e}$, which was proven by Driver and Srimurthy [14].

## 2. Proofs of Theorems 1.1-1.3.

2.1. Definitions and cutoffs. For technical reasons, we do not work directly with $u_{t} \wedge M$. Instead, consider a concave function $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfying the following properties:

- $g(x)$ is bounded and three times continuously differentiable;
- $g(x)=x$ for $x \leq 1$ and $0<g^{\prime}(x) \leq 1$ for any $x \in[0, \infty)$;
- there is a positive constant $C$ such that $0 \leq-g^{\prime \prime}(x) \leq C g^{\prime}(x)$ for all $x \geq 0$.

Notice that these conditions imply that $\lim _{x \uparrow \infty} g(x)=L$ exists and the convergence is monotone. For example, a smooth function $g$ such that $g(0)=0, g^{\prime}$ is nonincreasing and

$$
g^{\prime}(x)= \begin{cases}1, & \text { if } 0 \leq x \leq 1 \\ e^{-x}, & \text { if } x \geq 2\end{cases}
$$

will satisfy the requirements.
Define our main cutoff function at level $K$ by $\phi^{K}(x)=K g(x / K)$. To simplify the notation, we do not show the dependence on $K$ explicitly for most of the present work. That is, we use $\phi$ for $\phi^{K}$ whenever the value of $K$ is clear from the context. The following functions will also play a prominent role, so we give them names. Let

$$
\Phi(x)=\int_{0}^{x} \phi^{\prime}(s)^{2} d s, \quad \Psi(x)=x \phi^{\prime}(x)^{2}, \quad \Xi(x)=\sqrt{\Phi(x)+1}
$$

From the conditions above, we have the following estimates:

$$
\begin{align*}
& 0<\phi^{\prime}(x) \leq 1, \quad 0 \leq-\phi^{\prime \prime}(x) \leq \frac{C}{K} \phi^{\prime}(x), \\
& 0 \leq \Psi(x) \leq \Phi(x) \leq \int_{0}^{x} \phi^{\prime}(s) d s=\phi(x) \leq L K,  \tag{2.1}\\
& \Psi(x)=\Phi(x)=x \quad \text { on }[0, K] .
\end{align*}
$$

All these functions extend continuously on $[0, \infty]$. This is clearly true for $\phi, \Phi$ and $\Xi$. Regarding $\Psi$, notice that

$$
\Psi(x) \leq \frac{1}{x}\left(\int_{0}^{x} \phi^{\prime}(s) d s\right)^{2}=\frac{\phi(x)^{2}}{x} \rightarrow 0 \quad \text { as } x \rightarrow \infty .
$$

Notice also that

$$
\begin{equation*}
\Phi^{K}(x)-\Phi^{K}\left(\Phi^{M}(x)\right) \leq \Phi^{K}(\infty)-\Phi^{K}(M) \tag{2.2}
\end{equation*}
$$

since the inequality is trivial when $0 \leq x \leq M$ and it is implied by $\Phi^{K}(x) \leq$ $\Phi^{K}(\infty)$ and $\Phi^{K}\left(\Phi^{M}(x)\right) \geq \Phi^{K}(M)$ when $x>M$.

As mentioned earlier, instead of working directly with $u_{t}\left(=-t \log T_{t} \mathbb{1}_{A}\right)$, we are going to study the behavior of the function $\phi_{t}=\phi\left(u_{t}\right)$ as $t \downarrow 0$. The advantage in considering this function is that, trivially, $0 \leq \phi_{t} \leq L K$ a.e. and therefore the collection $\left\{\phi_{t}\right\}_{t>0}$ is bounded in $L^{2}$.

The following result will be needed later.

Lemma 2.1. The functions $F(x)=\Phi(-t \log x)$ and $G(x)=\Xi(-t \log x)$ are convex for $x \in[0,1]$ if $t>0$ is sufficiently small.

Proof. Compute

$$
\begin{aligned}
F^{\prime}(x) & =-\frac{t}{x} \Phi^{\prime}(-t \log x) \\
F^{\prime \prime}(x) & =\frac{t}{x^{2}} \Phi^{\prime}(-t \log x)+\frac{t^{2}}{x^{2}} \Phi^{\prime \prime}(-t \log x) \\
& =\left.\frac{t}{x^{2}}\left(\left(\phi^{\prime}\right)^{2}+2 t \phi^{\prime} \phi^{\prime \prime}\right)\right|_{-t \log x}
\end{aligned}
$$

Thus, we can choose $t$ small enough to have a positive second derivative because of (2.1).

The convexity of $G$ is proven in the same way. We have

$$
G^{\prime \prime}(x)=\frac{t}{4 x^{2}}\left[\frac{1}{\Xi}\left(2\left(\phi^{\prime}\right)^{2}+t\left(4 \phi^{\prime} \phi^{\prime \prime}-\frac{\left(\phi^{\prime}\right)^{4}}{\Phi+1}\right)\right)\right]_{-t \log x} .
$$

Again, the properties stated in (2.1) imply that the right-hand side is positive if $t>0$ is small.

Finally, for lack of a better place, we include here a little lemma that will be very useful later on.

Lemma 2.2. Suppose that $F$ is a concave upper semicontinuous function defined on $\mathbb{R}$. Then, seen as a map from $L^{2}$ to $L^{2}$, it defines a weakly semicontinuous function. That is, if $f_{n} \rightharpoonup f$ weakly in $L^{2}$ and $F\left(f_{n}\right) \in L^{2}$ for each $n$, then $F^{*} \leq F(f)$ a.e.for any weak limit $F^{*}$ of $F\left(f_{n}\right)$.

Proof. Notice that $f \mapsto-(F(f), g)_{L^{2}}$ is a (strongly) lower semicontinuous convex map if $g \geq 0$. Therefore, Corollary 3.8 in [9] applies and completes the proof.
2.2. Properties of $I_{f, g}(h)$. First of all, notice that $I(\cdot, \cdot ; \cdot)$ is a linear functional of each argument. The following lemma is a consequence of the representation given as in Proposition 1.2.3.3 of [7].

Lemma 2.3. Let $f, g, h, h_{1}$ and $h_{2}$ be in $\mathbb{D}_{b}$.
(i) If $h_{1} \leq h_{2}$ a.e., then $I_{f}\left(h_{1}\right) \leq I_{f}\left(h_{2}\right)$, in particular, $I_{f}(h) \geq 0$ if $h \geq 0$ a.e.;
(ii) $I_{f, g}(h)^{2} \leq I_{f}(|h|) I_{g}(|h|)$;
(iii) $I_{f, g}\left(h_{1} h_{2}\right)^{2} \leq I_{f}\left(h_{1}^{2}\right) I_{g}\left(h_{2}^{2}\right)$;
(iv) $\sqrt{I_{f+g}(h)} \leq \sqrt{I_{f}(h)}+\sqrt{I_{g}(h)}$ if $h \geq 0$ a.e.

Proof. For $f, g, h \in L^{\infty}$ and $t>0$, let

$$
I_{f, g}^{(t)}(h)=\varepsilon^{(t)}(f h, g)+\varepsilon^{(t)}(g h, f)-\varepsilon^{(t)}(f g, h)
$$

where $\mathcal{E}^{(t)}(f, g)=t^{-1}\left(f-T_{t} f, g\right)_{L^{2}}$. When $f=\sum_{i=1}^{n} \alpha_{i} \mathbb{1}_{A_{i}}, g=\sum_{i=1}^{n} \beta_{i} \mathbb{1}_{A_{i}}$ and $h=\sum_{i=1}^{n} \gamma_{i} \mathbb{1}_{A_{i}}$ with $\alpha_{i}, \beta_{i}, \gamma_{i} \in \mathbb{R}$ and disjoint sets $A_{i} \in \mathscr{B}$ with $\bigcup_{i=1}^{n} A_{i}=\Omega$, we have, as in [7], Proposition 1.2.3.3,

$$
\begin{equation*}
I_{f, g}^{(t)}(h)=\frac{1}{t} \sum_{i, j=1}^{n}\left(\alpha_{i}-\alpha_{j}\right)\left(\beta_{i}-\beta_{j}\right) \gamma_{i} P_{t}\left(A_{i}, A_{j}\right) \tag{2.3}
\end{equation*}
$$

From this expression and the limiting argument, we have the claims (i)-(iv) with $I$ being replaced by $I^{(t)}$. Since $I_{f, g}(h)=\lim _{t \downarrow 0} I_{f, g}^{(t)}(h)$ when $f, g, h \in \mathbb{D}_{b}$, we reach the conclusion.

By this lemma, in order to check whether a function $f$ belongs to $\mathbb{D}_{0}$, it is enough to consider only nonnegative functions $h$ in (1.1). Another important consequence of Lemma 2.3 is that $I_{f}(h) \leq 2 C \mathcal{E}(f, f)$ if $h \leq C$ a.e. Also, $\langle f, g\rangle_{h}=I_{f, g}(h)$ is a pre-inner product when $h \geq 0$ a.e. Moreover, we have, when $|h| \leq C$ a.e.,

$$
\left|I_{f, g}(h)\right| \leq 2 C \sqrt{\mathcal{E}(f, f)} \sqrt{\mathcal{E}(g, g)}
$$

In particular, we can extend $I\left(\cdot, \cdot ; h\right.$ ) continuously on $\mathbb{D} \times \mathbb{D}$ and $\langle f, \cdot\rangle_{h}$ is a bounded linear functional in $\mathbb{D}$. Hence, we have the following result.

Lemma 2.4. Let $\left\{f_{n}\right\}$ be a sequence of functions in $\mathbb{D}$. Then:
(i) If $f_{n} \rightharpoonup f$ weakly in $\mathbb{D}$, then

$$
\liminf _{n \uparrow \infty} I_{f_{n}}(h) \geq I_{f}(h)
$$

for any nonnegative $h \in \mathbb{D}_{b}$.
(ii) If $f_{n} \rightarrow f$ strongly in $\mathbb{D}$, then

$$
\lim _{n \uparrow \infty} I_{f_{n}}(h)=I_{f}(h)
$$

for any $h \in \mathbb{D}_{b}$.

Lemma 2.5. Suppose that $f(t, x)=f_{t}(x)$ is a bounded jointly measurable function for $(t, x) \in(0, T] \times \Omega$. Also suppose that $f_{t} \in \mathbb{D}$ for each $t \in(0, T]$ and that

$$
\int_{0}^{T} \mathcal{E}\left(f_{t}, f_{t}\right) d t<\infty
$$

If we denote

$$
\bar{f}_{T}=\frac{1}{T} \int_{0}^{T} f_{t} d t
$$

then $\bar{f}_{T} \in \mathbb{D}$ and the following is true for any nonnegative $h \in \mathbb{D}_{b}$ :

$$
\begin{equation*}
I_{\bar{f}_{T}}(h) \leq \frac{1}{T} \int_{0}^{T} I_{f_{t}}(h) d t \tag{2.4}
\end{equation*}
$$

Proof. The hypotheses imply that, by Theorem 3.6.20 in [15], $\bar{f}_{T}$ is in $\mathbb{D}$, the domain of the closed linear operator $\sqrt{-\mathscr{L}}$. Now let $g$ and $h$ be in $\mathbb{D}_{b}$ with $h \geq 0$ a.e. Then

$$
0 \leq I_{f_{t}-g}(h)=I_{f_{t}}(h)-2 I_{f_{t}, g}(h)+I_{g}(h)
$$

We can integrate over $(0, T$ ] and, by the same theorem in [15], obtain

$$
2 I_{\bar{f}_{T}, g}(h)-I_{g}(h) \leq \frac{1}{T} \int_{0}^{T} I_{f_{t}}(h) d t .
$$

Letting $g=\bar{f}_{T}$, we obtain (2.4).
Next, we write $I$ in a convenient form by using Theorem 1.5.2.1 from [7]. The way this representation characterizes locality is crucial for the proof of Theorem 1.1 to be presented below.

Lemma 2.6. Let $f, g, h$ be functions in $\mathbb{D}$. There exists a (signed) Radon measure $\sigma$ on $\mathbb{R}^{3}$ such that, for all $C^{1}$-functions with compact support $F$ and $G$ on $\mathbb{R}$ and $H$ on $\mathbb{R}^{3}$,

$$
I_{F(f), G(g)}(H(f, g, h))=\int_{\mathbb{R}^{3}} F^{\prime}(x) G^{\prime}(y) H(x, y, z) d \sigma(x, y, z)
$$

Proof. Theorem 1.5.2.1 in [7] provides us with a family of signed Radon measures $\left\{\sigma_{i, j}\right\}_{i, j=1}^{3}$ on $\mathbb{R}^{3}$ such that $\sigma_{i, j}=\sigma_{j, i}$ for all $i, j, \sum_{i, j=1}^{3} \rho_{i} \rho_{j} \sigma_{i, j}$ is positive for all $\left(\rho_{1}, \rho_{2}, \rho_{3}\right) \in \mathbb{R}^{3}$, and, for any $C^{1}$-functions $F_{1}, F_{2}$ on $\mathbb{R}^{3}$ with compact supports,

$$
\mathcal{E}\left(F_{1}(f, g, h), F_{2}(f, g, h)\right)=\sum_{i, j=1}^{3} \int_{\mathbb{R}^{3}} \frac{\partial F_{1}}{\partial x_{i}} \frac{\partial F_{2}}{\partial x_{j}} d \sigma_{i, j}
$$

Then a simple calculation shows that

$$
I_{F(f), G(g)}(H(f, g, h))=2 \int_{\mathbb{R}^{3}} F^{\prime}(x) G^{\prime}(y) H(x, y, z) d \sigma_{1,2}(x, y, z)
$$

Hereafter, $f, g$ and $h$ will be assumed to be in $\mathbb{D}_{b}$. From Lemma 2.6, we obtain that, for $C^{2}$-functions $F$ and $G$ on $\mathbb{R}$,

$$
\begin{equation*}
I_{F(f), G(g)}(h)=I_{f, g}\left(F^{\prime}(f) G^{\prime}(g) h\right) \tag{2.5}
\end{equation*}
$$

by modifying $F, G$ and identity functions appropriately to have compact supports. The identities $2 \mathcal{E}(h, F(f))=I_{h, F(f)}(1)=I_{f, h}\left(F^{\prime}(f)\right)$ and $I_{f}\left(F^{\prime \prime}(f) h\right)=$ $I_{F^{\prime}(f), f}(h)$, and another simple computation also give us the fundamental identity

$$
\begin{equation*}
\mathcal{E}(h, F(f))=\mathcal{E}\left(F^{\prime}(f) h, f\right)-\frac{1}{2} I_{f}\left(F^{\prime \prime}(f) h\right), \quad F \in C^{3}(\mathbb{R}) \tag{2.6}
\end{equation*}
$$

From (2.5) and (2.6), we obtain that, for $f \in \mathbb{D}_{b}$ uniformly bounded away from zero,

$$
\begin{equation*}
\mathcal{E}(h, \log f)=\mathcal{E}\left(\frac{h}{f}, f\right)+\frac{1}{2} I_{f}\left(\frac{h}{f^{2}}\right)=\mathcal{E}\left(\frac{h}{f}, f\right)+\frac{1}{2} I_{\log f}(h), \tag{2.7}
\end{equation*}
$$

since $\log$ can be thought of as a smooth function when evaluated in arguments that are bounded away from zero. We also have, for the cutoffs of the last section,

$$
\begin{align*}
\mathscr{E}(h, \Phi(f)) & =\mathcal{E}\left(h \phi^{\prime}(f)^{2}, f\right)-I_{f}\left(h \phi^{\prime}(f) \phi^{\prime \prime}(f)\right) \\
& =\mathcal{E}\left(h \phi^{\prime}(f)^{2}, f\right)-I_{\phi(f), \phi^{\prime}(f)}(h) . \tag{2.8}
\end{align*}
$$

The following lemma is crucial for the next section.
LEMMA 2.7. The set $\mathbb{D}_{0}$ is convex. If a sequence $\left\{f_{n}\right\}$ in $\mathbb{D}_{0}$ converges weakly to $f \in \mathbb{D}_{b}$ in $\mathbb{D}$, then $f \in \mathbb{D}_{0}$. Moreover, $\mathbb{D}_{0}$, defined in (1.1), is closed under the operations $\wedge$ and $\vee$.

Proof. The first two assertions follow from Lemmas 2.5 and 2.4. For the proof of the last one, let
$\mathbb{D}_{0}^{\#}=\left\{f \in \mathbb{D}_{b} \mid\right.$ there exists some $\alpha \geq 0$ such that $I_{f}(h) \leq \alpha\|h\|_{L^{1}}$ for all $\left.h \in \mathbb{D}_{b}\right\}$. Since $\mathbb{D}_{b}$ is dense in $L^{1}$, each $f \in \mathbb{D}_{0}^{\#}$ associates a unique element $\Gamma(f)$ in $L^{\infty}$ such that

$$
I_{f}(h)=\int_{\Omega} h \Gamma(f) d \mu, \quad h \in \mathbb{D}_{b} .
$$

Note that $f \in \mathbb{D}_{0}$ if and only if $\|\Gamma(f)\|_{L^{\infty}} \leq 1$. First, we will prove that $\mathbb{D}_{0}^{\#}$ is a vector lattice. Since $\mathbb{D}_{0}^{\#}$ is a vector space by Lemma 2.3(iv), we need only to prove that $f \in \mathbb{D}_{0}^{\#}$ implies $|f| \in \mathbb{D}_{0}^{\#}$. Take a sequence of $C^{1}$-functions $\left\{F_{n}\right\}$ on $\mathbb{R}$ such that $\left|F_{n}^{\prime}\right| \leq 1$ everywhere and $F_{n}(f)$ converges to $|f|$ weakly in $\mathbb{D}$. The lemmas above imply that each $F_{n}(f)$, hence $|f|$, belongs to $\mathbb{D}_{0}^{\#}$.

The map $\Gamma: \mathbb{D}_{0}^{\#} \times \mathbb{D}_{0}^{\#} \rightarrow L^{1}$ can be defined by polarization; namely, $\Gamma(f, g)=$ $(\Gamma(f+g)-\Gamma(f-g)) / 4$. This is symmetric and bilinear and, from Lemma 2.3(i), satisfies the positivity: $\Gamma(f, f)=\Gamma(f) \geq 0$ a.e. if $f \geq 0$ a.e. Then, by a standard argument, the Schwarz inequality

$$
\Gamma(f, g) \leq \Gamma(f)^{1 / 2} \Gamma(g)^{1 / 2} \quad \text { a.e., } f, g \in \mathbb{D}_{0}^{\#}
$$

holds, and therefore, when $f, g \in \mathbb{D}_{0}^{\#}$,

$$
\begin{equation*}
|\Gamma(f)-\Gamma(g)| \leq \Gamma(f-g)^{1 / 2} \Gamma(f+g)^{1 / 2} \quad \text { a.e. } \tag{2.9}
\end{equation*}
$$

As is proven in the same way in [7], Theorem 1.7.1.1, if $f \in \mathbb{D}_{0}^{\#}$ satisfies $f=0$ on $\Omega_{0}$ a.e. for some measurable set $\Omega_{0}$ of $\Omega$, then $\Gamma(f)=0$ on $\Omega_{0}$ a.e. In particular, by combining (2.9), we obtain that $\Gamma\left(f_{1}\right)=\Gamma\left(f_{2}\right)$ on $\Omega_{0}$ a.e. when $f_{1}=f_{2}$ on $\Omega_{0}$ a.e. for $f_{1}, f_{2} \in \mathbb{D}_{0}^{\#}$.

Now let $f$ and $g$ belong to $\mathbb{D}_{0}$. Set $\Omega_{0}=\{f \leq g\}$. Then $f \wedge g \in \mathbb{D}_{0}^{\#}$ and $\Gamma(f \wedge g)=\Gamma(f) \cdot \mathbb{1}_{\Omega_{0}}+\Gamma(g) \cdot \mathbb{1}_{\Omega \backslash \Omega_{0}}$ a.e., since $f \wedge g=f$ on $\Omega_{0}$ and $f \wedge g=g$ on $\Omega \backslash \Omega_{0}$. Therefore, $\|\Gamma(f \wedge g)\|_{L^{\infty}} \leq\|\Gamma(f)\|_{L^{\infty}} \vee\|\Gamma(g)\|_{L^{\infty}} \leq 1$, which means that $f \wedge g \in \mathbb{D}_{0}$. The same argument applies to $f \vee g$.
2.3. On the intrinsic distance. This section contains the proof of Theorem 1.2. We define a distance function to a measurable set in the same spirit as was done in [25] and [36] (a separability condition was required in [36], which is not needed).

Given any measurable set $A$ and positive number $N>0$, consider the set

$$
V_{A}^{N}=\left\{f \in \mathbb{D}_{0} \mid f=0 \text { on } A \text { and } 0 \leq f \leq N \text { a.e. }\right\} .
$$

The quantity

$$
M=\sup \left\{\|f\|_{L^{1}} \mid f \in V_{A}^{N}\right\}
$$

is clearly bounded by $N$. Take a sequence of functions $f_{n} \in V_{A}^{N}$ such that $\left\|f_{n}\right\|_{L^{1}} \rightarrow M$. Since $f_{n} \in \mathbb{D}_{0}$ and $f_{n}$ is bounded, this sequence is bounded in $\mathbb{D}$. Therefore, it has a weakly convergent subsequence. Call $\mathrm{d}_{A}^{N}$ its limit and notice that $\mathrm{d}_{A}^{N} \in \mathbb{D}_{0}$ by Lemma 2.7 and $\left\|\mathrm{d}_{A}^{N}\right\|_{L^{1}}=\left(\mathrm{d}_{A}^{N}, 1\right)_{L^{2}}=\lim _{n \rightarrow \infty}\left(f_{n}, 1\right)_{L^{2}}=M$.

We now check that $\mathrm{d}_{A}^{N}$ is the (a.e.) largest element of $V_{A}^{N}$. Suppose there was a $g \in V_{A}^{N}$ with $\left\{g>d_{A}^{N}\right\}$ having positive measure. Then $g \vee \mathrm{~d}_{A}^{N} \in V_{A}^{N}$ by Lemma 2.7 and

$$
\left\|g \vee \mathrm{~d}_{A}^{N}\right\|_{L^{1}}>\left\|\mathrm{d}_{A}^{N}\right\|_{L^{1}}=M,
$$

which creates a contradiction.
By noting that $\mathrm{d}_{A}^{N}=\mathrm{d}_{A}^{N^{\prime}} \wedge N$ for $N<N^{\prime}, \mathrm{d}_{A}=\lim _{N \uparrow \infty} \mathrm{~d}_{A}^{N}$ is well defined as a measurable function. The first three assertions of Theorem 1.2 are easy consequences of all this. For the last assertion, just notice that it is enough to consider in (1.2) only functions $f$ in $\mathbb{D}_{0}$ such that $f=0$ on $A$ and $f \geq 0$ a.e.
2.4. Proof of the upper bound. The upper bound is proven in the standard way, namely, Gaffney's method [21]. We just have to hide the fact that we no longer have a "gradient." The actual statement is stronger because it gives a bound on $P_{t}(A, B)$ for each $t>0$.

THEOREM 2.8. With the definitions given in the Introduction, the following bound holds:

$$
P_{t}(A, B) \leq \sqrt{\mu(A) \mu(B)} e^{-\mathrm{d}(A, B)^{2} / 2 t}, \quad t>0
$$

Proof. Let $v_{t}=T_{t} \mathbb{1}_{A}$ and $w \in \mathbb{D}_{0}$. Fix $\alpha \in \mathbb{R}$ and consider

$$
f(t)=\int_{\Omega}\left(e^{\alpha w} v_{t}\right)^{2} d \mu
$$

Differentiating and using the relation (2.5) and Lemma 2.3(iii), we get

$$
\begin{aligned}
f^{\prime}(t) & =-2 \mathcal{E}\left(e^{2 \alpha w} v_{t}, v_{t}\right) \\
& =-I_{v_{t}}\left(e^{2 \alpha w}\right)-2 \alpha I_{v_{t}, w}\left(v_{t} e^{2 \alpha w}\right) \\
& \leq \alpha^{2} I_{w}\left(v_{t}^{2} e^{2 \alpha w}\right) \leq \alpha^{2} f(t)
\end{aligned}
$$

Solving this differential inequality, we have

$$
\begin{equation*}
f(t) \leq f(0) e^{\alpha^{2} t} \tag{2.10}
\end{equation*}
$$

Suppose that $\mathrm{d}(A, B)<\infty$. By setting $w=\mathrm{d}_{A} \wedge \mathrm{~d}(A, B)$, (2.10) implies that

$$
\left\|e^{\alpha w} T_{t} \mathbb{1}_{A}\right\|_{L^{2}} \leq \sqrt{\mu(A)} e^{\alpha^{2} t / 2}
$$

A similar calculation by letting $v_{t}=T_{t} \mathbb{1}_{B}$ gives that

$$
\left\|e^{-\alpha w} T_{t} \mathbb{1}_{B}\right\|_{L^{2}} \leq \sqrt{\mu(B)} e^{-\alpha \mathrm{d}(A, B)+\alpha^{2} t / 2} .
$$

Finally, use the Schwarz inequality to show that

$$
P_{t}(A, B) \leq\left\|e^{\alpha w} T_{t / 2} \mathbb{1}_{A}\right\|_{L^{2}}\left\|e^{-\alpha w} T_{t / 2} \mathbb{1}_{B}\right\|_{L^{2}} \leq \sqrt{\mu(A) \mu(B)} e^{-\alpha \mathrm{d}(A, B)+\alpha^{2} t / 2}
$$

and optimize in $\alpha$ to obtain

$$
P_{t}(A, B) \leq \sqrt{\mu(A) \mu(B)} e^{-\mathrm{d}(A, B)^{2} / 2 t} .
$$

This gives the result in the case of finite distance. If $\mathrm{d}(A, B)=\infty$, then the above procedure can be slightly modified to give $P_{t}(A, B)=0$ for all $t \geq 0$. For this, use $w=\mathrm{d}_{A} \wedge M$ to obtain

$$
P_{t}(A, B) \leq \sqrt{\mu(A) \mu(B)} e^{-M^{2} / 2 t}
$$

Let $M \uparrow \infty$ to conclude.
Notice that, if we denote $u_{t}=-t \log T_{t} \mathbb{1}_{A}, \Phi_{t}=\Phi\left(u_{t}\right)$ and $\Xi_{t}=\Xi\left(u_{t}\right)$, then the families $\left\{\Phi_{t}\right\}_{t>0}$ and $\left\{\Xi_{t}\right\}_{t>0}$ are bounded and therefore weakly relatively compact in $L^{2}$. We will need the following lemma when proving the lower bound estimate in Theorem 1.2 and the strong convergence stated in Theorem 1.3.

Lemma 2.9. It holds that

$$
\Phi_{0}(x) \geq \Phi\left(\mathrm{d}_{A}(x)^{2} / 2\right) \quad \text { a.e. }
$$

for any $L^{2}$ weak limit $\Phi_{0}$ of $\left\{\Phi_{t}\right\}_{t>0}$. Moreover,

$$
\Xi_{0}(x) \geq \Xi\left(\mathrm{d}_{A}(x)^{2} / 2\right) \quad \text { a.e. }
$$

is true for any weak limit point $\Xi_{0}$ of $\left\{\Xi_{t}\right\}_{t>0}$.
Proof. Let $C$ be a measurable set with $\mu(C)>0$ Then, when limits are taken along the appropriate subsequence $\left\{t_{k}\right\} \downarrow 0$,

$$
\begin{aligned}
\Phi\left(\frac{\mathrm{d}(A, C)^{2}}{2}\right) & \leq \Phi\left(\liminf _{k \uparrow \infty}-t_{k} \log P_{t_{k}}(A, C)\right) \\
& =\Phi\left(\liminf _{k \uparrow 0}-t_{k} \log \left(\frac{1}{\mu(C)} \int_{C} T_{t_{k}} \mathbb{1}_{A} d \mu\right)\right) \\
& =\liminf _{k \uparrow \infty} \Phi\left(-t_{k} \log \left(\frac{1}{\mu(C)} \int_{C} T_{t_{k}} \mathbb{1}_{A} d \mu\right)\right) \\
& \leq \liminf _{k \uparrow \infty} \frac{1}{\mu(C)} \int_{C} \Phi\left(-t_{k} \log T_{t_{k}} \mathbb{1}_{A}\right) d \mu \\
& =\liminf _{k \uparrow \infty} \frac{1}{\mu(C)} \int_{C} \Phi_{t_{k}} d \mu=\frac{1}{\mu(C)} \int_{C} \Phi_{0} d \mu
\end{aligned}
$$

Here Lemma 2.1 was used in the fourth line. Given $\varepsilon>0$, suppose that $D_{\varepsilon}=$ $\left\{\Phi_{0} \leq \Phi\left(\mathrm{d}_{A}^{2} / 2\right)-\varepsilon\right\}$ has positive measure. Then $C_{\varepsilon}=\left\{x \in D_{\varepsilon} \mid \Phi\left(\mathrm{d}_{A}^{2}(x) / 2\right) \leq\right.$ $\left.\Phi\left(\mathrm{d}\left(A, D_{\varepsilon}\right)^{2} / 2\right)+\varepsilon / 2\right\}$ also has positive measure. Hence, we can write

$$
\begin{aligned}
\frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right) d \mu & \leq \Phi\left(\frac{\mathrm{d}\left(A, C_{\varepsilon}\right)^{2}}{2}\right)+\frac{\varepsilon}{2} \\
& \leq \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi_{0} d \mu+\frac{\varepsilon}{2} \\
& \leq \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right) d \mu-\frac{\varepsilon}{2},
\end{aligned}
$$

which is a contradiction. Since $\varepsilon>0$ is arbitrary, we obtain the first conclusion of the lemma.

The second statement is proven by the same procedure.
2.5. First step in the proof of the lower bound. We start by proving Lemma 2.10. It gives us an equation satisfied by $u_{t}=-t \log T_{t} \mathbb{1}_{A}$ (or functions of it) that is our main workhorse for the rest of the section. For a given Borel-measurable function $\psi$ on $[0, \infty]$, we write $\psi_{t}$ instead of $\psi\left(u_{t}\right)$.

Lemma 2.10. Suppose $f \in L^{2}$ with values in $[\varepsilon, 1]$ a.e. for some $\varepsilon>0$. Let $u_{t}(x)=-t \log T_{t} f(x)$ and $\phi, \Phi$ and $\Psi$ as in Section 2.1. Let $\rho_{t}(x) \in$ $H^{1}\left(\left[t_{0}, t_{1}\right] ; L^{2}\right) \cap L^{2}\left(\left[t_{0}, t_{1}\right] ; \mathbb{D}_{b}\right)$ with $0<t_{0}<t_{1}$. Then the function $t \mapsto$ $\left(\Phi_{t}, \rho_{t}\right)_{L^{2}}$ is absolutely continuous and satisfies

$$
\begin{align*}
\partial_{t}\left(\Phi_{t}, \rho_{t}\right)_{L^{2}}= & \left(\Phi_{t}, \partial_{t} \rho_{t}\right)_{L^{2}}-\mathcal{E}\left(\Phi_{t}, \rho_{t}\right)-I\left(\phi_{t}, \phi_{t}^{\prime} ; \rho_{t}\right) \\
& +\frac{1}{t}\left[\left(\Psi_{t}, \rho_{t}\right)_{L^{2}}-\frac{1}{2} I\left(\phi_{t} ; \rho_{t}\right)\right] \tag{2.11}
\end{align*}
$$

for almost every $t \in\left[t_{0}, t_{1}\right]$.
Proof. Since $\log$ can be modified on $[0, \varepsilon)$ and $(1, \infty)$ to make it a smooth function of compact support, we can apply the formulas from the previous section. By (2.7), we have

$$
\begin{aligned}
\left(\rho_{t}, \partial_{t} u_{t}\right)_{L^{2}} & =-t\left(\frac{\rho_{t}}{T_{t} f}, \partial_{t} T_{t} f\right)_{L^{2}}+\frac{1}{t}\left(\rho_{t}, u_{t}\right)_{L^{2}} \\
& =t \mathcal{E}\left(\frac{\rho_{t}}{T_{t} f}, T_{t} f\right)+\frac{1}{t}\left(\rho_{t}, u_{t}\right)_{L^{2}} \\
& =-\mathcal{E}\left(\rho_{t}, u_{t}\right)-\frac{1}{2 t} I_{u_{t}}\left(\rho_{t}\right)+\frac{1}{t}\left(\rho_{t}, u_{t}\right)_{L^{2}}
\end{aligned}
$$

Using this and the definitions for $\phi, \Phi$ and $\Psi$, we can compute

$$
\begin{aligned}
\left(\rho_{t}, \partial_{t} \Phi\left(u_{t}\right)\right)_{L^{2}} & =\left(\rho_{t}\left(\phi_{t}^{\prime}\right)^{2}, \partial_{t} u_{t}\right)_{L^{2}} \\
& =-\mathcal{E}\left(\rho_{t}\left(\phi_{t}^{\prime}\right)^{2}, u_{t}\right)+\frac{1}{t}\left[-\frac{1}{2} I_{u_{t}}\left(\rho_{t}\left(\phi_{t}^{\prime}\right)^{2}\right)+\left(\rho_{t}, \Psi_{t}\right)_{L^{2}}\right]
\end{aligned}
$$

By recalling (2.8), this is equal to

$$
-\mathcal{E}\left(\rho_{t}, \Phi_{t}\right)-I_{\phi_{t}, \phi_{t}^{\prime}}\left(\rho_{t}\right)-\frac{1}{2 t} I_{\phi_{t}}\left(\rho_{t}\right)+\frac{1}{t}\left(\rho_{t}, \Psi_{t}\right)_{L^{2}}
$$

Therefore, (2.11) follows.
For a function $f:[0, \infty) \times \Omega \rightarrow \mathbb{R}$, we define its time average $\bar{f}$ by

$$
\bar{f}_{t}(x)=\frac{1}{t} \int_{0}^{t} f_{s}(x) d s
$$

THEOREM 2.11. The families $\left\{\bar{\phi}_{t}\right\}_{0<t<\tau}$ and $\left\{\bar{\Phi}_{t}\right\}_{0<t<\tau}$ are uniformly bounded in $\mathbb{D}$ for $\tau$ small enough.

Proof. Call

$$
u_{t}^{\delta}=-t \log \left((1-\delta) T_{t} \mathbb{1}_{A}+\delta\right)
$$

where $\delta \in(0,1)$. We will use the notation $\psi_{t}^{\delta}$ for $\psi\left(u_{t}^{\delta}\right)$, where $\psi$ is any Borelmeasurable function on $[0, \infty)$. Taking $\rho_{t} \equiv 1$ in Lemma 2.10, we have, for $0<\varepsilon<T$,

$$
\begin{array}{rl}
\int_{\varepsilon}^{T} & \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t  \tag{2.12}\\
& =-\int_{\varepsilon}^{T} \int_{\Omega} t \partial_{t} \Phi_{t}^{\delta} d \mu d t-2 \int_{\varepsilon}^{T} t \mathscr{E}\left(\left(\phi^{\prime}\right)_{t}^{\delta}, \phi_{t}^{\delta}\right) d t+\int_{\varepsilon}^{T} \int_{\Omega} \Psi_{t}^{\delta} d \mu d t
\end{array}
$$

The last term on the right-hand side of (2.12) is bounded by $L K T$. On the first term, we integrate by parts in the $t$ variable. This gives

$$
\begin{aligned}
\int_{\varepsilon}^{T} \int_{\Omega} t \partial_{t} \Phi\left(u_{t}^{\delta}\right) d \mu d t & =\left.t\left\|\Phi_{t}^{\delta}\right\|_{L^{1}}\right|_{\varepsilon} ^{T}-\int_{\varepsilon}^{T}\left\|\Phi_{t}^{\delta}\right\|_{L^{1}} d t \\
& =T\left\|\Phi_{T}^{\delta}\right\|_{L^{1}}-\varepsilon\left\|\Phi_{\varepsilon}^{\delta}\right\|_{L^{1}}-\int_{\varepsilon}^{T}\left\|\Phi_{t}^{\delta}\right\|_{L^{1}} d t
\end{aligned}
$$

and a bound of $L K T$ on this term.
Finally, for the second term in (2.12), we first notice that

$$
\left|\mathcal{E}\left(\left(\phi^{\prime}\right)_{t}^{\delta}, \phi_{t}^{\delta}\right)\right|=\left|\frac{1}{2} I_{u_{t}^{\delta}}\left(\left(\phi^{\prime \prime}\right)_{t}^{\delta}\left(\phi^{\prime}\right)_{t}^{\delta}\right)\right| \leq \frac{C}{2 K} I_{u_{t}^{\delta}}\left(\left(\left(\phi^{\prime}\right)_{t}^{\delta}\right)^{2}\right)=\frac{C}{K} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right),
$$

because of (2.1) and Lemma 2.3. Now we can write

$$
\begin{align*}
\left|\int_{\varepsilon}^{T} t \mathcal{E}\left(\left(\phi^{\prime}\right)_{t}^{\delta}, \phi_{t}^{\delta}\right) d t\right| & \leq \frac{C}{K} \int_{\varepsilon}^{T} t \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t  \tag{2.13}\\
& \leq \frac{C T}{K} \int_{\varepsilon}^{T} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t
\end{align*}
$$

Putting things together, we obtain

$$
\int_{\varepsilon}^{T} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t \leq 2 L K T+\frac{2 C T}{K} \int_{\varepsilon}^{T} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t
$$

or, rearranging terms and letting $\varepsilon \downarrow 0$,

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t \leq \frac{2 L K}{1-2 C T / K} \tag{2.14}
\end{equation*}
$$

if $T<K /(2 C)$. By Lemma 2.5,

$$
\begin{equation*}
\mathcal{E}\left(\bar{\phi}_{T}^{\delta}, \bar{\phi}_{T}^{\delta}\right) \leq \frac{2 L K}{1-2 C T / K} \tag{2.15}
\end{equation*}
$$

Letting $\delta \downarrow 0$, we obtain that $\bar{\phi}_{T} \in \mathbb{D}$ and $\mathcal{E}\left(\bar{\phi}_{T}, \bar{\phi}_{T}\right)$ has the same bound. This finishes the proof for $\left\{\bar{\phi}_{t}\right\}_{0<t<\tau}$.

The case of $\left\{\bar{\Phi}_{t}\right\}_{0<t<\tau}$ is easily deduced from here. For this, notice that

$$
\mathcal{E}\left(\Phi_{t}^{\delta}, \Phi_{t}^{\delta}\right)=\frac{1}{2} I_{u_{t}}\left(\phi^{\prime}\left(u_{t}^{\delta}\right)^{4}\right) \leq \frac{1}{2} I_{u_{t}}\left(\phi^{\prime}\left(u_{t}^{\delta}\right)^{2}\right)=\mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right)
$$

(use Lemma 2.3) or, after averaging in time and using convexity,

$$
\begin{equation*}
\mathcal{E}\left(\bar{\Phi}_{t}^{\delta}, \bar{\Phi}_{t}^{\delta}\right) \leq \frac{1}{T} \int_{0}^{T} \mathcal{E}\left(\Phi_{t}^{\delta}, \Phi_{t}^{\delta}\right) d t \leq \frac{1}{T} \int_{0}^{T} \mathcal{E}\left(\phi_{t}^{\delta}, \phi_{t}^{\delta}\right) d t \leq \frac{2 L K}{1-2 C T / K} \tag{2.16}
\end{equation*}
$$

The last inequality above is just (2.14). Taking limits as $\delta \downarrow 0$, we obtain that $\mathcal{E}\left(\bar{\Phi}_{t}, \bar{\Phi}_{t}\right)$ is bounded in $t$.

At this point, we take a suitable sequence $\left\{t_{k}\right\}$ for which it holds that:

- $\phi_{t_{k}} \rightharpoonup \phi_{0}$ and $\Psi_{t_{k}} \rightharpoonup \Psi_{0}$ weakly in $L^{2}$,
- $\bar{\phi}_{t_{k}} \rightharpoonup \bar{\phi}_{0}$ and $\bar{\Phi}_{t_{k}} \rightharpoonup \bar{\Phi}_{0}$ weakly in $\mathbb{D}$,
for some functions $\phi_{0}, \Psi_{0} \in L^{2}$ and $\bar{\phi}_{0}, \bar{\Phi}_{0} \in \mathbb{D}_{b}$.
Let $\rho \in \mathbb{D}_{b}$ be a function that is nonnegative. Use (2.11) with this $\rho$ independent of time and integration by parts to get

$$
\begin{align*}
\frac{1}{2} \int_{\varepsilon}^{T} & I_{\phi_{t}^{\delta}}(\rho) d t \\
\quad & -\left.t\left(\rho, \Phi_{t}^{\delta}\right)_{L^{2}}\right|_{\varepsilon} ^{T}+\int_{\varepsilon}^{T}\left(\rho, \Phi_{t}^{\delta}\right)_{L^{2}} d t  \tag{2.17}\\
& -\int_{\varepsilon}^{T} t \mathcal{E}\left(\rho, \Phi_{t}^{\delta}\right) d t-\int_{\varepsilon}^{T} t I_{\phi_{t}^{\delta},\left(\phi^{\prime}\right)_{t}^{\delta}}(\rho) d t+\int_{\varepsilon}^{T}\left(\rho, \Psi_{t}^{\delta}\right)_{L^{2}} d t .
\end{align*}
$$

We want to make estimates on the "gradient squared," that is, on $I\left(\phi_{t} ; \rho\right)$. We start with the fourth term on the right-hand side. As in (2.13), we have

$$
\begin{equation*}
\left|\int_{\varepsilon}^{T} t I\left(\phi_{t}^{\delta},\left(\phi^{\prime}\right)_{t}^{\delta} ; \rho\right) d t\right| \leq \frac{C T}{K} \int_{\varepsilon}^{T} I_{\phi_{t}^{\delta}}(\rho) d t \tag{2.18}
\end{equation*}
$$

We rearrange the terms in (2.17), let $\varepsilon \downarrow 0$, divide by $T$ and use Lemma 2.5 to obtain

$$
\begin{aligned}
(1- & \left.\frac{2 C T}{K}\right) \frac{1}{2} I\left(\bar{\phi}_{T}^{\delta} ; \rho\right) \\
& \leq-\left(\rho, \Phi_{T}^{\delta}\right)_{L^{2}}+\left(\rho, \bar{\Phi}_{T}^{\delta}\right)_{L^{2}}+\left(\rho, \bar{\Psi}_{T}^{\delta}\right)_{L^{2}}-\frac{1}{T} \int_{0}^{T} t \mathscr{E}\left(\rho, \Phi_{t}^{\delta}\right) d t
\end{aligned}
$$

if $T<K /(2 C)$. Here we used (2.16) to assure the convergence in the last term on the right-hand side.

At this point, we take limits as $\delta \downarrow 0$. Each of the functions $\bar{\phi}^{\delta}, \Phi_{t}^{\delta}, \Psi_{t}^{\delta}$ and $\Psi_{t}^{\delta}$ is uniformly bounded and converges pointwise. On the other hand, $\Phi_{t}^{\delta} \rightharpoonup \Phi_{t}$ weakly in $L^{2}((0, T] ; \mathbb{D})$ and $\bar{\phi}_{t}^{\delta} \rightharpoonup \bar{\phi}_{t}$ weakly in $\mathbb{D}$ by (2.15) and (2.16). Lower semicontinuity of the energy term on the left-hand side is enough to get

$$
\begin{align*}
(1- & \left.\frac{2 C T}{K}\right) \frac{1}{2} I_{\bar{\phi}_{T}}(\rho)  \tag{2.19}\\
& \leq-\left(\rho, \Phi_{T}\right)_{L^{2}}+\left(\rho, \bar{\Phi}_{T}\right)_{L^{2}}+\left(\rho, \bar{\Psi}_{T}\right)_{L^{2}}-\frac{1}{T} \int_{0}^{T} t \mathcal{E}\left(\rho, \Phi_{t}\right) d t
\end{align*}
$$

The first three terms on the right-hand side are fine for our purposes. In the last term, we use integration by parts to obtain

$$
\begin{aligned}
\frac{1}{T} \int_{0}^{T} t \mathscr{E}\left(\rho, \Phi_{t}\right) d t & =\left.\frac{1}{T} t \int_{0}^{t} \mathscr{E}\left(\rho, \Phi_{s}\right) d s\right|_{0} ^{T}-\frac{1}{T} \int_{0}^{T} \int_{0}^{t} \mathcal{E}\left(\rho, \Phi_{s}\right) d s d t \\
& =T \mathcal{E}\left(\rho, \bar{\Phi}_{T}\right)-\frac{1}{T} \int_{0}^{T} t \mathscr{E}\left(\rho, \bar{\Phi}_{t}\right) d t \rightarrow 0
\end{aligned}
$$

as $T \downarrow 0$. Hence, we have an inequality of the form, by taking limits along $\left\{t_{k}\right\}$ in (2.19) and using Lemma 2.4,

$$
\begin{equation*}
\frac{1}{2} I_{\bar{\phi}_{0}}(\rho) \leq-\left(\rho, \Phi_{0}\right)_{L^{2}}+\left(\rho, \bar{\Phi}_{0}\right)_{L^{2}}+\left(\rho, \bar{\Psi}_{0}\right)_{L^{2}}, \tag{2.20}
\end{equation*}
$$

which is going to be our main tool in the following argument. In our first approximation, we drop the first term to obtain

$$
\frac{1}{2} I_{\bar{\phi}_{0}}(\rho) \leq\left(\rho, \bar{\Phi}_{0}\right)_{L^{2}}+\left(\rho, \bar{\Psi}_{0}\right)_{L^{2}} \leq 2\left(\rho, \bar{\phi}_{0}\right)_{L^{2}}
$$

Then, for each $\varepsilon>0$,

$$
I_{\sqrt{\hat{\phi}_{0}+\varepsilon}}(h)=\frac{1}{4} I_{\bar{\phi}_{0}}\left(\frac{h}{\bar{\phi}_{0}+\varepsilon}\right) \leq\left(\bar{\phi}_{0}, \frac{h}{\bar{\phi}_{0}+\varepsilon}\right)_{L^{2}} \leq\|h\|_{L^{1}}
$$

for any nonnegative $h \in \mathbb{D}_{b}$. This means $\sqrt{\bar{\phi}_{0}+\varepsilon} \in \mathbb{D}_{0}$. Letting $\varepsilon \downarrow 0$, we obtain $\sqrt{\bar{\phi}_{0}} \in \mathbb{D}_{0}$. Therefore, we will know that $\bar{\phi}_{0} \leq \mathrm{d}_{A}^{2}$ a.e. as long as we have that $\bar{\phi}_{0}=0$ on $A$. But this is easy (see, e.g., Lemma 3.7 in [36]).

Notice that the estimate is not sharp; we want $\bar{\phi}_{0} \leq \mathrm{d}_{A}^{2} / 2$. In order to improve it, we iterate the inequality that we have in order to obtain a sharp estimate.

Lemma 2.12. If the inequality

$$
\bar{\phi}_{0}^{K}(x) \leq c \frac{\mathrm{~d}_{A}(x)^{2}}{2}
$$

holds true a.e. for some $c>1$ for every $K$ and every weak limit in $L^{2}$, then the inequality

$$
\bar{\phi}_{0}^{K}(x) \leq\left(2-\frac{1}{c}\right) \frac{\mathrm{d}_{A}(x)^{2}}{2}
$$

also holds true almost everywhere.

Proof. Let us make explicit the dependence of $\Phi$ on the cutoff $K$ for the following argument. Given $K$, we can choose $M<\infty$ such that $\Phi^{K}(M) \geq$
$\sup _{x} \Psi^{K}(x)$. Then $\Phi^{K}\left(\phi_{t}^{M}\right) \geq \Psi_{t}^{K}$ holds a.e. We use the convexity of $\Phi(-t \log (\cdot))$ (Lemma 2.1) to see that, for any nonnegative $\rho \in \mathbb{D}_{b}$ that is not identically 0 ,

$$
\begin{aligned}
\left(\Phi_{t}^{K}, \rho\right)_{L^{2}} & =\int_{\Omega} \Phi^{K}\left(-t \log \left(T_{t} \mathbb{1}_{A}\right)\right) \rho d \mu \\
& \geq\|\rho\|_{L^{1}} \Phi^{K}\left(-t \log \left(\frac{1}{\|\rho\|_{L^{1}}}\left(T_{t} \mathbb{1}_{A}, \rho\right)_{L^{2}}\right)\right)
\end{aligned}
$$

Let $S_{\rho}=\{\rho>0\}$. We can estimate the limit of the expression on the right-hand side because we have the upper bound available. We do it as follows:

$$
\underset{t \downarrow 0}{\liminf }-t \log \left(T_{t} \mathbb{1}_{A}, \rho\right)_{L^{2}} \geq \liminf _{t \downarrow 0}-t \log P_{t}\left(A, S_{\rho}\right) \geq \frac{\mathrm{d}\left(A, S_{\rho}\right)^{2}}{2}
$$

We conclude that, in the limit,

$$
\left(\Phi_{0}^{K}, \rho\right)_{L^{2}} \geq\|\rho\|_{L^{1}} \Phi^{K}\left(\frac{\mathrm{~d}\left(A, S_{\rho}\right)^{2}}{2}\right) \geq \frac{\|\rho\|_{L^{1}}}{c} \underset{x \in S_{\rho}}{\operatorname{essinf}} \Phi^{K}\left(\bar{\phi}_{0}^{M}\right)
$$

Since $\Phi^{K}$ is concave,

$$
\Phi^{K}\left(\bar{\phi}_{t}^{M}\right)=\Phi^{K}\left(\frac{1}{t} \int_{0}^{t} \phi_{s}^{M} d s\right) \geq \frac{1}{t} \int_{0}^{t} \Psi_{s}^{K} d s=\bar{\Psi}_{t}^{K} \quad \text { a.e. }
$$

Therefore, we get that $\left(\Phi_{0}^{K}, \rho\right)_{L^{2}} \geq c^{-1}\|\rho\|_{L^{1}} \operatorname{essinf}_{x \in S_{\rho}} \bar{\Psi}_{0}^{K}$. Combining this relation with (2.20), we obtain

$$
\frac{1}{2} I_{\bar{\phi}_{0}^{K}}(\rho) \leq-\frac{\|\rho\|_{L^{1}}}{c} \operatorname{essinf}_{x \in S_{\rho}} \bar{\Psi}_{0}^{K}(x)+\left(\rho, \bar{\Phi}_{0}^{K}\right)_{L^{2}}+\left(\rho, \bar{\Psi}_{0}^{K}\right)_{L^{2}} .
$$

A minimal adaptation of Lemma 3.9 from [36] now implies that

$$
I_{\bar{\phi}_{0}^{K}}(\rho) \leq\left(1-\frac{1}{c}\right)\left(\rho, \bar{\Psi}_{0}^{K}\right)_{L^{2}}+\left(\rho, \bar{\Phi}_{0}^{K}\right)_{L^{2}} \leq\left(2-\frac{1}{c}\right)\left(\rho, \bar{\phi}_{0}^{K}\right)_{L^{2}} .
$$

The result follows from here.

After iterating this procedure, we conclude that $\bar{\phi}_{0} \leq \mathrm{d}_{A}^{2} / 2$ a.e. and, therefore, that $\bar{\Phi}_{0} \leq \mathrm{d}_{A}^{2} / 2$ a.e.

On the other hand, we have a partial converse.
LEMMA 2.13. It holds that $\bar{\Phi}_{0} \geq \Phi\left(\mathrm{d}_{A}^{2} / 2\right)$ a.e. for every weak limit $\bar{\Phi}_{0}$.
PROOF. By Lemma 2.9, for every nonnegative $\rho \in L^{2}$,

$$
\left(\Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right), \rho\right)_{L^{2}} \leq \liminf _{t \downarrow 0}\left(\Phi_{t}, \rho\right)_{L^{2}}
$$

Then

$$
\left(\Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right), \rho\right)_{L^{2}} \leq \liminf _{t \downarrow 0} \frac{1}{t} \int_{0}^{t}\left(\Phi_{s}, \rho\right)_{L^{2}} d s \leq \liminf _{k \rightarrow \infty}\left(\bar{\Phi}_{t_{k}}, \rho\right)_{L^{2}}=\left(\bar{\Phi}_{0}, \rho\right)_{L^{2}}
$$

This means that $\Phi\left(\mathrm{d}_{A}^{2} / 2\right) \leq \bar{\Phi}_{0}$ a.e.
Hence, $\bar{\Phi}_{0}=\mathrm{d}_{A}^{2} / 2$ on $\left\{\mathrm{d}_{A}^{2} / 2 \leq K\right\}$ a.e. independent of the choice of subsequences. Namely, $\bar{\Phi}_{t} \cdot \mathbb{1}_{D_{K}}$ converges weakly to $\mathrm{d}_{A}^{2} / 2 \cdot \mathbb{1}_{D_{K}}$ in $L^{2}$ as $t \downarrow 0$, where $D_{K}=\left\{\mathrm{d}_{A}^{2} / 2 \leq K\right\}$. Moreover, the following lemma tells us that this extends to the whole space.

LEMMA 2.14. The function $\bar{\Phi}_{t}$ has a unique weak $L^{2}$-limit $\bar{\Phi}_{0}$ as $t \downarrow 0$ and $\bar{\Phi}_{0}=\Phi\left(\mathrm{d}_{A}^{2} / 2\right)$.

Proof. As in the proof of Lemma 2.12, we will use the notation $\Phi^{K}$ to make explicit the dependence of $\Phi$. Initially, we only have that $\bar{\Phi}_{t}^{M} \cdot \mathbb{1}_{D_{M}}$ converges weakly, and its limit satisfies $\bar{\Phi}_{0}^{M}=\mathrm{d}_{A}^{2} / 2$ on $D_{M}$ for any $M>0$. But notice that, by using this, inequality (2.2) and the concavity of $\Phi^{K}$, it is true that

$$
\begin{align*}
\bar{\Phi}_{T}^{K} & =\frac{1}{T} \int_{0}^{T} \Phi^{K}\left(u_{t}\right) d t \\
& \leq \frac{1}{T} \int_{0}^{T} \Phi^{K}\left(\Phi^{M}\left(u_{t}\right)\right) d t+\left(\Phi^{K}(\infty)-\Phi^{K}(M)\right)  \tag{2.21}\\
& \leq \Phi^{K}\left(\frac{1}{T} \int_{0}^{T} \Phi^{M}\left(u_{t}\right) d t\right)+\Delta_{K, M} \\
& =\Phi^{K}\left(\bar{\Phi}_{T}^{M}\right)+\Delta_{K, M}
\end{align*}
$$

where

$$
\Delta_{K, M}=\Phi^{K}(\infty)-\Phi^{K}(M) \rightarrow 0 \quad \text { as } M \uparrow \infty
$$

We can now take limits in (2.21) as $T \downarrow 0$ along any subsequence. Using Lemma 2.2 (since $\Phi^{K}$ is concave), we deduce that $\bar{\Phi}_{0}^{K} \leq \Phi^{K}\left(\mathrm{~d}_{A}^{2} / 2\right)+\Delta_{K, M}$ on $D_{M}$ for any limit point $\bar{\Phi}_{0}^{K}$. But now $M$ can be taken arbitrarily large, so we get that $\bar{\Phi}_{0}^{K} \leq \Phi^{K}\left(\mathrm{~d}_{A}^{2} / 2\right)$ a.e. for any limit function. This, together with Lemma 2.13, proves that $\Phi^{K}\left(\mathrm{~d}_{A}^{2} / 2\right)$ is the limit of any converging subsequence and hence also the limit of $\bar{\Phi}_{t}^{K}$ as $t \downarrow 0$.
2.6. Final step in the proof of the lower bound. At this point, we have proven Lemma 2.14 which has a similar statement to that of Theorem 1.3 but just for $F=\Phi$ and only after averaging in time. We turn to the same Tauberian theorem as in [36] (Lemma 3.11) in order to get rid of the averages. The main step is given by the following.

Lemma 2.15. Let $\tau>0$. Then, for $t \leq \tau$,

$$
\lim _{t \downarrow 0}\left(T_{\tau-t} \mathbb{1}_{B}, \Phi_{t}\right)_{L^{2}}=\left(T_{\tau} \mathbb{1}_{B}, \bar{\Phi}_{0}\right)_{L^{2}}=\left(T_{\tau} \mathbb{1}_{B}, \Phi\left(\mathrm{~d}_{A}^{2} / 2\right)\right)_{L^{2}}
$$

Proof. If $f(t)=\left(T_{\tau-t} \mathbb{1}_{B}, \Phi_{t}\right)_{L^{2}}$, in order to apply Lemma 3.11 from [36], we have to check two conditions, namely:
(i) $\bar{f}(t) \rightarrow\left(T_{\tau} \mathbb{1}_{B}, \bar{\Phi}_{0}\right)_{L^{2}}$ as $t \downarrow 0$;
(ii) $f(t)-f(s) \leq M(t-s) / s$ for some constant $M>0$.

For (i), write

$$
\begin{aligned}
& \left|\frac{1}{T} \int_{0}^{T} f(t) d t-\left(T_{\tau} \mathbb{1}_{B}, \bar{\Phi}_{0}\right)_{L^{2}}\right| \\
& \quad \leq \frac{L K}{T} \int_{0}^{T}\left\|T_{\tau-t} \mathbb{1}_{B}-T_{\tau} \mathbb{1}_{B}\right\|_{L^{2}} d t+\left(T_{\tau} \mathbb{1}_{B}, \bar{\Phi}_{T}-\bar{\Phi}_{0}\right)_{L^{2}}
\end{aligned}
$$

and notice that the two terms on the right-hand side converge to 0 .
Regarding (ii), we start by using Lemma 2.10 to obtain, for $\delta>0$,

$$
\begin{aligned}
\left.\left(T_{\tau-r} \mathbb{1}_{B}, \Phi_{r}^{\delta}\right)_{L^{2}}\right|_{s} ^{t}=\int_{s}^{t}\{ & -I\left(\phi_{r}^{\delta},\left(\phi^{\prime}\right)_{r}^{\delta} ; T_{\tau-r} \mathbb{1}_{B}\right) \\
& \left.+\frac{1}{r}\left[\left(T_{\tau-r} \mathbb{1}_{B}, \Psi_{r}^{\delta}\right)_{L^{2}}-\frac{1}{2} I\left(\phi_{r}^{\delta} ; T_{\tau-r} \mathbb{1}_{B}\right)\right]\right\} d r
\end{aligned}
$$

Estimating in a similar way as was done in the previous subsection, we get

$$
\begin{aligned}
\left.\left(T_{\tau-r} \mathbb{1}_{B}, \Phi_{r}^{\delta}\right)_{L^{2}}\right|_{s} ^{t} & \leq \int_{s}^{t}\left\{\frac{C}{K} I\left(\phi_{r}^{\delta} ; T_{\tau-r} \mathbb{1}_{B}\right)+\frac{L K}{r}-\frac{1}{2 r} I\left(\phi_{r}^{\delta} ; T_{\tau-r} \mathbb{1}_{B}\right)\right\} d r \\
& \leq \int_{s}^{t} \frac{L K}{r} d r \leq \frac{L K}{s}(t-s)
\end{aligned}
$$

for $t \leq K /(2 C)$. Since the bound is uniform in $\delta>0$, we obtain

$$
f(t)-f(s)=\left.\left(T_{\tau-r} \mathbb{1}_{B}, \Phi_{r}\right)_{L^{2}}\right|_{s} ^{t} \leq \frac{L K}{s}(t-s)
$$

after taking limits as $\delta \downarrow 0$.
The previous result is easily seen to imply that, for every measurable set $B$,

$$
\begin{equation*}
\lim _{t \downarrow 0} \int_{B} \Phi_{t} d \mu=\int_{B} \Phi\left(\frac{\mathrm{~d}_{A}^{2}}{2}\right) d \mu \tag{2.22}
\end{equation*}
$$

We see this by first writing

$$
\int_{B} \Phi_{t} d \mu=\left(\Phi_{t}, T_{\tau-t} \mathbb{1}_{B}\right)_{L^{2}}+\left(\Phi_{t}, \mathbb{1}_{B}-T_{\tau-t} \mathbb{1}_{B}\right)_{L^{2}}
$$

and then noticing that the modulus of the second term on the right-hand side is dominated by $L K\left\|\mathbb{1}_{B}-T_{\tau-t} \mathbb{1}_{B}\right\|_{L^{2}}$, which tends to 0 when one takes limits as $t \downarrow 0$ first and then as $\tau \downarrow 0$. In particular,

$$
\begin{equation*}
\Phi_{t} \rightharpoonup \Phi\left(\mathrm{~d}_{A}^{2} / 2\right) \quad \text { weakly in } L^{2} \text { as } t \downarrow 0 \tag{2.23}
\end{equation*}
$$

since any weak limit of $\left\{\Phi_{t}\right\}$ should coincide with $\Phi\left(\mathrm{d}_{A}^{2} / 2\right)$ by (2.22).
Finally, we can give a proof of formula (1.4). We may assume that $\mathrm{d}(A, B)<\infty$. Let $\varepsilon>0$ and $C_{\varepsilon}=B \cap\left\{\mathrm{~d}_{A} \leq \mathrm{d}(A, B)+\varepsilon\right\}$. From Lemma 2.1, Jensen's inequality and (2.22),

$$
\begin{aligned}
& \limsup _{t \downarrow 0} \Phi\left(-t \log P_{t}(A, B)\right) \\
& \leq \limsup _{t \downarrow 0} \Phi\left(-t \log P_{t}\left(A, C_{\varepsilon}\right)\right) \\
& \quad=\limsup _{t \downarrow 0} \Phi\left(-t \log \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} T_{t} \mathbb{1}_{A} d \mu\right) \\
& \quad \leq \limsup _{t \downarrow 0} \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi\left(-t \log T_{t} \mathbb{1}_{A}\right) d \mu \\
& \quad=\limsup _{t \downarrow 0} \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi_{t} d \mu \\
& \quad=\frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right) d \mu \\
& \quad \leq \frac{1}{\mu\left(C_{\varepsilon}\right)} \int_{C_{\varepsilon}} \frac{\mathrm{d}_{A}^{2}}{2} d \mu \leq \frac{(\mathrm{d}(A, B)+\varepsilon)^{2}}{2}
\end{aligned}
$$

Since $\varepsilon$ is arbitrary and $\Phi^{K}(x) \uparrow x$ as $K \rightarrow \infty$ for each $x \geq 0$, we have found that

$$
\limsup _{t \downarrow 0}-t \log P_{t}(A, B) \leq \frac{\mathrm{d}(A, B)^{2}}{2}
$$

2.7. Proof of strong convergence. First, we note the following fact.

Lemma 2.16. For every $t>0,\left\{T_{t} \mathbb{1}_{A}=0\right\}=\left\{\mathrm{d}_{A}=\infty\right\}$ a.e.
Proof. By Theorem 2.8, it holds that $\left\{T_{t} \mathbb{1}_{A}=0\right\} \supset\left\{\mathrm{d}_{A}=\infty\right\}$ a.e. On the other hand, from the argument originally due to $\operatorname{Simon}$ [41], $\left\{T_{t} \mathbb{1}_{A}=0\right\} \subset$ $\left\{T_{s} \mathbb{1}_{A}=0\right\}$ if $s<t$. Indeed, it holds for any measurable set $B$ that

$$
\begin{aligned}
P_{t}(A, B) & =\left(\mathbb{1}_{A}, T_{t-s} T_{s} \mathbb{1}_{B}\right)_{L^{2}} \geq\left(\mathbb{1}_{A} \cdot T_{s} \mathbb{1}_{B}, T_{t-s}\left(\mathbb{1}_{A} \cdot T_{s} \mathbb{1}_{B}\right)\right)_{L^{2}} \\
& =\left\|T_{(t-s) / 2}\left(\mathbb{1}_{A} \cdot T_{s} \mathbb{1}_{B}\right)\right\|_{L^{2}}^{2} \geq\left\|T_{(t-s) / 2}\left(\mathbb{1}_{A} \cdot T_{s} \mathbb{1}_{B}\right)\right\|_{L^{1}}^{2} \\
& =P_{s}(A, B)^{2} .
\end{aligned}
$$

Therefore, we have $\left\{T_{t} \mathbb{1}_{A}=0\right\} \subset\left\{\mathrm{d}_{A}=\infty\right\}$ a.e. by Theorem 1.1.
Now we prove Theorem 1.3. We start by recalling that $\Xi_{t}=\sqrt{\Phi_{t}+1}$ is a bounded sequence in $L^{2}$, so it is weakly relatively compact. Now $x \mapsto \sqrt{x+1}$ is a concave function so we apply Lemma 2.2 and (2.23) to deduce that

$$
\Xi_{0} \leq \sqrt{\Phi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right)+1}=\Xi\left(\frac{\mathrm{d}_{A}^{2}}{2}\right) \quad \text { a.e. }
$$

for any weak limit $\Xi_{0}$ of $\left\{\Xi_{t}\right\}$. On the other hand, Lemma 2.9 states that $\Xi_{0} \geq$ $\Xi\left(d_{A}^{2} / 2\right)$ a.e. Therefore, $\Xi_{t} \rightharpoonup \Xi\left(d_{A}^{2} / 2\right)$ weakly in $L^{2}$. But, since we already had that $\Phi_{t} \rightharpoonup \Phi\left(\mathrm{~d}_{A}^{2} / 2\right)$ weakly,

$$
\left\|\Xi_{t}\right\|_{L^{2}}^{2}=\left(\Phi_{t}+1,1\right)_{L^{2}} \rightarrow\left(\Phi\left(\mathrm{~d}_{A}^{2} / 2\right)+1,1\right)_{L^{2}}=\left\|\Xi\left(\mathrm{d}_{A}^{2} / 2\right)\right\|_{L^{2}}^{2} \quad \text { as } t \downarrow 0
$$

This implies that $\Xi_{t}$ converges strongly. Therefore, when $F=\Xi$ the second assertion of Theorem 1.3 follows from here. Because of Lemma 2.16, we can restrict ourselves to $\left\{\mathrm{d}_{A}<\infty\right\}$. Then the convergence in probability of $u_{t}$ will follow from the strong convergence of $\Xi_{t}$ since the function $\Xi$ is one to one and has a continuous inverse. This same fact implies that any other function of $u_{t}$ can be expressed as the composition of a continuous function and $\Xi_{t}$ on $\left\{\mathrm{d}_{A}<\infty\right\}$. The complete statement of the theorem easily follows from all this.

## 3. Remarks on some examples of finite dimensional spaces.

3.1. Diffusions with degenerated coefficients. Consider, on $\mathbb{R}^{d}$, a Dirichlet form given by

$$
\mathcal{E}(f, g)=\frac{1}{2} \int_{\mathbb{R}^{d}}\langle\nabla f, a \nabla g\rangle d \mu
$$

where the matrix function $a: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ is nonnegative definite, but might have degeneracies. Notice that by requiring $\mathcal{E}$ to be a Dirichlet form, that is, a closed form, we put restrictions on the degeneracies of $a$. For a complete characterization of allowed $a$ 's in one dimension and some partial results in $d>1$, see [20], Theorem 3.1.6.

Under the additional condition of uniform strong ellipticity, it was proven by Davies [10] and Norris and Stroock [34] that Varadhan's formula holds, that is,

$$
\begin{equation*}
\lim _{t \downarrow 0} 2 t \log p_{t}(x, y)=-d(x, y)^{2} \tag{3.1}
\end{equation*}
$$

where $p_{t}(x, y)$ is the heat kernel associated with the Dirichlet form. This easily implies our result Theorem 1.1 in this particular case as long as the sets are good enough. Hence, our work generalizes the formula to the degenerate case. Of course, it will be most interesting to prove Varadhan's formula (3.1) in this degenerate case and not just an integrated version of it. This problem has also been studied in the case of elliptic operators in Hörmander's sum of squares form ([33] contains references on this).
3.2. Diffusions on fractals. At a first glance, Theorem 1.1 suggests that the (rough) Gaussian estimate is universal for symmetric diffusions. It seems contradictory to the fact that many diffusions on fractal sets have different asymptotics from the Gaussian type. It is not, of course. Let us consider the Brownian motion on the Sierpinski gasket as an example. The associated Dirichlet form $(\mathcal{E}, \mathbb{D})$ with the underlying Hausdorff measure $\mu$ lies in the setting of Theorem 1.1. It is known that for all functions in the domain of the associated Dirichlet form except constant functions, their energy measures are singular with respect to $\mu$ (see [29]). Therefore, in this case, $\mathbb{D}_{0}$ consists of only constant functions. Then $\mathrm{d}(A, B)=0$ for every $A$ and $B$ with positive measure. On the other hand, the following detailed estimate of the transition density $p_{t}$ is known:

$$
\begin{align*}
& c_{1} t^{-d_{s} / 2} \exp \left(-c_{2}\left(\frac{|x-y|^{d_{w}}}{t}\right)^{1 /\left(d_{w}-1\right)}\right)  \tag{3.2}\\
& \quad \leq p_{t}(x, y) \leq c_{3} t^{-d_{s} / 2} \exp \left(-c_{4}\left(\frac{|x-y|^{d_{w}}}{t}\right)^{1 /\left(d_{w}-1\right)}\right)
\end{align*}
$$

Here $d_{s}=2 \log 3 / \log 5$ (spectral dimension), $d_{w}=\log 5 / \log 2$ (walk dimension) and $c_{i}(i=1,2,3,4)$ is a constant independent of $t, x$ and $y$. Since $d_{w}>2$, $1 /\left(d_{w}-1\right)<1$ and there is no inconsistency; Theorem 1.1 treats just a degenerate asymptotics.

Let us now consider this situation from the reverse side. Suppose that ( $\mathcal{E}, \mathbb{D}$ ) is irreducible. Then, noticing the fact that $\mathrm{d}(A, B)<\infty$ if $A$ and $B$ have positive measures, we conclude that $d_{w}$ has to be greater than or equal to 2 if the transition density satisfies an (upper side) estimate in (3.2). The restriction of $d_{w}$ of this type has been discussed in various frameworks (e.g., [6], [25] and [28]).

## 4. Identification of the intrinsic metric on loop groups.

4.1. Definitions. In this section, we give some auxiliary definitions in addition to what was stated about path and loop groups in the Introduction. We keep the notation introduced there.

We equip $\mathcal{P} G$ and $\mathscr{L} G$ with distance $\rho\left(g_{1}, g_{2}\right)=\sup _{0 \leq t \leq T} \rho_{G}\left(g_{1}(t), g_{2}(t)\right)$, where $\rho_{G}$ is a left-invariant distance on $G$. Then they become separable and complete metric spaces. For a subset $U$ of $G$, we introduce a subset $\mathscr{P}_{U} G$ of $\mathscr{P} G$ by

$$
\mathcal{P}_{U} G=\{g \in \mathcal{P} G \mid g(T) \in U\}
$$

Both $\mathcal{P g}$ and $\mathcal{L g}$ are separable Banach spaces under the supremum norm. We denote the norm of $H$ by $\|h\|=(h \mid h)^{1 / 2}$. The following elementary fact is proven simply by the Schwarz inequality.

Lemma 4.1. For each $h \in H$,

$$
\sup _{0 \leq s \leq T}|h(s)|_{\mathfrak{g}} \leq \sqrt{T}\|h\| .
$$

The space $\mathcal{C}$ (resp. $\mathcal{F} C_{\mathrm{b}}^{\infty}$ ) of smooth cylindrical functions on $\mathcal{P} G$ (resp. $\mathcal{P} \mathfrak{g}$ ) is defined by

$$
\begin{gather*}
\mathcal{C}=\left\{f(g)=F\left(g\left(t_{1}\right), \ldots, g\left(t_{n}\right)\right) \mid n \in \mathbb{N}, 0<t_{1}<\cdots<t_{n} \leq T\right. \\
\left.F \in C^{\infty}\left(G^{n}\right)\right\},  \tag{4.1}\\
\mathcal{F} C_{\mathrm{b}}^{\infty}=\left\{f(w)=F\left(l_{1}(w), \ldots, l_{n}(w)\right) \mid n \in \mathbb{N}, l_{i} \in(\mathcal{P} \mathfrak{g})^{*}, F \in C_{\mathrm{b}}^{\infty}\left(\mathbb{R}^{n}\right)\right\},
\end{gather*}
$$

where $(\mathcal{P} \mathfrak{g})^{*}$ represents the topological dual space of $\mathcal{P} \mathfrak{g}$ and $C_{\mathrm{b}}^{\infty}\left(\mathbb{R}^{n}\right)$ denotes the totality of bounded $C^{\infty}$-functions on $\mathbb{R}^{n}$, the derivatives of which are all bounded.

We will define the Brownian motion measure $\mu$ on $\mathscr{P} G$. Consider the following SDE of Fisk-Stratonovich type:

$$
d u(t)=u(t) \circ d w(t), \quad u(0)=e,
$$

where $\{w(t)\}$ is a $\mathfrak{g}$-valued Brownian motion starting at 0 . This SDE has a strong solution; namely, there exists an Itô map $I: \mathcal{P} \mathfrak{g} \rightarrow \mathscr{P} G$ such that $I(w)=u$. The Brownian motion measure $\mu$ is the induced measure of the Wiener measure $\lambda$ on $\mathcal{P} \mathfrak{g}$ by $I$.

We will write $\|g\|_{\mathcal{P} G}=d^{\mathcal{P}}(g, \mathbf{e})$ for $g \in \mathcal{P} G$. We introduce a subset $\mathcal{F} \mathcal{P} G$ of $\mathcal{P} G$ by

$$
\mathcal{F} \mathcal{P} G=\left\{g \in \mathcal{P} G \mid\|g\|_{\mathcal{P}_{G}}<\infty\right\}
$$

For $g \in \mathscr{P} G$ and $h \in H$, we define $h+g \in \mathscr{P} G$ by $(h+g)(t)=v(t) g(t)$, where $v \in \mathcal{F} \mathscr{P} G$ is a unique solution to

$$
\begin{equation*}
v(t)^{-1} \dot{v}(t)=(\operatorname{Ad} g(t)) \dot{h}(t), \quad v(0)=e \tag{4.2}
\end{equation*}
$$

Conversely, given $g \in \mathcal{P} G$ and $v \in \mathcal{F} \mathcal{P} G$, there is a unique $h \in H$ such that (4.2) holds and $\|v\|_{\mathcal{P}_{G}}=\|h\|$ from the $\operatorname{Ad}_{G}$-invariance of the inner product of $\mathfrak{g}$. Namely, $d^{\mathcal{P}}\left(g_{1}, g_{2}\right)=\|h\|$ if $h+g_{2}=g_{1}$. From Theorem 2.4 in [23], we also have $0+g=g$ and $\left(h_{1}+h_{2}\right)+g=h_{1}+\left(h_{2}+g\right)$ for $h_{1}, h_{2} \in H, g \in \mathcal{P} G$. Therefore, by considering the map $I_{0}: H \ni h \mapsto h+\mathbf{e} \in \mathcal{F} \mathcal{P} G$, we see that $\mathcal{F} \mathcal{P} G$ is a metric space under $d^{\mathcal{P}}$ and it is homeomorphic to $H$.

A function $f$ on (a subset of) $\mathcal{P} G$ is called $d^{\mathcal{P}}$-Lipschitz if there exists a constant $C$ such that $\left|f\left(g_{1}\right)-f\left(g_{2}\right)\right| \leq C d^{\mathcal{P}}\left(g_{1}, g_{2}\right)$ for all $g_{1}$ and $g_{2}$. The best constant $C$ is called the $d^{\mathcal{P}}$-Lipschitz constant of $f$.

We will define a distance-like function on $\mathscr{L} G$. First, for a continuous curve $\gamma$ on $\mathcal{L} G$, namely, for $\gamma \in C([0,1] \rightarrow \mathcal{L} G)$, we define the " $d^{\mathcal{P}}$-length" $\ell(\gamma)$ of $\gamma$ by

$$
\begin{equation*}
\ell(\gamma)=\sup _{\substack{\Delta=\left\{0=s_{0}<s_{1}<\cdots<s_{n}=1\right\}: \\ \text { finite partition of }[0,1]}} \sum_{i} d^{\mathcal{P}}\left(\gamma\left(s_{i-1}\right), \gamma\left(s_{i}\right)\right) \in[0, \infty] . \tag{4.3}
\end{equation*}
$$

Then we set, for $g_{1}, g_{2} \in \mathscr{L} G$,

$$
\begin{equation*}
d^{\mathcal{L}}\left(g_{1}, g_{2}\right)=\inf _{\substack{\gamma \in C([0,1] \rightarrow \mathcal{L} G) \\ \gamma(0)=g_{1}, \gamma(1)=g_{2}}} \ell(\gamma) \in[0, \infty] . \tag{4.4}
\end{equation*}
$$

Note that $d^{\mathscr{L}}\left(g_{1}, g_{2}\right)=d^{\mathscr{L}}\left(g_{2}, g_{1}\right)=d^{\mathscr{L}}\left(g_{1} g_{2}^{-1}, \mathbf{e}\right)$. We write $\|g\|_{\mathscr{L} G}=d^{\mathscr{L}}(g, \mathbf{e})$ for $g \in \mathscr{L} G$ and set $\mathcal{F} \mathscr{L} G=\left\{g \in \mathscr{L} G \mid\|g\|_{\mathcal{L} G}<\infty\right\}$. Clearly, $\mathcal{F} \mathcal{L} G \subset \mathcal{F} \mathcal{P} G \cap$ $\mathscr{L} G$ and $\left(\mathcal{F} \mathscr{L} G, d^{\mathscr{L}}\right)$ is a metric space. We define the notions of $d^{\mathcal{L}}$-Lipschitz functions and $d^{\mathcal{L}}$-Lipschitz constants in the natural way.

A Borel probability measure $v$ on $\mathcal{L} G$ is assumed to satisfy the following:
(M0) The pre-Dirichlet form $\left(\mathcal{E}^{\mathscr{L}}, \mathcal{C}\right)$ defined in (1.6) is well defined and closable on $L^{2}(\mathcal{L} G, v)$.
Denote its closure by $\left(\mathscr{E}^{\mathscr{L}}, \mathcal{F}^{\mathscr{L}}\right)$. The operator $\nabla^{\mathscr{L}}$ extends continuously to $\mathcal{F}^{\mathscr{L}}$. By a simple calculation, we have $I_{f}(h)=\int_{\mathscr{L} G} h\left\|\nabla^{\mathcal{L}} f\right\|^{2} d \nu$ for $f, h \in \mathcal{F}^{\mathcal{L}} \cap$ $L^{\infty}(\nu)=\mathbb{D}_{b}$, and $\mathbb{D}_{0}$, which is defined in Section 1, is expressed as

$$
\mathbb{D}_{0}=\left\{f \in \mathbb{D}_{b} \mid\left\|\nabla^{\mathcal{L}} f\right\| \leq 1 \text { v-a.e. }\right\} .
$$

We also extend $\nabla^{\mathcal{P}}$ continuously to $\mathcal{F}^{\mathcal{P}}$ for later use.
For $h \in H_{0}$, the shift operator $\theta_{h}$ on $\mathcal{L} G$ will be defined by $\theta_{h}(g)=e^{h} g$.
We further introduce the following conditions:
(M1) (Quasi-invariance of $v$.) There is a dense subspace $H_{0}^{\prime}$ of $H_{0}$ and a constant $\delta_{0}>0$ such that, for every $h \in H_{0}^{\prime}$ with $\|h\| \leq \delta_{0}$, the induced measure of $v$ by $\theta_{h}$ is absolutely continuous with respect to $v$ (i.e., $v \circ \theta_{h}^{-1} \ll v$ ) and it holds that

$$
\begin{equation*}
\int_{0}^{1}\left\|\frac{d v \circ \theta_{s h}^{-1}}{d v}\right\|_{L^{2}(\nu)} d s<\infty . \tag{4.5}
\end{equation*}
$$

(M2) The measure $v$ is absolutely continuous with respect to $\mu_{e}$, and the RadonNikodym derivative $d \nu / d \mu_{e}$ belongs to $\bigcup_{p>1} L^{p}\left(\mu_{e}\right)$. Here $\mu_{e}$ is the pinned Brownian motion measure, which is a conditional probability measure of $\mu$ given by $g(T)=e$.
In order to avoid the problem of measurability, we mean by (4.5) the following: there exists a Lebesgue integrable function $\psi$ on $[0,1]$ such that $\| d v \circ$ $\theta_{s h}^{-1} / d \nu \|_{L^{2}(\nu)} \leq \psi(s)$ for every $s \in[0,1]$. Note that, under (M1), $\nu \circ \theta_{h}^{-1} \ll v$ for every $h \in H_{0}^{\prime}$. This is proven by showing inductively that $v \circ \theta_{(j / N) h}^{-1} \ll$ $\nu \circ \theta_{((j-1) / N) h}^{-1}$ for $j=1, \ldots, N, N \geq \delta_{0} /\|h\|$.

The typical examples of $v$ are given as follows.

Proposition 4.2. The following measures on $\mathcal{L} G$ satisfy (M0), (M1) and (M2).
(i) The pinned Brownian motion measure $\mu_{e}$.
(ii) The heat kernel measure $\mu_{\text {heat }}$ with parameter 1 . That is, $T=1$ and $\mu_{\text {heat }}$ is the law at time 1 of the Brownian motion on $\mathcal{L} G$ starting at $\mathbf{e}$. (See [13] for a more precise definition.)
4.2. Preliminaries for the proofs of Theorem 1.5 and Proposition 4.2. We split Theorem 1.5 into the following three claims. In the following, we always assume that $v$ satisfies (M0), (M1) and (M2), and $A$ is a Suslin set of $\mathscr{L} G$.

Proposition 4.3. The function $\overline{\mathrm{d}}_{A}^{\mathcal{L}}$ is universally measurable.
Proposition 4.4. $\quad \mathrm{d}_{A}^{\mathcal{L}} \leq \overline{\mathrm{d}}_{A}^{\mathcal{L}}$, v-a.e if $A$ is also $d^{\mathcal{L}}$-open.
PROPOSITION 4.5. $\quad \mathrm{d}_{A}^{\mathcal{L}} \geq \overline{\mathrm{d}}_{A}^{\mathcal{L}}$, v-a.e.
We need some preparation for the proof of the propositions above. Let us first briefly review the quasi-sure analysis. (See, e.g., [27] and [32] for references.) Let $L$ be the Ornstein-Uhlenbeck operator on $\mathcal{P} \mathfrak{g}$. For $p>1$ and $r \in \mathbb{Z}_{+}$, the Sobolev space $\mathbb{D}^{r, p}(\mathcal{P} \mathfrak{g})$ on $\mathscr{P} \mathfrak{g}$ is a range of the operator $(1-L)^{-r / 2}$ on $L^{p}(\mathcal{P} \mathfrak{g}, \lambda)$ with norm

$$
\|f\|_{r, p}=\left\|(1-L)^{r / 2} f\right\|_{L^{p}(\lambda)} .
$$

The associated capacity $\mathrm{Cap}_{r, p}^{\mathcal{P}}$ is defined by

$$
\operatorname{Cap}_{r, p}^{\mathscr{P} g}(O)=\inf \left\{\|f\|_{r, p} \mid f \in \mathbb{D}^{r, p}(\mathscr{P} \mathfrak{g}), f \geq 0 \lambda \text {-a.e. and } f \geq 1 \text { on } O \lambda \text {-a.e. }\right\}
$$

for open sets $O$ in $\mathcal{P g}$, and

$$
\operatorname{Cap}_{r, p}^{\mathcal{P g}}(A)=\inf \left\{\operatorname{Cap}_{r, p}^{\mathscr{P}}(O) \mid O: \text { open, } O \supset A\right\}
$$

for general sets $A$.
A function $f$ on $\mathscr{P} \mathfrak{g}$ is called ( $r, p$ )-quasicontinuous if there exists a sequence of closed sets $\left\{A_{k}\right\}_{k=1}^{\infty}$ of $\mathcal{P} \mathfrak{g}$ such that $\operatorname{Cap}_{r, p}^{\mathcal{P}}\left(\mathcal{P} \mathfrak{g} \backslash A_{k}\right)$ converges to 0 as $k \rightarrow \infty$ and $f$ is continuous on each $A_{k}$. A function $f$ is called $\infty$-quasicontinuous if $f$ is $(r, p)$-quasicontinuous for all $p>1$ and $r \in \mathbb{Z}_{+}$. We say that a certain assertion holds $\infty$-quasi everywhere ( $\infty$-q.e. for short) if it holds except a set of zero $(r, p)$-capacity for every $p>1$ and $r \in \mathbb{Z}_{+}$. Let $\mathbb{D}^{\infty}(\mathcal{P} \mathfrak{g})=\bigcap_{p>1, r \in \mathbb{Z}_{+}} \mathbb{D}^{r, p}(\mathcal{P} \mathfrak{g})$. Each function $f$ in $\mathbb{D}^{\infty}(\mathcal{P} \mathfrak{g})$ has an $\infty$-quasicontinuous modification, denoted by $\tilde{f}$ from now on. It is unique in the sense that if $\tilde{f}_{1}$ and $\tilde{f}_{2}$ are both $\infty$-quasicontinuous modifications, then $\tilde{f}_{1}=\tilde{f}_{2}, \infty$-q.e. When $\left\{f_{n}\right\}$ converges to $f$ in $\mathbb{D}^{\infty}(\mathcal{P a})$, we can take a subsequence $\left\{f_{n_{k}}\right\}$ such that its $\infty$-quasicontinuous modification $\left\{\tilde{f}_{n_{k}}\right\}$ converges to $\tilde{f}, \infty$-q.e.

The Itô map $I$ induces a measure-theoretical isometry between $(\mathscr{P} \mathfrak{g}, \lambda)$ and $(\mathcal{P} G, \mu)$. Accordingly, it induces Sobolev spaces $\mathbb{D}^{r, p}(\mathcal{P} G)$ on $\mathcal{P} G$. Then,
capacities $\mathrm{Cap}_{r, p}^{\mathcal{P} G}$ and quasi notions associated with them are also defined on $\mathcal{P} G$ in the same way as in $\mathcal{P} \mathfrak{g}$, and the same properties hold. Indeed, due to Shigekawa [40], $I$ has an $\infty$-quasicontinuous modification (which will be fixed hereafter) inducing a quasihomeomorphism between $\left(\mathcal{P a}_{\left.\mathfrak{g}, \mathrm{Cap}_{r, p}^{\mathcal{P}}\right)}\right.$ ) and $\left(\mathcal{P} G, \mathrm{Cap}_{r, p}^{\mathcal{P} G}\right)$, and $\mathcal{C}$ is dense in $\mathbb{D}^{r, p}(\mathcal{P} G)$ for every $p>1$ and $r \in \mathbb{Z}_{+}$. (For the precise definition of quasihomeomorphism, see [40].) Furthermore, $\mathcal{F}^{\mathcal{P}}=$ $\mathbb{D}^{1,2}(\mathcal{P} G)$ and it holds for $f \in \mathbb{D}^{1,2}(\mathcal{P} \mathfrak{g})$ that $\|D(f \circ I)\|=\left\|\nabla^{\mathcal{P}} f\right\|, \lambda$-a.e., where $D$ represents the $H$-derivative in the sense of Malliavin calculus (see also Gross [22]).

For each $x \in G$, there exists some $p>1$ and $r \in \mathbb{Z}_{+}$such that the conditional measure $\lambda_{x}$ of $\lambda$ given by $I(w)(T)=x$ can be realized by an element of the topological dual space of $\mathbb{D}^{r, p}(\mathscr{P} \mathfrak{g})$, and $\operatorname{Cap}_{r, p}^{\mathscr{P} g}(A)=0$ implies $\lambda_{x}(A)=0$. Accordingly, the conditional measure $\mu_{x}$ of $\mu$ given by $g(T)=x$ is identified with an element of the dual space of $\mathbb{D}^{r, p}(\mathscr{P} G)$, and $\operatorname{Cap}_{r, p}^{\mathscr{P}}(A)=0$ implies $\mu_{x}(A)=0$. The relation $\lambda_{x} \circ I^{-1}=\mu_{x}$ holds. Also, the following disintegration formula holds:

$$
\begin{equation*}
\int_{G}\left[\int_{\mathcal{P} G} f(g) \mu_{x}(d g)\right] p_{T}(x) m(d x)=\int_{\mathcal{P} G} f(g) \mu(d g) \tag{4.6}
\end{equation*}
$$

for any (bounded or positive) Borel function $f$ on $\mathcal{P} G$, where $m$ is the Haar measure on $G$ and $p_{T}$ is a density of the law of $I(\cdot)(T)$ with respect to $m$, which is a strictly positive function.

For each $v \in \mathcal{P} G, l_{v}$ denotes the multiplication of $v$ from the left-hand side: $\mathcal{P} G \ni g \mapsto l_{v} g=v g \in \mathcal{P} G$. The following theorem is due to Malliavin and Malliavin [31]. See also [38], Lemma 3.1, for the proof.

THEOREM 4.6. For each $v \in \mathcal{F} \mathcal{P} G$, the measure $\mu_{e} \circ l_{v}^{-1}$ is mutually absolutely continuous with respect to $\mu_{v(T)}$ and its Radon-Nikodym derivative $J_{v}:=\frac{d\left(\mu_{e} \circ l_{v}^{-1}\right)}{d \mu_{v(T)}}$ is given by

$$
J_{v}(u)=\frac{p_{T}(v(T))}{p_{T}(e)} \times j_{v} \circ I^{-1}(u)
$$

where

$$
j_{v}(w)=\exp \left(\int_{0}^{T}(\operatorname{Ad} I(w)(s))\left(v(s)^{-1} \dot{v}(s)\right) d w(s)-\frac{\|v\|_{\mathcal{P} G}^{2}}{2}\right)
$$

Here the $\infty$-quasicontinuous modification should be taken.
LEMmA 4.7. For each $x \in G$, there exists a nondecreasing function $\psi_{x}$ on $[0, \infty)$ such that $\left\|J_{v}\right\|_{L^{2}\left(\mu_{x}\right)} \leq \psi_{x}\left(\|v\|_{\mathcal{P} G}\right)$ for every $v \in \mathcal{F} \mathcal{P} G \cap \mathcal{P}_{\{x\}} G$.

Proof. Let $M_{v}=\int_{0}^{T}(\operatorname{Ad} I(w)(s))\left(v(s)^{-1} \dot{v}(s)\right) d w(s)$. From a standard argument in the proof of the differentiability of the solution of SDE such as
in [27], Chapter 5, Proposition 10.1, or [35], Theorem 2.2.2, $M_{v} \in \mathbb{D}^{\infty}(\mathcal{P} \mathfrak{g})$ and $\left\|M_{v}\right\|_{r, p} \leq c_{r, p}\|v v\|_{\mathcal{P} G}$ for some constant $c_{r, p}$ independent of $v$, for each $r \in \mathbb{Z}_{+}$ and $p>1$. Then, for $p$ and $r$ large enough,

$$
\left\|J_{v}\right\|_{L^{2}\left(\mu_{x}\right)}=\left\|j_{v}\right\|_{L^{2}\left(\lambda_{x}\right)} \leq \mathrm{const} \cdot\left\|j_{v}^{2}\right\|_{r, p}^{1 / 2} \leq \mathrm{const} \cdot\left\|\exp \left(2 M_{v}-\|v\|_{\mathcal{P} G}^{2}\right)\right\|_{r, p}^{1 / 2}
$$

We have

$$
\begin{aligned}
& \left\|\exp \left(2 M_{v}-\|v\|_{\mathscr{P} G}^{2}\right)\right\|_{L^{p}(\lambda)} \\
& \quad=\left(\int_{\mathbb{R}} \exp \left(2 p s-p\|v\|_{\mathscr{P} G}^{2}\right) \frac{1}{\sqrt{2 \pi\|v\|_{\mathcal{P} G}^{2}}} \exp \left(\frac{-s^{2}}{2\|v\| \|_{\mathcal{P} G}}\right) d s\right)^{1 / p} \\
& \quad=\exp \left((2 p-1)\|v\|_{\mathcal{P} G}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|D \exp \left(2 M_{v}-\|v\|_{\mathcal{P} G}^{2}\right)\right\|_{L^{p}(\lambda)} \\
& \quad=\left\|2\left(D M_{v}\right) \exp \left(2 M_{v}-\|v\|_{\mathcal{P} G}^{2}\right)\right\|_{L^{p}(\lambda)} \\
& \quad \leq 2\left\|M_{v}\right\|_{1,2 p}^{1 / 2}\left\|\exp \left(2 M_{v}-\|v\|_{\mathcal{P} G}^{2}\right)\right\|_{L^{2 p}(\lambda)}^{1 / 2} \\
& \quad \leq 2 c_{1,2 p}^{1 / 2}\|v\|_{\mathscr{P} G}^{1 / 2} \exp \left((2 p-1 / 2)\|v\|_{\mathcal{P} G}^{2}\right) .
\end{aligned}
$$

Inductively, we get a similar estimate of $\left\|\exp \left(2 M_{v}-\|v v\|_{\mathscr{P} G}^{2}\right)\right\|_{r, p}$ and reach the conclusion.

Take an open neighborhood $U$ of $e$ in $G$ so that $U$ is diffeomorphic to an open ball centered at 0 in $\mathfrak{g}$ via exp, the exponential map. The inverse map of exp will be denoted by Log. Recall that the map $H \ni h \mapsto h+\mathbf{e} \in \mathcal{P} G$ is denoted by $I_{0}$. Then the following result holds (see [23], Lemma 2.1, and its proof).

LEMMA 4.8. (i) For each $\varepsilon>0$, there exists a neighborhood $U_{\varepsilon}$ of e which is an image of an open ball centered at 0 in $\mathfrak{g}$ by $\exp$ and contained in $U$, enjoying the following property: if $v \in \mathcal{F} \mathcal{P} G$ satisfies $v(t) \in U_{\varepsilon}, t \in[0, T]$, then $\log v \in H$ and $\|\log v\| \leq(1+\varepsilon)\|v\|_{\mathcal{P} G}$.
(ii) There is an open ball $S$ in $H$ centered at 0 such that $I_{0}(S) \subset\{v \in \mathscr{P} G \mid$ $v(t) \in U, t \in[0, T]\}$ and $\chi:=\log \circ I_{0}$ is $C^{\infty}$-diffeomorphic from $S$ into $H$. Moreover, the Fréchet derivative $\chi^{\prime}$ satisfies $\chi^{\prime}(0)=\operatorname{Id}_{H}$.

In particular, we can take $\varepsilon_{0}>0$ such that $\left\{h \in H \mid\|h\| \leq \varepsilon_{0}\right\} \subset S \cap \chi(S)$ and

$$
\sup _{\|h\| \leq \varepsilon_{0},\|k\| \leq \varepsilon_{0}, h \neq k}\left(\frac{\|\chi(h)-\chi(k)\|}{\|h-k\|} \vee \frac{\left\|\chi^{-1}(h)-\chi^{-1}(k)\right\|}{\|h-k\|}\right)<\infty .
$$

REMARK 4.9. From this lemma, any open set in $\mathcal{P} G$ is $d^{\mathcal{P}}$-open. In addition, since $\|v\|_{\mathcal{P} G} \leq\|v\|_{\mathcal{L}_{G}}$ for $v \in \mathcal{F} \mathcal{L} G$, any open set in $\mathcal{L} G$ is $d^{\mathcal{L}}$-open.

### 4.3. Proofs of Propositions 4.2-4.4.

Proof of Proposition 4.2. (i) The condition (M0) follows from, for example, [24], Theorem 10.4. Let $h \in H_{0}$ with $\|h\| \leq \varepsilon_{0}$. Then, from Lemma 4.8, $c:=\sup _{0 \leq s \leq 1}\left\|e^{s h}\right\| \mathcal{P}_{G}=\sup _{0 \leq s \leq 1}\left\|\chi^{-1}(s h)\right\|<\infty$. Thus, by Lemma 4.7,

$$
\left\|\frac{d \mu_{e} \circ \theta_{s h}^{-1}}{d \mu_{e}}\right\|_{L^{2}\left(\mu_{e}\right)}=\left\|J_{e^{s h}}\right\|_{L^{2}\left(\mu_{e}\right)} \leq \psi_{e}(c) .
$$

Therefore, $\mu_{e}$ satisfies (M1). It is clear that (M2) holds.
(ii) The condition (M0) is proven in Theorem 4.14 of [13]. From Corollary 7.10, together with Theorem 7.4, Lemma 7.6 and Proposition 7.9 in [13], $\mu_{\text {heat }}$ satisfies (M1). The property (M2) is due to [14].

LEMMA 4.10. For each $\varepsilon \in\left(0, \varepsilon_{0}\right]$, there exists some constant $C_{0}=$ $C_{0}(\varepsilon)>0$ such that $\|v\|_{\mathcal{L} G} \leq C_{0}\|v\|_{\mathcal{P}_{G}}$ for all $v \in \mathscr{L} G$ with $\|v\|_{\mathcal{P} G} \leq \varepsilon$. Moreover, $C_{0}(\varepsilon)$ can be taken so that $\lim _{\varepsilon \rightarrow 0} C_{0}(\varepsilon)=1$.

Proof. Let $v \in \mathscr{L} G$ satisfy $\|v\|_{\mathcal{P} G} \leq \varepsilon$. Then $v(t) \in U$ for all $t \in[0, T]$ and $k=\log v \in H_{0}$ is well defined. Define $\gamma \in C([0,1] \rightarrow \mathcal{L} G)$ connecting $\mathbf{e}$ and $v$ in $\mathscr{L} G$ by

$$
\gamma(s)(t)=\exp (s k(t)), \quad s \in[0,1], t \in[0, T]
$$

Then

$$
\|v\|_{\mathscr{L} G}=d^{\mathscr{L}}(\mathbf{e}, v) \leq \ell(\gamma)=\sup _{\Delta} \sum_{i} d^{\mathcal{P}}\left(\gamma\left(s_{i-1}\right), \gamma\left(s_{i}\right)\right),
$$

where sup is taken for all finite partitions $\Delta=\left\{0=s_{0}<s_{1}<\cdots<s_{n}=1\right\}$.
Let $C(\varepsilon)=\sup _{h \in H, 0<\|h\| \leq \varepsilon}(\|\chi(h)\| /\|h\|) \vee\left(\left\|\chi^{-1}(h)\right\| /\|h\|\right)<\infty$. Then

$$
\begin{aligned}
d^{\mathcal{P}}\left(\gamma\left(s_{i-1}\right), \gamma\left(s_{i}\right)\right) & =\left\|\exp \left(s_{i-1} k(\cdot)\right) \exp \left(s_{i} k(\cdot)\right)^{-1}\right\|_{\mathcal{P} G} \\
& =\left\|\exp \left(\left(s_{i-1}-s_{i}\right) k(\cdot)\right)\right\|_{\mathcal{P} G} \\
& =\left\|\left(I_{0} \circ \chi^{-1}\right)\left(\left(s_{i-1}-s_{i}\right) k\right)\right\|_{\mathcal{P} G} \\
& =\left\|\chi^{-1}\left(\left(s_{i-1}-s_{i}\right) k\right)\right\| \\
& \leq C(\varepsilon)\left\|\left(s_{i-1}-s_{i}\right) k\right\| \\
& =C(\varepsilon)\left(s_{i}-s_{i-1}\right)\left\|\chi \circ I_{0}^{-1}(v)\right\| \\
& \leq C(\varepsilon)^{2}\left(s_{i}-s_{i-1}\right)\|v\|_{\mathcal{P} G}
\end{aligned}
$$

Therefore, we have

$$
\|v\|_{\mathscr{L} G} \leq \sup _{\Delta} \sum_{i} C(\varepsilon)^{2}\left(s_{i}-s_{i-1}\right)\|v\|_{\mathcal{P} G}=C(\varepsilon)^{2}\|v\|_{\mathcal{P} G}
$$

Moreover, $C(\varepsilon) \rightarrow 1$ as $\varepsilon \rightarrow 0$ since $\chi^{\prime}(0)=\operatorname{Id}_{H}$.
Lemma 4.11. Let $h \in H_{0}$. Then $e^{h} \in \mathcal{F} \mathscr{L} G$ and $\left\|e^{s h}\right\|_{\mathcal{L} G} /|s| \rightarrow\|h\|$ as $s \rightarrow 0$.

Proof. When $N$ is a sufficiently large integer, $e^{h / N} \in \mathcal{F} \mathscr{L} G$ by Lemmas 4.8 and 4.10. Then $\left\|e^{h}\right\|_{\mathscr{L} G} \leq \sum_{i=1}^{N} d^{\mathcal{L}}\left(e^{(i-1) h / N}, e^{i h / N}\right) \leq N\| \| e^{h / N} \|_{\mathcal{L} G}<\infty$. By virtue of Lemma 4.8,

$$
\lim _{s \rightarrow 0} \frac{\left\|e^{s h}\right\|_{\mathcal{P} G}}{|s|}=\lim _{s \rightarrow 0} \frac{\left\|\chi^{-1}(s h)\right\|}{|s|}=\|h\| .
$$

Since $\left\|e^{s h}\right\| \mathcal{P}_{G} \leq\left\|e^{s h}\right\|_{\mathcal{L} G} \leq C_{0}\left(\| \| e^{s h} \|_{\mathcal{P} G}\right)\left\|e^{s h}\right\|_{\mathcal{P} G}$ and $C_{0}\left(\left\|e^{s h}\right\|_{\mathcal{P} G}\right) \rightarrow 1$ as $s \rightarrow 0$ by Lemma 4.10, we obtain the second assertion.

Lemma 4.12. Both $\left(\mathcal{F} \mathcal{P} G, d^{\mathcal{P}}\right)$ and $\left(\mathcal{F} \mathcal{L} G, d^{\mathcal{L}}\right)$ are Polish spaces. Moreover, $\mathcal{F} \mathscr{L} G$ is closed in $\left(\mathcal{F} \mathcal{P} G, d^{\mathcal{P}}\right)$, and $\left(\mathcal{F} \mathcal{L} G, d^{\mathcal{L}}\right)$ is homeomorphic to $\left(\mathcal{F} \mathscr{L} G,\left.d^{\mathcal{P}}\right|_{\mathcal{F} \mathcal{L} G}\right)$.

Proof. Since $\left(\mathcal{F} \mathcal{P} G, d^{\mathcal{P}}\right)$ is homeomorphic to $H$, it is a Polish space. Suppose that a sequence $\left\{v_{n}\right\}$ in $\mathcal{F} \mathcal{L} G$ converges to $v$ in $\left(\mathcal{F} \mathcal{P} G, d^{\mathcal{P}}\right)$. Then $v \in$ $\mathscr{L} G$. For large $n, d^{\mathcal{P}}\left(v_{n}, v\right) \leq \varepsilon_{0}$. Then $d^{\mathscr{L}}\left(v_{n}, v\right) \leq C_{0} d^{\mathcal{P}}\left(v_{n}, v\right)$ by Lemma 4.10. Therefore, $\|v\|_{\mathcal{L} G} \leq\| \| v_{n} \|_{\mathcal{L} G}+C_{0} \varepsilon_{0}<\infty$, which means $v \in \mathcal{F} \mathcal{L} G$, and $v_{n} \rightarrow v$ in $\left(\mathcal{F} \mathscr{L} G, d^{\mathcal{L}}\right)$. Hence, $\mathcal{F} \mathscr{L} G$ is closed in $\left(\mathcal{F} \mathcal{P} G, d^{\mathcal{P}}\right)$ and $\left(\mathcal{F} \mathscr{L} G, d^{\mathcal{L}}\right)$ is homeomorphic to ( $\mathcal{F} \mathscr{L} G,\left.d^{\mathcal{P}}\right|_{\mathcal{F} \mathcal{L} G}$ ). In particular, $\left(\mathcal{F} \mathcal{L} G, d^{\mathcal{L}}\right.$ ) is a Polish space.

Proof of Proposition 4.3. Let $p: \mathcal{F} \mathcal{L} G \times \mathcal{L} G \rightarrow \mathcal{L} G$ be defined by $p(v, g)=v g$. This is a continuous map when $\mathcal{F} \mathscr{L} G$ and $\mathscr{L} G$ are equipped with distance $d^{\mathcal{L}}$ and $\rho$, respectively. For each $r>0,\left\{\overline{\mathrm{~d}}_{A}^{\mathcal{L}} \leq r\right\}=\bigcap_{n \in \mathbb{N}} p\left(B_{n} \times A\right)$, where

$$
B_{n}=\left\{v \in \mathcal{F} \mathcal{L} G \mid\|v\|_{\mathcal{L} G} \leq r+1 / n\right\} .
$$

Since $B_{n}$ is closed, it is a Polish space with relative topology by Lemma 4.12. Therefore, $\left\{\overline{\mathrm{d}}_{A}^{\mathcal{L}} \leq r\right\}$ is a countable intersection of Suslin sets and, in particular, universally measurable. This completes the proof.

LEMMA 4.13. Let $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ and $u$ belong to $\mathcal{F} \mathcal{P} G$ and let $\left\{g_{n}\right\}_{n \in \mathbb{N}}$ and $g$ belong to $\mathscr{P} G$. If $d^{\mathcal{P}}\left(u_{n}, u\right) \rightarrow 0$ and $d^{\mathcal{P}}\left(g_{n}, g\right) \rightarrow 0$ as $n \rightarrow \infty$, then $d^{\mathcal{P}}\left(u_{n} g_{n}, u g\right) \rightarrow 0$ as $n \rightarrow \infty$.

Proof. Let $w=u_{n} u^{-1}$ and $v=g_{n} g^{-1}$. Then, noting that $w^{-1} \dot{w}=(\operatorname{Ad} u) \times$ ( $u_{n}^{-1} \dot{u}_{n}-u^{-1} \dot{u}$ ), we have

$$
\begin{aligned}
d^{\mathcal{P}}\left(u_{n} g_{n}, u g\right)^{2} & =\left\|u_{n} v u^{-1}\right\|_{\mathscr{P} G}^{2} \\
& =\int_{0}^{T}\left|\left(u_{n} v u^{-1}\right)^{-1}\left(\dot{u}_{n} v u^{-1}+u_{n} \dot{v} u^{-1}-u_{n} v u^{-1} \dot{u} u^{-1}\right)\right|_{\mathfrak{g}}^{2} d t \\
& =\int_{0}^{T}\left|(\operatorname{Ad} u)\left\{\left(\operatorname{Ad} v^{-1}\right)\left(u_{n}^{-1} \dot{u}_{n}\right)+v^{-1} \dot{v}-u^{-1} \dot{u}\right\}\right|_{\mathfrak{g}}^{2} d t \\
& =\int_{0}^{T}\left|\left(\operatorname{Ad} v^{-1}-\operatorname{Id}_{\mathfrak{g}}\right)\left(u_{n}^{-1} \dot{u}_{n}\right)+v^{-1} \dot{v}+\left(\operatorname{Ad} u^{-1}\right)\left(w^{-1} \dot{w}\right)\right|_{\mathfrak{g}}^{2} d t .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
d^{\mathcal{P}}\left(u_{n} g_{n}, u g\right) \leq & \sup _{0 \leq t \leq T}\left\|\operatorname{Ad}\left(g(t) g_{n}(t)^{-1}\right)-\operatorname{Id}_{\mathfrak{g}}\right\|_{\mathfrak{g} \rightarrow \mathfrak{g}}\left\|u_{n}\right\| \mathcal{P}_{G} \\
& +d^{\mathcal{P}}\left(g_{n}, g\right)+d^{\mathcal{P}}\left(u_{n}, u\right)
\end{aligned}
$$

where $\|\cdot\|_{\mathfrak{g} \rightarrow \mathfrak{g}}$ means the operator norm from $\mathfrak{g}$ to $\mathfrak{g}$. The right-hand side converges to 0 since $\rho\left(g g_{n}^{-1}, \mathbf{e}\right) \rightarrow 0$ as $n \rightarrow \infty$ and Ade $=\operatorname{Id}_{\mathfrak{g}}$.

Lemma 4.14. For every $f \in \mathcal{F}^{\mathcal{L}}, 0 \leq a<b \leq 1$ and $h \in H_{0}^{\prime}$, it holds that

$$
\begin{equation*}
f\left(e^{b h} g\right)-f\left(e^{a h} g\right)=\int_{a}^{b}\left(\nabla^{\mathcal{L}} f\left(e^{s h} g\right) \mid h\right) d s, \quad \text { v-a.e. } \tag{4.7}
\end{equation*}
$$

REMARK 4.15. Since $v \circ \theta_{h}^{-1} \ll v$ for every $h \in H_{0}^{\prime}, f\left(e^{h}.\right)$ is a well-defined measurable function and independent of the choice of the $v$-version of $f$.

Proof. It is enough to prove (4.7) when $\|h\| \leq \delta_{0}$. Indeed, for general $h \in H_{0}^{\prime}$, take an integer $N$ so that $\|h / N\| \leq \delta_{0}$. Then

$$
\begin{aligned}
& f\left(e^{b h} g\right)-f\left(e^{a h} g\right) \\
& \quad=\sum_{j=1}^{N}\left\{f\left(e^{(b-a) h / N} e^{(b-a)(j-1) h / N+a h} g\right)-f\left(e^{(b-a)(j-1) h / N+a h} g\right)\right\} \\
& \quad=\sum_{j=1}^{N} \int_{0}^{b-a}\left(\nabla^{\mathcal{L}} f\left(e^{s h / N} e^{(b-a)(j-1) h / N+a h} g\right) \left\lvert\, \frac{h}{N}\right.\right) d s \\
& \quad=\sum_{j=1}^{N} \int_{(b-a)(j-1) / N+a}^{(b-a) j / N+a}\left(\nabla^{\mathcal{L}} f\left(e^{s h} g\right) \mid h\right) d s \\
& \quad=\int_{a}^{b}\left(\nabla^{\mathcal{L}} f\left(e^{s h} g\right) \mid h\right) d s
\end{aligned}
$$

When $f \in \mathcal{C}$, it is easy to see that (4.7) is true. For general $f$, fix $h \in H_{0}^{\prime}$ with $\|h\| \leq \delta_{0}$ and take a sequence $\left\{f_{n}\right\}$ in $\mathcal{C}$ converging to $f$ in $\mathcal{F}^{\mathcal{L}}$ and $v$-a.e. From the quasi-invariance of $v, f_{n}\left(e^{s h} g\right)$ converges to $f\left(e^{s h} g\right), v$-a.e. for each $s \in[0,1]$. Furthermore,

$$
\begin{aligned}
& \left\|\int_{a}^{b}\left\{\left(\nabla^{\mathcal{L}} f_{n}\left(e^{s h}\right) \mid h\right)-\left(\nabla^{\mathcal{L}} f\left(e^{s h}\right) \mid h\right)\right\} d s\right\|_{L^{1}(v)} \\
& \quad \leq\|h\| \int_{a}^{b}\| \| \nabla^{\mathcal{L}} f_{n}-\nabla^{\mathcal{L}} f\left\|\frac{d v \circ \theta_{s h}^{-1}}{d v}\right\|_{L^{1}(\nu)} d s \\
& \quad \leq\|h\| \mathcal{E}^{\mathcal{L}}\left(f_{n}-f, f_{n}-f\right)^{1 / 2} \int_{a}^{b}\left\|\frac{d v \circ \theta_{s h}^{-1}}{d v}\right\|_{L^{2}(v)} d s \\
& \quad \rightarrow 0 \quad \text { as } n \rightarrow \infty \quad[\text { by (M1)]. }
\end{aligned}
$$

Therefore, by letting $n \rightarrow \infty$ along an appropriate sequence in (4.7) with $f$ being replaced by $f_{n}$, we have (4.7) for $f \in \mathcal{F}^{\mathfrak{L}}$.

LEMMA 4.16. Let $f \in \mathcal{F}^{\mathscr{L}}$.
(i) If a v-version of $f$ is $d^{\mathscr{L}}$-Lipschitz continuous with $d^{\mathscr{L}}$-Lipschitz constant $K$, then $\left\|\nabla^{\mathcal{L}} f\right\| \leq K$, v-a.e.
(ii) If $\left\|\nabla^{\mathcal{L}} f\right\| \leq K$, v-a.e., then, for each $v \in \mathcal{F} \mathcal{L} G$ and $\varepsilon>0$, there is a $v^{\prime} \in \mathcal{F} \mathcal{L} G$ such that $d^{\mathcal{L}}\left(v, v^{\prime}\right)<\varepsilon, v \circ l_{v^{\prime}}^{-1} \ll v$ and

$$
\left|f\left(v^{\prime} g\right)-f(g)\right| \leq K(1+\varepsilon)\left(\|v\|_{\mathcal{L} G}+\varepsilon\right), \quad \text { v-a.e. } g .
$$

Proof. (i) Fix a Borel-measurable version of $\nabla^{\mathcal{L}} f$. For each $h \in H_{0}^{\prime}$ with $\|h\| \leq \delta_{0}$, define $\phi:(0,1) \times \mathcal{L} G \rightarrow \mathbb{R}$ by $\phi(s, g)=\left(\nabla^{\mathcal{L}} f\left(e^{s h} g\right) \mid h\right)$. By Lemma 4.14, for each $0<a<b<1$, for $v$-a.e. $g$,

$$
\begin{align*}
& \left|\frac{1}{b-a} \int_{a}^{b} \phi(s, g) d s\right|  \tag{4.8}\\
& \quad \leq \frac{1}{b-a}\left|f\left(e^{b h} g\right)-f\left(e^{a h} g\right)\right| \leq \frac{K}{b-a}\left\|e^{(b-a) h}\right\|_{\mathscr{L} G}
\end{align*}
$$

and the last term converges to $K\|h\|$ as $b-a \rightarrow 0$ by Lemma 4.11. Take $X_{1} \subset \mathscr{L} G$ such that $\nu\left(X_{1}\right)=1$ and (4.8) holds for all rational numbers $a$ and $b$ in ( 0,1 ) for $g \in X_{1}$. Since $\left\|\int_{0}^{1}|\phi(s, \cdot)| d s\right\|_{L^{1}(\nu)}<\infty$, we can take $X_{2} \subset X_{1}$ with full $v$-measure such that $\phi(\cdot, g) \in L^{1}((0,1))$ for any $g \in X_{2}$. By Lebesgue's density theorem, for each $g \in X_{2},|\phi(s, g)| \leq K\|h\|$ for every Lebesgue point $s$ of $\phi(\cdot, g)$, that is, for a.e. $s$ in $(0,1)$ with respect to the Lebesgue measure. From Fubini's theorem, for a.e. $s$ in $(0,1)$, for $v$-a.e. $g,|\phi(s, g)| \leq K\|h\|$. Fix such $s$. Then $\left|\left(\nabla^{\mathcal{L}} f(g) \mid h\right)\right|=|\phi(0, g)|=\left|\phi\left(s, e^{-s h} g\right)\right| \leq K\|h\|, v$-a.e. $g$. Since $H_{0}^{\prime}$ is dense in $H_{0}$, we get the conclusion.
(ii) Let $v \in \mathcal{F} \mathscr{L} G$ and $\varepsilon>0$. There exists a $\gamma \in C([0,1] \rightarrow \mathscr{L} G)$ connecting $\mathbf{e}$ and $v$ such that $\ell(\gamma) \leq\|v\|_{\mathcal{L} G}+\varepsilon / 2$. Let $\Delta=\left\{0=s_{0}<s_{1}<\cdots<s_{N}=1\right\}$ be a finite partition of $[0,1]$. Define $v_{i} \in \mathcal{F} \mathcal{P} G, i=1, \ldots, N$, by $v_{i}=\gamma\left(s_{i}\right) \gamma\left(s_{i-1}\right)^{-1}$. If $\max _{1 \leq i \leq N}\left(s_{i}-s_{i-1}\right)$ is sufficiently small, then $v_{i}(t) \in U_{\varepsilon}$ for every $i$ and $t \in[0, T]$, where $U_{\varepsilon}$ is given in Lemma 4.8(i). Let $h_{i}=\log v_{i} \in H_{0}$. Define $\tilde{\gamma} \in C([0,1] \rightarrow \mathcal{L} G)$ by $\tilde{\gamma}(0)=\mathbf{e}$ and

$$
\tilde{\gamma}(s)=e^{\left(s-s_{i-1}\right) h_{i} /\left(s_{i}-s_{i-1}\right)} \tilde{\gamma}\left(s_{i-1}\right) \quad \text { if } s \in\left[s_{i-1}, s_{i}\right], i=1, \ldots, N .
$$

Clearly, $\tilde{\gamma}\left(s_{i}\right)=\gamma\left(s_{i}\right), i=0,1, \ldots, N$. Therefore, we can take $h_{i}^{\prime} \in H_{0}^{\prime}$ near to $h_{i}$ so that $e^{h_{i}^{\prime}}(t) \in U_{\varepsilon}$ for $t \in[0, T]$ and $\gamma^{\prime} \in C([0,1] \rightarrow \mathcal{L} G)$ defined by $\gamma^{\prime}(0)=\mathbf{e}$ and

$$
\gamma^{\prime}(s)=e^{\left(s-s_{i-1}\right) h_{i}^{\prime} /\left(s_{i}-s_{i-1}\right)} \gamma^{\prime}\left(s_{i-1}\right) \quad \text { if } s \in\left[s_{i-1}, s_{i}\right], i=1, \ldots, N
$$

satisfies that $d^{\mathcal{P}}\left(\gamma\left(s_{i}\right), \gamma^{\prime}\left(s_{i}\right)\right) \leq \varepsilon /(4 N), i=1, \ldots, N$. Indeed, we can take $h_{i}^{\prime}$ such that $\gamma^{\prime}\left(s_{i}\right)=\left(\prod_{j=1}^{n_{i}} e^{\overline{h_{j}^{\prime}} / n_{j}}\right) \gamma^{\prime}\left(s_{i-1}\right)$ is sufficiently near to $\tilde{\gamma}\left(s_{i}\right)=$ $\left(\prod_{j=1}^{n_{i}} e^{h_{j} / n_{j}}\right) \tilde{\gamma}\left(s_{i-1}\right)$ in $\mathcal{F} \mathcal{P} G$ in view of Lemmas 4.8(ii) and 4.13, where $n_{i} \in \mathbb{N}$ is taken so that $\left\|h_{i}\right\|<\varepsilon_{0} n_{i}$. Let $v^{\prime}=\gamma^{\prime}(1)$. Then, from Lemmas 4.14 and 4.8(i),

$$
\begin{aligned}
\left|f\left(v^{\prime} g\right)-f(g)\right| & \leq \sum_{i=1}^{N}\left|f\left(\gamma^{\prime}\left(s_{i}\right) g\right)-f\left(\gamma^{\prime}\left(s_{i-1}\right) g\right)\right| \\
& =\sum_{i=1}^{N}\left|\int_{0}^{1}\left(\nabla^{\mathcal{L}} f\left(e^{h_{i}^{\prime}} \gamma^{\prime}\left(s_{i-1}\right) g\right) \mid h_{i}^{\prime}\right) d s\right| \\
& \leq \sum_{i=1}^{N} K\left\|h_{i}^{\prime}\right\| \\
& \leq \sum_{i=1}^{N} K(1+\varepsilon) d^{\mathcal{P}}\left(\gamma^{\prime}\left(s_{i}\right), \gamma^{\prime}\left(s_{i-1}\right)\right) \\
& \leq K(1+\varepsilon)\left(\varepsilon / 2+\sum_{i=1}^{N} d^{\mathcal{P}}\left(\gamma\left(s_{i}\right), \gamma\left(s_{i-1}\right)\right)\right) \\
& \leq K(1+\varepsilon)(\varepsilon / 2+\ell(\gamma)) \\
& \leq K(1+\varepsilon)\left(\|v\| \|_{\mathcal{L} G}+\varepsilon\right), \quad v-\text { a.e. } g .
\end{aligned}
$$

REMARK 4.17. As is seen from the proof above, assertion (ii) is strengthened to the following when we can take $H_{0}^{\prime}=H_{0}$ : if $\left\|\nabla^{\mathcal{L}} f\right\| \leq K$, $v$-a.e., then, for every $v \in \mathcal{F} \mathcal{L} G$, it holds that $v \circ l_{v}^{-1} \ll v$ and $|f(v g)-f(g)| \leq K\|v\|_{\mathscr{L} G}$, v-a.e. $g$.

Proof of Proposition 4.4. Let $N>0$. For each $v \in \mathcal{F} \mathcal{L} G$, let

$$
\rho_{v}(g)=\left\{\begin{array}{ll}
\mathrm{d}_{A}^{\mathcal{L}}(g) \wedge N, & \text { if } v g \in A, \\
\infty, & \text { otherwise },
\end{array} \quad g \in \mathscr{L} G\right.
$$

and

$$
\bar{\rho}_{v}(g)=\left\{\begin{array}{ll}
\|v\| \|_{\mathscr{L}} G, & \text { if } v g \in A, \\
\infty, & \text { otherwise, }
\end{array} \quad g \in \mathscr{L} G\right.
$$

Both are measurable functions. By Lemma 4.16(ii), each $v \in \mathcal{F} \mathcal{L} G$ has a sequence $\left\{v_{n}\right\}$ in $\mathcal{F} \mathcal{L} G$ such that $v_{n} \rightarrow v$ in $\mathcal{F} \mathcal{L} G, v \circ l_{v_{n}}^{-1} \ll v$ and

$$
\begin{equation*}
\left|\mathrm{d}_{A}^{\mathscr{L}}\left(v_{n} g\right) \wedge N-\mathrm{d}_{A}^{\mathscr{\&}}(g) \wedge N\right| \leq\left(1+n^{-1}\right)\left(\|v\|_{\mathscr{L} G}+n^{-1}\right), \quad \text { v-a.e. } g . \tag{4.9}
\end{equation*}
$$

Take a $v$-version of $\mathrm{d}_{A}^{\mathcal{L}}$ so that $\mathrm{d}_{A}^{\mathcal{L}}=0$ on $A$. Since $A$ is $d^{\mathcal{L}}$-open, $\mathrm{d}_{A}^{\mathcal{L}}\left(v_{n} g\right)=0$ for large enough $n$ if $v g \in A$. Therefore, letting $n \rightarrow \infty$ in (4.9), we have $\rho_{v}(g) \leq \bar{\rho}_{v}(g) v$-a.e. Take a countable dense set $\mathcal{L}_{0}$ of $\left(\mathcal{F} \mathcal{L} G, d^{\mathcal{L}}\right)$. From the $d^{\mathscr{L}}$-openness of $A$ again, we have

$$
\overline{\mathrm{d}}_{A}^{\mathcal{L}}(g)=\inf _{v \in \mathscr{L}_{0}} \bar{\rho}_{v}(g) \geq \inf _{v \in \mathscr{L}_{0}} \rho_{v}(g) \geq \mathrm{d}_{A}^{\mathscr{L}}(g) \wedge N, \quad v \text {-a.e. }
$$

Letting $N \rightarrow \infty$, we get $\overline{\mathrm{d}}_{A}^{\mathcal{L}}(g) \geq \mathrm{d}_{A}^{\mathcal{L}}(g)$, $v$-a.e.
4.4. Proof of Proposition 4.5. From the property of $\mathrm{d}_{A}^{\mathcal{L}}$, it is enough to prove that, for each $N>0, \overline{\mathrm{~d}}_{A}^{\mathcal{L}} \wedge N$ belongs to $\mathcal{F}^{\mathscr{L}}$ and $\left\|\nabla^{\mathcal{L}}\left(\overline{\mathrm{d}}_{A}^{\mathcal{L}} \wedge N\right)\right\| \leq 1, v$-a.e.

We note that $\overline{\mathrm{d}}_{A}^{\mathcal{L}}$ is $d^{\mathscr{L}}$-Lipschitz on $\mathscr{L} G$ with $d^{\mathscr{L}}$-Lipschitz constant (at most) 1 ; therefore, so is $\overline{\mathrm{d}}_{A}^{\mathcal{L}} \wedge N$. This is easily proven from the definition of $\overline{\mathrm{d}}_{A}^{\mathcal{L}}$. The rest to be proven is the following theorem of Rademacher type.

THEOREM 4.18. Let $f$ be a bounded measurable function on $\mathcal{L} G$ and $d^{\mathcal{L}}$-Lipschitz continuous. Then $f \in \mathcal{F}^{\mathcal{L}}$ and $\left\|\nabla^{\mathcal{L}} f\right\|$ is a.e. dominated by the $d^{\mathcal{L}}$-Lipschitz constant of $f$.

By virtue of Lemma 4.16, we need only to prove that $f \in \mathcal{F}^{\mathcal{L}}$. Let $|f| \leq M$ everywhere. For the proof, we will extend $f$ to a neighborhood of $\mathcal{L} G$ in $\mathcal{P} G$, following an idea by Gross [22]. Since $\left|\log \left(\left(\exp b_{1}\right)\left(\exp \left(b_{2}-b_{1}\right)\right)\right)\right|_{\mathfrak{g}} \geq$ const $\times$ $\left|b_{2}\right|_{\mathfrak{g}}$ for $b_{1}$ and $b_{2}$ sufficiently near to 0 in $\mathfrak{g}$, we can take $\varepsilon^{\prime}>0$ such that $V_{0}:=\left\{\left.\exp a| | a\right|_{\mathfrak{g}}<\varepsilon^{\prime}\right\}$ satisfies $V_{0} V_{0}^{-1} \subset U$ and

$$
\sup _{|b|_{\mathfrak{g}}<\varepsilon^{\prime},\left|b^{\prime}\right|_{\mathfrak{g}}<\varepsilon^{\prime}, b \neq b^{\prime}} \frac{\left|b-b^{\prime}\right|_{\mathfrak{g}}}{\left|\log \left((\exp b)\left(\exp \left(-b^{\prime}\right)\right)\right)\right|_{\mathfrak{g}}}<\infty
$$

For each $x \in V_{0}$, set $w_{x} \in \mathcal{P} G$ by $w_{x}(t)=\exp ((t / T) \log x), t \in[0, T]$. Define a function $f_{1}$ on $\mathscr{P}_{V_{0}} G$ by $f_{1}(g)=f\left(w_{g(T)}^{-1} g\right)$. Since the map $g \mapsto w_{g(T)}^{-1} g$ is continuous from $\left(\mathcal{P}_{V_{0}} G, \rho\right)$ to ( $\left.\mathcal{L} G, \rho\right)$, $f_{1}$ is a universally measurable function.

Lemma 4.19. The function $f_{1}$ is $d^{\mathcal{P}}$-Lipschitz on $\mathcal{P}_{V_{0}} G$.

Proof. Suppose that $g_{1}, g_{2} \in \mathcal{P}_{V_{0}} G$ satisfy $d^{\mathcal{P}}\left(g_{1}, g_{2}\right) \leq \varepsilon_{0}$. In the following, $c_{i}$ denotes a constant independent of $g_{1}$ and $g_{2}$. Set $v=g_{1} g_{2}^{-1} \in \mathcal{P} G$, $\xi_{i}=w_{g_{i}(T)}^{-1} \in \mathscr{P} G, a_{i}=T^{-1} \log g_{i}(T) \in \mathfrak{g}, i=1,2$. Then, utilizing the calculation in the proof of Lemma 4.13, we have $\left\|\left\|\xi_{1}\right\|_{\mathcal{P} G}=\sqrt{T}\left|a_{1}\right|_{\mathfrak{g}}, d^{\mathcal{P}}\left(\xi_{1}, \xi_{2}\right)=\right.$ $\sqrt{T}\left|a_{1}-a_{2}\right|_{\mathfrak{g}}$ and

$$
\begin{gathered}
d^{\mathcal{P}}\left(\xi_{1} g_{1}, \xi_{2} g_{2}\right) \leq \sup _{t \in[0, T]}\left\|\operatorname{Ad} v(t)^{-1}-\operatorname{Id}_{\mathfrak{g}}\right\|_{\mathfrak{g} \rightarrow \mathfrak{g}} \sqrt{T}\left|a_{1}\right|_{\mathfrak{g}} \\
+d^{\mathcal{P}}\left(g_{1}, g_{2}\right)+\sqrt{T}\left|a_{1}-a_{2}\right|_{\mathfrak{g}}
\end{gathered}
$$

Since Ad is differentiable, the first term is dominated by $c_{1} \sup _{t \in[0, T]}|\log v(t)|_{\mathfrak{g}} \times$ $\left|a_{1}\right|_{\mathfrak{g}}$. By Lemmas 4.1 and 4.8, this is further dominated by $c_{2} d^{\mathcal{P}}\left(g_{1}, g_{2}\right)$. We also have

$$
\begin{aligned}
\left|a_{1}-a_{2}\right|_{\mathfrak{g}} & \leq c_{3}\left|\log \left(\exp \left(T a_{1}\right) \exp \left(-T a_{2}\right)\right)\right|_{\mathfrak{g}}=c_{3}\left|\log \left(g_{1}(T) g_{2}(T)^{-1}\right)\right|_{\mathfrak{g}} \\
& \leq c_{4}\left\|\log \left(g_{1} g_{2}^{-1}\right)\right\|=c_{4}\left\|\chi \circ I_{0}^{-1}\left(g_{1} g_{2}^{-1}\right)\right\| \leq c_{5} d^{\mathcal{P}}\left(g_{1}, g_{2}\right)
\end{aligned}
$$

Therefore, $d^{\mathcal{P}}\left(\xi_{1} g_{1}, \xi_{2} g_{2}\right) \leq c_{6} d^{\mathcal{P}}\left(g_{1}, g_{2}\right)$ for some $c_{6} \geq 1$.
Now, when $d^{\mathcal{P}}\left(g_{1}, g_{2}\right) \leq \varepsilon_{0} / c_{6}$, we have, by Lemma 4.10,

$$
\begin{aligned}
\left|f_{1}\left(g_{1}\right)-f_{1}\left(g_{2}\right)\right| & =\left|f\left(\xi_{1} g_{1}\right)-f\left(\xi_{2} g_{2}\right)\right| \leq d^{\mathcal{L}}\left(\xi_{1} g_{1}, \xi_{2} g_{2}\right) \\
& \leq C_{0} d^{\mathcal{P}}\left(\xi_{1} g_{1}, \xi_{2} g_{2}\right) \leq C_{0} c_{6} d^{\mathcal{P}}\left(g_{1}, g_{2}\right)
\end{aligned}
$$

When $d^{\mathcal{P}}\left(g_{1}, g_{2}\right)>\varepsilon_{0} / c_{6}$, we have $\left|f_{1}\left(g_{1}\right)-f_{1}\left(g_{2}\right)\right| \leq 2 M \leq\left(2 M c_{6} / \varepsilon_{0}\right) \times$ $d^{\mathcal{P}}\left(g_{1}, g_{2}\right)$.

Denote by $C_{2}$ the $d^{\mathcal{P}}$-Lipschitz constant of $\left.f_{1}\right|_{\mathcal{P}_{0} G}$. Take neighborhoods $V_{1}$ and $V_{2}$ of $e$ in $G$ such that $\overline{V_{2}} \subset V_{1}$ and $\overline{V_{1}} \subset V_{0}$. Fix a $C^{\infty}$-function $\Psi$ on $G$ so that $0 \leq \Psi \leq 1$ on $G, \Psi=1$ on $V_{2}$ and $\Psi=0$ on $G \backslash V_{1}$. A function $F$ on $\mathcal{P} G$ will be defined by

$$
F(g)= \begin{cases}f_{1}(g) \Psi(g(T)), & \text { if } g \in \mathcal{P}_{V_{0}} G \\ 0, & \text { otherwise }\end{cases}
$$

Clearly, $F$ is universally measurable. From Lemmas 4.1 and 4.8, $d:=\inf \left\{d^{\mathcal{P}}(g\right.$, $\left.\left.g^{\prime}\right) \mid g \in \mathcal{P}_{V_{1}} G, g^{\prime} \in \mathcal{P}_{G \backslash V_{0}} G\right\}>0$ and the function $\mathcal{P} G \ni g \mapsto \Psi(g(T)) \in \mathbb{R}$ is $d^{\mathcal{P}}$-Lipschitz continuous. Let $C_{3}$ be its $d^{\mathcal{P}}$-Lipschitz constant.

LEMMA 4.20. $\quad F \in \mathcal{F}^{\mathcal{P}}$ and $\left\|\nabla^{\mathcal{P}} F\right\|$ is $\mu$-essentially bounded.
Proof. We first prove that $F$ is $d^{\mathcal{P}}$-Lipschitz continuous. When $g, g^{\prime} \in$ $\mathcal{P}_{V_{0}} G$,

$$
\begin{aligned}
\left|F(g)-F\left(g^{\prime}\right)\right| & \leq\left|\left(f_{1}(g)-f_{1}\left(g^{\prime}\right)\right) \Psi(g(T))\right|+\left|f_{1}\left(g^{\prime}\right)\left(\Psi(g(T))-\Psi\left(g^{\prime}(T)\right)\right)\right| \\
& \leq\left|f_{1}(g)-f_{1}\left(g^{\prime}\right)\right|+M\left|\Psi(g(T))-\Psi\left(g^{\prime}(T)\right)\right| \\
& \leq\left(C_{2}+M C_{3}\right) d^{\mathcal{P}}\left(g, g^{\prime}\right)
\end{aligned}
$$

When $g \in \mathcal{P}_{V_{1}} G$ and $g^{\prime} \in \mathcal{P}_{G \backslash V_{0}} G$,

$$
\left|F(g)-F\left(g^{\prime}\right)\right|=|F(g)| \leq M \leq M d^{-1} d^{\mathcal{P}}\left(g, g^{\prime}\right)
$$

When $g, g^{\prime} \in \mathcal{P}_{G \backslash V_{1}} G,\left|F(g)-F\left(g^{\prime}\right)\right|=0$.
Now the assertions of the lemma are proven in the same way as in [4], Lemma 3.1. We will give it for completeness. Let $C_{4}$ be the $d^{\mathcal{P}}$-Lipschitz constant of $F$.

For each $h \in H$, it holds that

$$
I(w+h)=h+I(w), \quad \lambda \text {-a.e. } w .
$$

Indeed, by Itô's formula, $v(t):=\left(I(w+h) I(w)^{-1}\right)(t)$ satisfies $v(0)=0$ and $v^{-1} \dot{v}=(\operatorname{Ad} I(w)) \dot{h}$. Then
$|(F \circ I)(w+h)-(F \circ I)(w)|=|F(h+I(w))-F(I(w))| \leq C_{4}\|h\|, \quad \lambda$-a.e.
From [5], Theorem 2.4, or [16], Theorem, $F \circ I \in \mathbb{D}^{1,2}(\mathcal{P g})$ and $\|D(F \circ I)\| \leq C_{4}$, $\lambda$-a.e. This implies that $F \in \mathcal{F}^{\mathcal{P}}$ and $\left\|\nabla^{\mathcal{P}} F\right\| \leq C_{4}$, $\mu$-a.e.

We note that $F$ is everywhere defined, not only almost everywhere.
Let $T_{t}^{\mathcal{P}}$ and $\mathcal{L}^{\mathcal{P}}$ be the semigroup and its generator associated with $\left(\mathcal{E}^{\mathcal{P}}, \mathcal{F}^{\mathcal{P}}\right)$. As in the case of Wiener spaces, for $t>0$, both $T_{t}^{\mathcal{P}} F$ and $\left\|\nabla^{\mathcal{P}} T_{t}^{\mathcal{P}} F\right\|^{2}$ belong to $\mathbb{D}^{\infty}(\mathcal{P} G)$, and $\left\|\nabla^{\mathcal{P}} T_{t}^{\mathcal{P}} F\right\| \leq e^{-t / 2} T_{t}^{\mathcal{P}}\left(\left\|\nabla^{\mathcal{P}} F\right\|\right) \leq C_{4}$, $\mu$-a.e. Then $\left\|\nabla^{\mathcal{P}} T_{t}^{\mathcal{P}} F\right\|$ has an $\infty$-quasicontinuous modification and it is dominated by $C_{4}, \infty$-q.e. From now on, we always take such a modification when we can. We also fix an $\infty$-quasicontinuous modification $\widetilde{T_{t}^{\mathcal{P}} F}$ for each $t>0$. Take a subsequence $\left\{t_{n}\right\}$ decreasing to 0 so that $\widetilde{T_{t_{n}}^{\mathcal{P}} F} \rightarrow F$, $\mu$-a.e. Let $F_{n}=\widetilde{T_{t_{n}}^{\mathcal{P}} F}$. Then, by taking account of the disintegration (4.6), there is an $m$-null set $G_{0}$ of $G$ such that $F_{n} \rightarrow F$, $\mu_{x}$-a.e. for every $x \in G \backslash G_{0}$, where $m$ is the Haar measure on $G$. Take and fix $x \in V_{2} \backslash G_{0}$. Let $a=\log x$. For a function $\phi$ on $\mathcal{P} G$, define $\phi^{x}(g)=\phi\left(w_{x} g\right)$.

LEmmA 4.21. There exists a constant $C_{5} \geq 1$ such that, for every $\phi \in \mathcal{C}$,

$$
\left\|\nabla^{\mathcal{P}} \phi^{x}(g)\right\| \leq C_{5}\left\|\nabla^{\mathcal{P}} \phi\left(w_{x} g\right)\right\|, \quad g \in \mathcal{P} G .
$$

Proof. Clearly, $\phi^{x} \in \mathcal{C}$ if $\phi \in \mathcal{C}$. Let $h \in H$ and $\varepsilon>0$ small. Then $w_{x} e^{\varepsilon h}=e^{v} w_{x}$, where $v=\log \left(w_{x} e^{\varepsilon h} w_{x}^{-1}\right)=\left(\operatorname{Ad} w_{x}\right)(\varepsilon h)=\varepsilon\left(\operatorname{Ad} w_{x}\right)(h)$. Since $\left(\operatorname{Ad} w_{x}\right)(h)(t)=e^{\operatorname{ad}(t a / T)} h(t)=e^{(t / T) \operatorname{ad} a} h(t)$,

$$
\frac{d}{d t}\left(\operatorname{Ad} w_{x}\right)(h)(t)=\left(\operatorname{Ad} w_{x}(t)\right)\left\{\frac{(\operatorname{ad} a) h(t)}{T}+\dot{h}(t)\right\}
$$

Hence, there exists some constant $C_{5}$ independent of $h$ such that $\left\|\left(\operatorname{Ad} w_{x}\right) h\right\| \leq$ $C_{5}\|h\|$. Since

$$
\begin{aligned}
\varepsilon^{-1}\left(\phi^{x}\left(e^{\varepsilon h} g\right)-\phi^{x}(g)\right) & =\varepsilon^{-1}\left(\phi\left(w_{x} e^{\varepsilon h} g\right)-\phi\left(w_{x} g\right)\right) \\
& =\varepsilon^{-1}\left(\phi\left(e^{\varepsilon\left(\operatorname{Ad} w_{x}\right) h} w_{x} g\right)-\phi\left(w_{x} g\right)\right) \\
& \rightarrow\left(\nabla^{\mathcal{P}} \phi\left(w_{x} g\right) \mid\left(\operatorname{Ad} w_{x}\right) h\right) \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

we get the conclusion.

For each $n$, take a sequence of functions $\left\{F_{n, l}\right\}_{l \in \mathbb{N}}$ in $\mathcal{C}$ converging to $F_{n}$ in $\mathbb{D}^{\infty}(\mathcal{P} G)$. Since $\left\|\nabla^{\mathcal{P}}\left(F_{n, l}-F_{n}\right)\right\|^{2} \rightarrow 0$ in $\mathbb{D}^{\infty}(\mathcal{P} G)$, we have

$$
\int\left(\left\|\nabla^{\mathcal{P}} F_{n, l}-\nabla^{\mathcal{P}} F_{n, m}\right\|^{2}+\left|F_{n, l}-F_{n, m}\right|^{2}\right)^{p} d \mu_{x} \rightarrow 0 \quad \text { as } l \geq m \rightarrow \infty
$$

for all $p>1$. Take $p^{\prime}>1$ so that $d \nu / d \mu_{e} \in L^{p^{\prime}}\left(\mu_{e}\right)$. Let $q^{\prime}=p^{\prime} /\left(p^{\prime}-1\right)$. Then

$$
\begin{aligned}
& \int\left(\left\|\nabla^{\mathcal{L}} F_{n, l}^{x}-\nabla^{\mathcal{L}} F_{n, m}^{x}\right\|^{2}+\left|F_{n, l}^{x}-F_{n, m}^{x}\right|^{2}\right) d v \\
& \leq \int\left(\left\|\nabla^{\mathcal{P}} F_{n, l}^{x}-\nabla^{\mathcal{P}} F_{n, m}^{x}\right\|^{2}+\left|F_{n, l}^{x}-F_{n, m}^{x}\right|^{2}\right) d v \\
& \leq \\
& \quad \int\left(C_{5}^{2}\left\|\nabla^{\mathcal{P}} F_{n, l}\left(w_{x} g\right)-\nabla^{\mathcal{P}} F_{n, m}\left(w_{x} g\right)\right\|^{2}\right. \\
& \left.\quad+\left|F_{n, l}\left(w_{x} g\right)-F_{n, m}\left(w_{x} g\right)\right|^{2}\right) \frac{d v}{d \mu_{e}}(g) \mu_{e}(d g) \\
& \leq \\
& \quad C_{5}^{2}\left\{\int \left(\left\|\left(\nabla^{\mathcal{P}} F_{n, l}-\nabla^{\mathcal{P}} F_{n, m}\right)\left(w_{x} g\right)\right\|\right.\right. \\
& \left.\left.\quad+\left|\left(F_{n, l}-F_{n, m}\right)\left(w_{x} g\right)\right|\right)^{2 q^{\prime}} \mu_{e}(d g)\right\}^{1 / q^{\prime}} \\
& \\
& \quad \times\left\|\frac{d v}{d \mu_{e}}\right\|_{L^{p^{\prime}}\left(\mu_{e}\right)} \\
& \leq \\
& C_{5}^{2}\left\{\int\left(\left\|\nabla^{\mathcal{P}} F_{n, l}-\nabla^{\mathcal{P}} F_{n, m}\right\|+\left|F_{n, l}-F_{n, m}\right|\right)^{2 q^{\prime}} d \mu_{e} \circ l_{w_{x}}^{-1}\right\}^{1 / q^{\prime}} \\
& \\
& \quad \times\left\|\frac{d v}{d \mu_{e}}\right\|_{L^{p^{\prime}}\left(\mu_{e}\right)} \\
& \leq \\
& C_{5}^{2}\left\{\int\left(\left\|\nabla^{\mathcal{P}} F_{n, l}-\nabla^{\mathcal{P}} F_{n, m}\right\|+\left|F_{n, l}-F_{n, m}\right|\right)^{4 q^{\prime}} d \mu_{x}\right\}^{1 / 2 q^{\prime}} \\
& \quad \times\left\|J_{w_{x}}\right\|_{L^{2}\left(\mu_{x}\right)}^{1 / q^{\prime}}\left\|\frac{d v}{d \mu_{e}}\right\|_{L^{p^{\prime}}\left(\mu_{e}\right)} \\
& \rightarrow
\end{aligned}
$$

Therefore, $\left\{F_{n, l}^{x}\right\}_{l \in \mathbb{N}}$ is a Cauchy sequence in $\mathcal{F}^{\mathscr{L}}$ and the limit should be $F_{n}^{x}$. By taking a suitable subsequence (and $\infty$-quasicontinuous modification), we may assume that $\nabla^{\mathcal{L}} F_{n, l}^{x} \rightarrow \nabla^{\mathcal{L}} F_{n}^{x}$, v-a.e. and $\left\|\nabla^{\mathcal{P}} F_{n, l}\right\| \rightarrow\left\|\nabla^{\mathcal{P}} F_{n}\right\|, \infty$-q.e.,
in particular, $\mu_{e} \circ l_{w_{x}}^{-1}$-a.e. Then

$$
\begin{aligned}
\left\|\nabla^{\mathcal{L}} F_{n}^{x}(g)\right\| & =\lim _{l \rightarrow \infty}\left\|\nabla^{\mathcal{L}} F_{n, l}^{x}(g)\right\| \leq \liminf _{l \rightarrow \infty}\left\|\nabla^{\mathcal{P}} F_{n, l}^{x}(g)\right\| \\
& \leq C_{5} \liminf _{l \rightarrow \infty}\left\|\nabla^{\mathcal{P}} F_{n, l}\left(w_{x} g\right)\right\| \\
& =C_{5}\left\|\nabla^{\mathcal{P}} F_{n}\left(w_{x} g\right)\right\| \leq C_{4} C_{5}, \quad \text { v-a.e. }
\end{aligned}
$$

In particular, $\left\{F_{n}^{x}\right\}_{n \in \mathbb{N}}$ is bounded in $\mathcal{F}^{\mathcal{L}}$. Noticing that $F_{n}^{x} \rightarrow F^{x} \mu_{x} \circ l_{w_{x}}^{-1}$-a.e., hence $\mu_{e^{-}}$-a.e., that is, $v$-a.e., we have $F^{x} \in \mathcal{F}^{\mathscr{L}}$ from the Banach-Saks theorem. But, since $F^{x}=f$ on $\mathscr{L} G$ from the way of constructing of $F^{x}$, we conclude $f \in \mathscr{F}^{\mathcal{L}}$. This finishes the proof of Theorem 4.18 and hence Proposition 4.5.

REMARK 4.22. (i) We will temporarily write $\mathcal{L} G^{(T)}$ for the loop group to emphasize the parameter $T$. For each $T>0$, we can consider the heat kernel measure $\mu_{\text {heat }, T}$, which is the law at time $T$ of the Brownian motion on $\mathcal{L} G^{(1)}$. The induced measure of $\mu_{\text {heat }, T}$ by the map

$$
\mathcal{L} G^{(1)} \ni g \mapsto(t \mapsto g(t / T)) \in \mathscr{L} G^{(T)}
$$

is proven to be absolutely continuous with respect to the pinned Wiener measure on $\mathscr{L} G^{(T)}$ by Driver and Srimurthy [14]. Since conditions (M0) and (M1) hold for such measures (see the same reference in the proof of Proposition 4.2), we can show that the claim in Theorem 1.5 is true also for $\mu_{\text {heat }, T}$.
(ii) Fang and Zhang [19] gave a large deviation estimate for the Brownian motion on $\mathscr{L} G$ with $\mu_{\text {heat }}$. We should note that the rate function there is highly relevant to the $d^{\mathcal{P}}$-length defined by (4.3).
(iii) Aida [1] proved the essential self-adjointness of the generator of $\left(\mathcal{E}^{\mathcal{L}}, \mathcal{F}^{\mathscr{L}}\right)$ when $v$ is the pinned Wiener measure. Utilizing this fact might simplify the proof of Theorem 1.5.
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