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AN EQUIVALENCE OF H_; NORMS
FOR THE SIMPLE EXCLUSION PROCESS!'

BY SUNDER SETHURAMAN
Iowa State University

Resolvent H_j norms with respect to simple exclusion processes play
an important role in many problems with respect to additive functionals,
tagged particles, and hydrodynamics, among other concerns. Here, general
translation-invariant finite-range simple exclusion processes with and without
a distinguished particle are considered. For the standard system of indistin-
guishable particles, it is proved that the corresponding H_ 1 norms are equiv-
alent, in a sense, to the H_; norms of a nearest-neighbor system. The same
result holds for systems with a distinguished particle in dimensions d > 2.
However, in dimension d = 1, this equivalence does not hold. An application
of the H_1 norm equivalence to additive functional variances is also given.

1. Introduction. Consider the following formal L? setting. Let {n(¢):t > 0}
be a Markov process on a state space X. Let T; : L%(X) > L%*(X) be the semigroup
operator, and L the infinitesimal generator. Let also = be an ergodic invariant
measure for the process.

A basic problem is to investigate the long term behavior of additive functionals
Agr(t) = fé f(n(s))ds where f € L?(X) is a function on the state space. For
instance, when f(n) = 1p, the additive functional A /() is the occupation time
of the set B C X. When starting under equilibrium 7, we have Af(¢)/t —
E;[f]as.;m ast 1 oo by the ergodic theorem. Naturally, then, one asks about the
diffusive behavior for the centered functionals, in particular, with a view toward
central limit theorems, whether the variance,

62(f) = Ex[(Af(t) — Ex[A;(1)])?]

is O(t). To simplify notation, let us assume now that f is a mean-zero function,
E[f]=0. Then, from translation invariance under v, we can rewrite the scaled
variance, atz( f)/t, as

1 t

SB[ 430] =2 [ (1 =s/DE[ (0D f (r(s))]ds

(L.1)

=2 [((1 = 5/ ExlfT; f1ds.
0
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However, without estimates on 73, it is not clear that the limit of the last expression
even exists, much less is finite as ¢ tends to infinity, but when the process is
reversible with respect to 7, we have that

(1.2) Ex[fTf1= Ex[(Ts2f)*] > 0.

In this case, the scaled variance (1.1) increases mononotically as ¢ 1 oo to the sum
of correlations, 2 fooo E.[fTsf1ds, well defined as an extended real number. This
limit variance can also be identified through resolvent equations. Recall, for A > 0,
that the resolvent equation

}»I/l)L — Ll/t)L = f
has solution

w () =n—-L)'f
_ /0 T e F () d.

Using (1.2) again, we now have the limit variance equals
o0 o0
2/ En[fT, flds = 21im/ e ELfT, flds
0 A0Jo
=2lmE,[f(>— L)' f1.
lim xLf( ) f]

This last expression equals 2E [ f (—=L)~! f1 which can be understood through
spectral representation of L.

For the general (nonreversible) process, though, E [ fT f] is not necessarily
positive, and the above derivations are heuristic. However, the resolvent equation
and some martingale computations do lead to a useful variance bound for the
general process at time ¢ [cf. Kipnis and Landim (1999), Proposition 11.6.1;
Sethuraman (2000), Lemma 3.9]. Indeed, denote by M, (¢) the martingale,
M, (t) =u)(n()) —u,(n(0)) — f(; Lu;, (n(s))ds, with respect to process o -fields
and write

([ f(n(s))ds)z} <e{([ “‘““)2]

3 2, 3
+ 2 Ex [ (12 0(0) =, (n(0)) "] + T Ex [ME(0)].
By stationarity and quadratic variation estimates, the right-hand side is less than
3
(W2 Ex (3] 4 2B (1] + 6 Exlus (— Luy)1.

We are free to choose now A = 1/¢ so that the above expression is further bounded
by

6E-[((1/t)us, — Luy)uy] +3E-[(1/0)us] <9E[f(1/t —L)~' f1.
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The point of this derivation is that, at the very least, to get a priori bounds on the
variance, it makes sense to study E[ (A — L)™' f] for small A > 0. In this way,
“O(t)” results can be shown for the variance 0,2( -

To this end, it is natural to introduce “H_;” norms and the Hilbert space

H_{ (A, —L) = completion{¢ test: Ex[f(A — L 'fl1< oo}

with norm || f||-1 (A, —L) = \/E,, [f(A — L)1 f] and associated innerproduct by

polarization. In this framework, then, the variances can be bounded,

limsup 1o (f) <9limsup || f||*; (A, —L).
t1oo 240

However, this is as far as one can go in this abstraction. To proceed further, one
must invoke special features of the process considered to handle these H_1 norms.
In particular, the subject of this paper is an estimate for the H_; norms with respect
to two types of simple exclusion particle processes.

The standard simple exclusion process follows the motion of a collection of
indistinguishable particles each moving as a random walk on Z¢ with the provision
that jumps to already occupied vertices are suppressed. A related exclusion process
distinguishes one of the particles, “tagging” it, and follows the motion of the other
“environment” particles in its reference frame. These models have proved fruitful
in providing a nontrivial setting with a conservation law where some computation
for many physical phenomena such as queuing traffic and fluid flow is allowed
[Liggett (1999)].

The ergodic invariant measures for these processes depend on the jump-rates of
the underlying random walk dynamics {p(i, j) :i, j € Z¢}. In this article, we focus
upon finite-range translation-invariant jump rates, that is when p(i, j) = p(j — i),
and p(i) =0 for |i| > R, some R. For the standard and environment exclusion
models with finite-range translation-invariant rates, there exist in fact many ergodic
invariant measures. For each type of process, one of these measures is fixed for the
duration of the article.

In the following, we will say that p and the associated exclusion process are
“nearest-neighbor” when the range R = 1. Also, we denote by the vector r(p) the
drift of the jump rate p, r(p) =>_;ip(i).

The purpose of this note is to compare the H_; norms for both types
of exclusion processes with finite-range translation-invariant rates with the
H_1 norms for certain associated nearest-neighbor models. These associated
exclusion processes are those with nearest-neighbor jump rates with the same drift
as the finite-range processes. That is, let el e2, ..., e be the standard basis vectors
in Z4, and define the nearest-neighbor jump rate py, for 1 <[/ <d, by

max[+e - r(p), 0], when e’ - r(p) #0,

+el) =
i) 1, when e’ - r(p) =0.
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FIG. 1. Resolution of a possible p to p ind =2.

Note that the drifts of p; and p are equal, r(p1) =r(p) =Y _; ip(i) (see Figure 1).
Let L denote the generator of standard simple exclusion with rates p;. Our main
result is to show, for some constant C, the equivalence of norms in all dimensions
d > 1 (Theorem 2.1),

CH 1D L) - -1k, —L) C| - |1 (DA, —Ly).

The same equivalence holds for “environment” exclusion processes in dimensions
d > 2, but interestingly, not in dimension d = 1 (Theorem 2.2).

Nearest-neighbor systems are usually much more tractable than finite-range
systems with more complicated graph structures. For instance, in one dimension,
d =1, the motion in a nearest-neighbor exclusion process can be ordered whereas
this is not possible in a general finite-range process due to particles “leap-
frogging.” In particular, this ordering in one-dimensional nearest-neighbor models
allows for a wealth of analysis [DeMasi and Ferrari (1985), Ferrari and Fontes
(1994), Kipnis (1986), etc.]. Some analysis also holds for d-dimensional finite-
range reversible processes through symmetry arguments and “duality” relations
[cf. Liggett (1985), Chapter 8, Sethuraman (2000), Section 2.2.2 for “duality”
relations]. For the general d-dimensional finite-range nonreversible process,
however, these “dualities” do not hold, and not as much has been proved. In this
context, with respect to additive functional variances, say, the motivation for this
work is to provide a bridge between nearest-neighbor estimates and finite-range
bounds, in particular in the nonreversible situation.

Such an application is made in the last section where we discuss the diffusive
behavior of additive functionals A y(¢) with respect to the standard exclusion
process. There, we apply the H_; norm equivalence above to show that o> (f, L) =
o@t) & O'tz( f, L1) = O(¢) for a class of functions f in all dimensions d > 1
(Corollary 6.1). In another paper, we show in fact that these nearest-neighbor
variances satisfy 0,2( f,L1) = O(t), for some one-dimensional nonreversible
models using special nearest-neighbor techniques [Seppildinen and Sethuraman
(2003)]. Together, these results imply a relatively complete picture of the variance
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behavior for one-dimensional nonreversible systems, leading to some central limit
theorems. (See Section 6 for more details.)

Finally, we mention briefly that exclusion H_; norms, besides being significant
in describing additive functional behavior, are also important in other applications
with respect to tagged particles, nongradient hydrodynamics, and Green—Kubo
formulas [see Kipnis and Landim (1999) as a general reference]. Moreover, other
H_1 norm properties for exclusion models in various symmetric and asymmetric
situations have been derived previously in Kipnis, Landim and Olla (1994), Kipnis
and Varadhan (1986), Landim and Yau (1997), Sethuraman (2000), Sethuraman
and Xu (1996) and Varadhan (1995) for these and related purposes.

2. Definitions and main result. We now recall the precise definitions of the
standard simple exclusion process and the associated tagged exclusion process.
Intuitively, the simple exclusion process updates the motion of a collection of
indistinguishable random walks on the lattice Z4 such that jumps to already
occupied vertices are suppressed. More carefully, let X = {0, I}Zd be the configu-
ration space and let n(¢) € X be the state of the process at time 7. We may represent
the configuration in terms of occupation variables n(¢) = {n;(¢):i € 74 } where
n;(t) =0 or 1 according to whether the vertex i € Z¢ is empty or full at time 7.
Recall that p(j — i) represents the single particle transition rate from i to j. As
stated in the Introduction, we concentrate on the translation-invariant finite-range
case. In addition, we will assume that the symmetrization (p(i) + p(—i))/2 is
irreducible to avoid complications.

The evolution of the system 7(¢) is Markovian. As before, let {7; : t > 0} denote
the process semigroup and let L denote the infinitesimal generator. Define also that
a local function ¢ : ¥ — R is a function which depends only on a finite number of
coordinates.

On local functions ¢, (T;¢)(n) = E;[¢ (n(2))] and

2.1 (L)) =Y m(L=n))(@0™) —¢)p(j —i),

ij
where 5/ is the “exchanged” configuration, (°/); = nj (ni’j)j = n; and
(" )x = mx for k # i, j. The transition rate n;(1 — n;)p(j — i) for n — n'/
represents the exclusion property alluded to above.

Now distinguish one of the particles and call it the tagged particle. For
simplicity, let us assume initially it is at the origin, and denote its position
at time ¢ by x(¢) € Z4. The position x(¢) is not Markovian in general with
respect to its own history, as it interacts with the locations of the other particles.
A standard technique, however, to compensate for this complication is to form the
larger process {(x(¢), n(t)) :t > 0}, which is Markovian, where the “environment”
particles are also followed. In fact, let us also consider the process in the reference
frame of the tagged particle, {(x(¢),¢(t)):t > 0} where i(t) = Nitx@)(?)
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for i € Z¢. This process has semigroup T, and generator L acting on test
functions ¢, (T;¢)(x, &) = E(x,o)[¢ (x(?), £ (¢))], and

Lp)(x. o)=Y (1= (px. 7y = (x,0))p(j — 1)

i,j#0

+ (=@ + 70 = ¢, ) (),
J

where 7_,¢ is the configuration obtained by exchanging the values at the origin
and r, and then translating in reference to the tagged particle at r,

(T Ok =  fork#0or —r,
(t—0)o=¢ and (t—&)—r =¢;.

In substituting local functions of the form ¢ (x, ) = ¢(¢), we can see that the
environment process {¢(¢) : t > 0} is itself Markovian with semigroup 7; generated
by

(LY@ =D 61— —d@)p(j —i)

6,j#0

+Y A=) (@ (r—;0) — (@) p(j)-
J

We refer to Liggett (1985) for details of the construction of these processes.

The equilibria for these systems have been well studied. As the exclusion model
is conservative in that random-walk particles are neither destroyed nor created, one
expects a family of invariant measures indexed according to particle density p.
In fact, let P,, for p € [0, 1], be the infinite Bernoulli product measure over 74
with marginal P,{n; =1} =1 — P,{n; — 0} = p. It is shown in Liggett (1985)
that {P,:p €[0,1]} and {P,(- | o = 1):p € [0, 1]} are invariant for L and £,
respectively. In fact, it is proved in Saada (1987) that the P, and P,(- | {o = 1) are
also extremal in the convex set of invariant measures for L and £, respectively.

Let the path measures for the standard and environment processes with
initial distributions P, and P,(- | {o = 1) be given by £, and P,(- | {o = 1),
respectively. Let E,, be expectation with respect to the measure w. Also, define
(f, &)u = Eulfg] with respect to u. When the context is clear, we will denote
E, and (f,g)u for pw = P,, Py(- | 5o = 1), Py, or Py(- | Lo = 1) as simply
E, and (f, g),, respectively.

At this point, we fix p € [0, 1] for the remainder of the article.

We now recall and quote some definitions of H; and H_; spaces from
Sethuraman (2000). First note that L or £ is self-adjoint with respect to P,
or Py(- | &o = 1), respectively, if and only if p is symmetric. In general,
however, L and £ may be decomposed into symmetric and antisymmetric parts,
respectively, L = —S — A and £ = —8 — A where —S = (L + L*)/2 and
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—A=(L—L%*/2,and —8 = (L + L*)/2 and —A = (L — L*)/2; here * refers
to adjoint objects. Note that —S and —4, by themselves, generate exclusion
processes with symmetric jump rates (p(j —i)+ p(i — j))/2 and so are reversible.
In addition, —S and —4 have nonpositive spectrum.

Explicitly, for local ¢, these operators take the form

(—=S¢)() = 1> (p(i — i)+ pli — ) (@0™) — p (),
i,J

(=AY ) =13 (p( =) = pli — D) — )@@ — d (),

L]
(=89 =1Y. Y (pk)+ p(—=h) (") — (0))
(22) k i#0,—k
+ 132 (pt) + p(—=h0) (1 = 2 (B (-1 () — H (D)),

k
(A =35> > (pt) — p(—=k) (& — &) (@) = $(0))

k i#0,—k

+ 137 (pk) = p(=h)) (1 = 0 (B (11 () — B (2)).
k

Note also, in the quadratic (Dirichlet) forms, (¢, (—L)¢), and (¢, (—=L)),,
that only the symmetric part of the generator survives and that we may compute
for local ¢ that

(@, (=L)p)p = (}.5¢),

2.3) =S E[(p( — D) + pli — D)@ W) — )]
i,j
and
(6, (=), =13 3 E [(p(k) + p(—k) (b () — 9(0))*]
k i#£0,—k

+ IS E[(p®) + p(—0) (1 = 00 (8 (11 (©)) — (D).
k

To define certain resolvent norms, consider the bounded operators, for
A>0, & — L)' L2(P,) — L*(P,) and (A — L)V ILA(P,(- | & = 1)) —
L*(Py(- | §o = 1)), given by

o
=D = [ e T pandr
and

Go— L) f ) = f e HT £ (¢) dt.
0

Also, let [(A — L)~ '], and [(A — &£)~ 1], denote the symmetric parts of (A — L)~}
and (A — £)~!, respectively. From a simple computation, we may compute the
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inverse
(-0 =0 —LH0+ ' h—1)
=+ —A+ 974,

with an analogous calculation for [[(A — GC)_I]S]_I. This calculation yields, as
both S and —A(A + S)_IA are nonnegative operators, that [[(A — L)_l]s]_1 is
also a nonnegative operator.

For f € L?, the quadratic forms (f, (A — L)_lf)p may be expressed in
variational form over local ¢ as

(fi16-= L)"')
= sup(2(.9), — (¢ [16: - D] 7'e),)

= szp{2<f, D)o — (B, A+ )P, — (A, (A + )1 Ad) )

2.4)

and also in semigroup form by [; eM(f, T f)pdt. Similarly, (f, (A — <,C)_1f),O
may also be written in variational or semigroup form.
Define, if the limit exists, the quantity (f, (=L)~! f) p by

(F (=L ), = lim(f, 0= L)' ),

and also the analogous object ( f, (—£)~! f) » when the limit is defined. When the
generator L or £ is reversible, it is proved in Sethuraman [(2000), Lemma 3.3]
that these limits exist in the extended sense and may be written in form

(£.57 )= sgp{2<f, D)o — (¢, SP),),

or [5°(f, Ty ) p dt, with similar expressions for (f, § —1f) p- However, as alluded
to in the Introduction, when the generators are asymmetric, it is not clear these
limits exist without additional assumptions on the asymmetries or on f. The
difficulty is that in the variational expression (2.4) the second and third terms are of
opposite monotonicities—they increase and decrease, respectively, as A | 0. What
is known, however, is that when the asymmetries are mean zero [Y_; p(i) = 0]
or when d > 3, the limit exists [Varadhan (1995), Sethuraman, Varadhan and
Yau (2000)]. Also, for a certain class of functions f the limit exists in d < 2
[Sethuraman (2000)].

Standard Dirichlet form spaces may be defined for symmetric operators,
—L =S. Let the Hilbert space H;(S) be the completion with respect to the
Dirichlet form (f, Sf),,

H;(S) = completion of {¢ local: (¢, S¢), < oo},

with norm || f||{(S) = (f, Sf )}/ 2 and inner product by polarization.
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Let also H_1(S) denote the completed Hilbert space,
H_(S) = completion of {¢ local: (¢, S_lqb)p < 00},
with norm || f]|=1(S) = ([, S_lf)},/z. Analogously, for reversible —£ = 4, we
may define Hilbert spaces H{(4) and H_1(38).
In the same way, for each A > 0, Hilbert spaces H{(A, —L), H_1(A,—L),

Hi (M, —L) and H_1 (A, —L) may also be defined in terms of completions with
respect to local functions ¢ of the corresponding norms:

gl (hy —L) = (= L)¢, (A + 87", (h = L)) /?
= (p, A+ 5)¢), + (Ad, .+ 5) ' Ag) /%,
lpl-1(h, —L) = (¢. (L — L)"') /2,
gl hy —L) = (P, O+ 8))) + (AB, A+ )~ AP) /2,

Ipll—1 (s —L) = (¢, (L — L)™' p),/%.
Observe that these norms and spaces make sense also for exclusion-type operators
—L=54+A" and —L£ = 8 + A” where —S’ and 4§’, and —A” and —A"
are the symmetric and antisymmetric parts of exclusion generators L’ or £/,

and L” or L”, respectively. We will use analogous notation, || - |[{ (A, S+ A”),
-, 8+ A, |- -1, 8" + A”) and || - -1 (A, 8" + A”) to denote
Hi\,S+A", HHA, 8"+ A, H_1(A, S’ + A"y and H_; (A, 8’ + 4”) norms,
respectively.

Define also that symmetric exclusion operators Q and Q' have equivalent
quadratic or Dirichlet forms if there are constants 0 < C; < C3 such that for all
local functions ¢,

Ci(p, Q'9)p = (¢, 09)p < C2(g, Q'9),.

The following definition will be useful in describing processes with nonzero
drift. Define that a nearest-neighbor jump rate p(-) with nonzero drift is degenerate
on Z? if there exists a unit basis vector ¢!, for some 1 </ < d, such that
either p(el) =0 and p(—el) > 0, or p(—el) =0 and p(el) > (. Last, a nearest-
neighbor system or generator will be called degenerate if its underlying jump rate
is degenerate.

We now come to the results.

THEOREM 2.1. Let L be an exclusion generator with finite-range translation-
invariant jump rate p on Z¢ whose symmetrization is irreducible. Let also L' be
the generator with nearest-neighbor translation-invariant jump rate p' having the
same drift where, for 1 <l <d,

max[+e - r(p), 0], when e - r(p) #0,

"(+e) =
p(Ee) 1, when é' -r(p)=0.
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Then, for constants C = C(p,d), D = D(p,d) > 0, and all » > 0, we have that
25 C M-l =LY < |- l=1(, =L) < C|| - =1(DA, =L).

Also, the above statement holds, with perhaps different constants C = C(p, d),
D = D(p, d), for environment generators L and L' with the same respective jump
rates p and p' in dimensions d > 2.

Possibly, the main impact of the theorem is to asymmetric systems with nonzero
drift. In this case, the result suggests reasonably that on a large scale level the
motion statistics are not changed if one subtracts “cancelling” or mean-zero jumps
but preserves the drift structure. Note also in the theorem that p’ is degenerate if
and only if p has nonzero drift.

We now turn to the situation in dimension d = 1 for environment processes.
Things are more delicate due to the restricted geometry of Z. A dichotomy between
environment processes with nearest-neighbor rates and those without emerges.

THEOREM 2.2.

(1) Let L be an environment generator with finite-range, translation-invariant,
nonnearest-neighbor rates p in d = 1 whose symmetrization is irreducible, and
let L' be the generator with translation-invariant jump rates p’, of range 2 and
the same drift, given by p'(£2) =1, and

max[£r(p), 0], when r(p) #0,

"(£]1) =
PED 1, when r(p) = 0.

Then, for constants C = C(p), D = D(p) and all . > 0, inequalities (2.5) hold.

(i1) Also, let L be a nearest-neighbor generator in d = 1 corresponding to
translation-invariant rates p with nonzero drift, and let L' be the degenerate
nearest-neighbor operator with translation-invariant rates p' given by p'(£1) =
max[+(p(1) — p(—1)),0]. Then, for C = C(p), D = D(p), and all » > 0,
inequalities (2.5) hold. Of course, when p is mean zero, £L is symmetric and (2.5)
holds trivially.

(iii)) However, when L1 and Lo generate nearest-neighbor and finite-rate
nonnearest-neighbor environment systems in d = 1 with translation-invariant
rates whose symmetrizations are irreducible, there do not exist constants
C = C(p), D = D(p) such that for all . > 0 the bound | - ||-1(X, —L1) <
C|l - ll=1 (DA, —L2) holds.

We also expect that the inequality “|| - |1 (A, —L2) < C|| - ||=1 (DA, —L1)” in
part (iii) does not hold similarly. However, beyond rough indications, we do not
have a rigorous example contradicting the inequality.
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The intuition for this dichotomy is in that motion through the origin is denied
for nearest-neighbor processes, as particles cannot cross the tagged particle, but
allowed for nonnearest-neighbor systems due to “leap-frogging” behavior. This
leads, respectively, to less and more mixing and therefore larger and smaller
variations in configurations. This phenomenon translates to larger and smaller
H_; norms which cannot be reconciled.

An important immediate consequence of Theorems 2.1 and 2.2 holds
when both (f,(=L)~'f), = limy ol fI2,(A, L) and (f,(=L)7'f), =
lim; o || f ||2_1(A, L) exist (and also when corresponding limits with respect to
£ and L' exist).

COROLLARY 2.1. Under the conditions of Theorem 2.1, when the limits
(f, (—L)_lf)p and (f, (—L/)_lf)p both exist, they are equivalent. Also, under
the conditions of Theorems 2.1 and 2.2, the same statement holds with £ and £’
replacing L and L', respectively.

The strategy of proof for the positive claims made in the theorems above will
be to use a sector condition inequality proved for exclusion generators L and £
in Varadhan (1995), and then some work with the variational formulas. For the
negative results, counterexamples are presented.

In Section 3, we gather together some supporting lemmas. In Section 4, we
prove Theorem 2.1. In Section 5, we prove Theorem 2.2 concerning environment
systems in d = 1. Finally, in Section 6, we present an application to the diffusive
behavior of additive functionals of simple exclusion.

3. Preliminary estimates. We recall some of the lemmas proved in Sethura-
man (2000) that which will provide a framework for the proof of the main theorem.

Our starting point will be the important sector condition inequality proved in
Varadhan (1995), Theorem 5.1.

LEMMA 3.1. Let ¢ and  be local functions. For simple exclusion processes
on 74 with finite-range, translation-invariant, mean-zero, irreducible p, there is
a constant C = C(d, p, p) > 1 so that a sector condition holds,

(¢, (L)), < Clg, S) (¥, SY),/°.
The same inequality holds with L and & in place of L and S, respectively.

Note, when L or £ is symmetric, by Schwarz inequality, C may be taken to be
C=1.

A corollary of the last lemma proved in Sethuraman (2000), Lemma 4.3, is the
following.
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LEMMA 3.2. Let L = —S — A correspond to finite-range, translation-
invariant, mean-zero, irreducible p. With respect to local functions ¢, > > 0, and C
as in Lemma 3.1, we have that

(Ad, L+ 971 A9) ) < (C+ D, (h+ )9) .
The same inequality holds with L = —&8 — A replacing L.

We now state a useful comparison. The next lemma is Sethuraman [(2000),
Lemma 3.6] with only notational changes.

LEMMA 3.3. Let L=—S—Aand L' = —S' — A be generators with the same
antisymmetric part. If S and S’, with respect to some constants 0 < C; < C have
equivalent Dirichlet forms, then for f € LZ(P,O) and A > 0 we have

_ -1 _
[max(C ', )] I FI24(Cy A =L < I F124(h, L)
. -1 _
< [min(C1, G H] I I24(C5 'h, =L,
Also, the same result is true with L and L' replaced by £ = —8 — A and
L =—8" — A, respectively.

The next two results are key estimates used to prove the main theorems.

LEMMA 3.4. Let L=-S — A and L,,, = —S,, — Ay correspond to finite-
range translation-invariant rates p and p,, respectively. Assume that p,, is mean
zero and irreducible, and that S and S,, have equivalent Dirichlet forms. Then
there are constants C, D > 0 such that for all ). > 0,

CTH -1 (D74, (S + Sw) + (A + Ap))
=I-ll-1(x, =L)
< Cll-l=1(DA, (S + Sm) + (A + Ap)).
The same statement holds with L = —&8 — A in place of L.
PROOF. We give the proof for the generator L; the arguments for £ are

identical. We show first the upper bound. From the assumption on S and S, and
Lemma 3.3, there is C and D such that for f € Lz(Pp),

I£12,(x, —L) < CLll fII%(DiA, Sp + A)
3.1) =C, sgp{2<f,¢>>p— (@, (D1A+ Sm))
—(Ad, (DIL+ Sn) "' Ag),).
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Note from Lemma 3.2 and the inequality (a 4 b)? < 2a? + 2b? that
UG (DI + S0)¢)p — (A, (Dih+ Su) ™ Ag),
< —Co(An¢, (D1A+Su) ™ And)p — (Ad. (D1A+ 5n) "' Ad),
—C3((A+ An)$, (D12 + Su) " (A+ An)),

for some positive constant Cp and C3 = min{C3, 1}.
Substituting this last bound into (3.1) gives

Ifll-1(x, —=L) < \/Cl/min(l/l CHNfI-1(D1r, S+ (A + Ap)).

Observe now that S+ §,,, and §,,, have equivalent Dirichlet forms from assumption.
Therefore, by invoking once more Lemma 3.3, the upper bound is proved.
The lower bound follows similarly using that A = (A + A,;) — Ay. O

LEMMA 3.5. Let —S and —S' generate symmetric exclusion processes
on 74 with finite-range translation-invariant irreducible jump rates p and p’,
respectively. Then S and S’ have equivalent Dirichlet forms. Analogously,
environment generators —4& corresponding to rates p and p' under the same
assumptions have equivalent forms in d > 2 and in d = 1 when, in addition,
p and p’ are both not nearest neighbor.

Of course, in d = 1, when both 4 and ' are nearest neighbor, one is the multiple
of the other.

PROOF OF LEMMA 3.5. For operators S and §’, the result is in Sethuraman
(2000), Lemma 3.7. However, for environment generators some modifications are
required. To simplify notation, we prove the resultin d = 1, as arguments for d > 2
are similar and in fact easier.

It is enough to show that the quadratic forms for 4 and 4’ are both equivalent
to the Dirichlet form of an operator with transitions of range 2. We prove [as in
Sethuraman (2000), Lemma 3.7] the lower and upperbounds for local ¢,

. 820), < (D, 89), < Clo, 529,

where 4, is the environment generator with symmetric rates p(1) = p(—1) =1,
p(—2) = p(2) =1, and p(i) =0 for |i| > 3. The explicit Dirichlet form (¢, $2¢),
for local ¢ takes the form

LSS Bl ™ —¢@)1+1 Y E (6@ —¢(0))]

lt+17é0 i,i42#0
HE[(1 =)@ (x-10) — )]+ Eo[(1 — 1) (¢ (@) — 6 (D)’
Ep[(1 = 0)(¢(1-20) — (D)) + Ep[(1 — £-2) (¢ (x20) — (0))’])-
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By looking at (2.3) and the above expression, one sees that the Dirichlet forms
for 4 and 4, fall into two parts, a sum corresponding to environment particle
jumps and a sum associated to the reference frame shifts due to the tagged particle
motion. The required bounds are shown by treating these two types of jumps
separately.

For the upper bounds, we bound each expectation in the Dirichlet form for 4
by a finite number of expectations in the form for 4,. We first bound the shift-
type jumps. Note that the configuration t_;¢, which exchanges the values at
0 and & and then shifts the labels backward by k, can also be realized as the
sequence which shifts the reference frame to the left in k nearest-neighbor steps
and then moves the value at —1 by k — 1 nearest-neighbor exchanges to —k. This
gives, by the invariance of P, to exchanges and frame shifts 7,, the inequality
(@ + - +ap)? < m(a% + -+ a,z,l), adding and subtracting 2k — 2 terms, and
1—¢ <1, that E,[(1 — &)(@(7—k¢) — $(£))?] is less than

k—1 k
2% 3 E [ @) — () ]+ 2k Y Ep[(1 = ) (¢ (r-10) — 6 ()]

(For instance, E,[(1 — &)(¢(1—2¢) — ¢ ()] = E [0 — &)U ((r—
(1)) — p(ro1 (210} + {p(r—1(1210)) — P (110} + {p(7-10) —

¢(;‘)})2] and then P,-invariance properties and inequalities are used.) The expec-
tations in the first sum above all appear in the form for 4,. For the second sum,

as 7_1(¢1™) = (r_1¢)~""~!, one obtains that E,[(1 — &n)(@(1-1) — ¢(£))?]
equals

E[(1 = ) (¢(x1(c ™) — ¢ (™))
<3E,[(@ @) = ¢(0)*] +3E, [ ¢"™) — $(©))]
F3E,[(1 = ) (¢(t10) — ()],

of which only the last expectation appears explictly in the 4, form.

Our efforts go now to bound the jump-type terms of the form E,[(¢ ¢y —
$(¢))?] for i, j # 0, thereby finishing the upper bounds. If both i < j are of the
same sign, then ¢%/ is the same as moving the value at i in j — i nearest-neighbor
exchanges to j and then moving the value ¢; now at j — 1 backto i in j —i —1
nearest-neighbor exchanges. We have then that the expectation is bounded above
by

j—i
2 i) Y Ep[(# @™+ - p(0))*).

m=1
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Otherwise, if say i < 0 < j, by the same argument, we obtain that the expectation
is bounded by

lil—1

2/ =) Y Ep[(@ ™Dy —¢(0))]

m=1
[jl—1 )
+2( =) Y Ep[(¢@™™ ) = ¢(0))7]
m=1

+20 = DE (")) — ()],

All of these terms appear explicitly in the form for 4,. This completes the proof
of the upper bounds as p is finite range. At this point, it will be useful to remark
for the proof of the next lemma that we have actually shown that the §-form is
bounded above by a multiple of the form

(3.2) (6, 816), + LE[(0 ") — ()],

where —4; is the d = 1 nearest-neighbor translation-invariant environment
generator with rates p(1) = p(—1) =1/2.

For the lower bounds, we bound the expectations in the Dirichlet form for 4,
in terms of expectations in the form for 4. First, as p is irreducible, there exists
a finite path r from the origin O to 1, 0 =r(0), r(1), ..., r(n;) in the support of p
such that a p-random walker may jump from O to (1), then to (1) + r(2), and
soontor(l)+---+r(n;) = 1. Similarly, there is a finite path s from the origin 0
to 2. Denote j (k) =r(0) + - -- 4 r(k) and bound

E [ —¢(©)°] <2m Z_; E,[(¢ (¢ M-Im0y g 0))7],
and also E,[(1 — §1)(¢(t—1¢) — $(£))?] less than
znlmi:l Ep[(¢(;—j(nz—m),—j(nz—(mﬂ))) _ ¢(;))2]
" nj—1
+2m mZ:OEp[u — i) (@ Cormrn) — $ ()],

The expectations in the last sum are estimated in terms of the 4 form by similar
arguments as in the upper bound proof. The expectation E,[(1 — ¢_1)(¢(11¢) —
#(¢))?] is handled analogously. Analogously, using the path s we may bound
terms in the form for 4, corresponding to jumps of size 2. The desired lower
bounds now follow because p is finite range. [
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Let now —4’ be a symmetric nearest-neighbor environment generator in d = 1
with translation-invariant irreducible jump rates p. Define now an exclusion-type
process by the generator —8" — B where

(3.3) (=BP) (&) =¢-1((118) — d(2)) + 1 (P (1=18) — 9 (0)).

In other words, —8" — B generates an exclusion process where the tagged
particle may also exchange places with particles in nearest-neighbor positions.
The Bernoulli product measures P,[- | £y = 1] are reversible for —&8 and therefore
also for the —8" — B process. We observe also that the quadratic form (¢, B¢),
is given by

TE 10 (mi0) — ¢ (0) ]+ L E [t1(¢(10) — 9(©))].

LEMMA 3.6. Let —48' be as above and —38" be an environment generator
in d = 1 with symmetric finite-range nonnearest-neighbor translation-invariant
irreducible rates p. Then 8" and 8' + B have equivalent quadratic forms.

PROOF. We first make a reduction. Recall the environment generators —4&1
and —4; from the proof of Lemma 3.5. As both 8" and $; are d = 1 symmetric
nearest-neighbor operators, they are multiples of each other and so their forms are
equivalent. Therefore, 8’ + B and 4; + B have equivalent forms also. In the same
vein, we have from Lemma 3.5 that the 8" and $, forms are equivalent. Hence, to
prove the lemma, we need only show for local functions ¢ the equivalence of 4,
and 4| + B forms,

C g, 820), < (¢, (51 + B)§), < Clo, $200) ,

for some constant C.
In the proof of Lemma 3.5 [cf. near (3.2)], we showed that the 4, form
is bounded above by a multiple of the form of &; + N where (—N¢)({) =

(¢~ —¢(0)) and
(6, No)p = LEL[(0C "D = 0(0))7].

Now, the configuration ¢ ~!-! which exchanges values at —1 and 1 is the same as
shifting the reference frame to —1, exchanging values at 1 and 2, and then shifting
back the frame to 1. This gives that E,[(¢ (;‘1’1) — ¢(§))2] is less than

3E[(¢(110) — (©))°]+3E,[(6(r-10) — $(0)*] +3E, (9D — 6(0))°].
However, we may write E,[(¢(t+1¢) — (1)(;“))2] as

Eo[(1 = ne1) (¢ (110) — ¢ (D)) ]+ Ep[ne1 (d(x12) — ¢(0))°],

so that all terms in the 4; 4+ N form are bounded by multiples of terms in the
41 + B form. This establishes the desired upper bound.
The lower bound follows similarly. [J
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4. Proof of Theorem 2.1. The proof of Theorem 2.1 is in three parts. The
first part is to bound the norm || - ||2_1(k, —L) [respectively, || - ||2_1(k, £)] by the
negative norm of a process which makes no nonaxes jumps (Lemma 4.1). The
second part is to get a further bound in terms of a negative norm of a nearest-
neighbor system (Lemma 4.2). The final part is to obtain another bound in terms
of a degenerate nearest-neighbor model (Lemma 4.3).

In order to simplify notation, we concentrate on d = 2 which typifies the general
situation. Also, as all arguments for the environment process generated by £, in
d > 2, differ only notationally from those for the process associated to L, we
present proofs only for the models driven by L. For the remainder of the section,
let ¢ be a local function, and f € LZ(Pp).

LEMMA 4.1. Let L = —S — A be a generator corresponding to finite-
range translation-invariant p whose symmetrization is irreducible. Let also

= —8" — A’ be the generator with translation-invariant rates p' which have
the same drift as p and involve only jumps on the axes given by

Zp((il, 7)),  forii#0, ir=0,

PG, 1) = ZP ((Gr.i2),  foriy =0, iy #0,

0, otherwise.
Then, for C = C(p), D= D(p) > 0and ) > 0, we have that
oA =Ly < - -1 (A, =L) < C| - |1 (DA, —L).

The same result holds with £ = —8 — A and L' = —8" — A’ replacing L and L’
respectively.

PROOF. First, note that without loss of generality, we may assume that both
e = (1,0) and ¢ = (0, 1) are in the support of p(i) + p(—i), as otherwise, form
the operator

(=5¢)() = (—=SH)) + S (B —dm) + (P P+ — p ().

Clearly, jump rates for —S are irreducible, and so S and § have equivalent
quadratic forms from Lemma 3.5. Therefore, from Lemma 3.3,

DTS A < | l-1 (A, S+ A) < C| - [I-1(DA, S+ A)

and so we could start with L = —S — A, if necessary.
We now remove nonaxes jumps from the antisymmetric part of L. Let E C Z?
denote the set of nonaxes jumps presentin A:

E = k= (ki,k2): p(k) — p(—k) > 0 and ky, k # 0}.
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Now suppose that a = (aj,a3) € E, if E is nonempty. Then define the jump
rate m(-) by

m((ar,0)) =m((0,az)) =m(—a) = p(a) — p(—a),
m((—ai, 0)) =m((0, —az)) =m(a) =0

and
m(k) =m(—k) = (pk) + p(—k))/2 for k # +a, (£a;,0) and (0, £ay).

Let L,, = —A,;, — S;, be the generator corresponding to m(-). As the symmetriza-
tions of both p and m contain ¢! and ¢? in their support, the quadratic forms of S
and S, are equivalent by Lemma 3.5. Then, from Lemma 3.4, there are constants C
and D such that C™'| fl|-1(D™'A, (S + Sp) + (A + Aw)) < I fIl-1 (A, —L) <
Cllfll-1(DA, (S+ Sm) + (A+ Ap)). Recalling the explicit calculation (2.2), note
that the operator —(S + S;,) — (A + A,,) is an exclusion generator whose anti-
symmetric part A + A,, is constructed to contain no a-jumps [the compensation
is in terms corresponding to (a1, 0) and (0, a2)]. In this way, as |E| < co from
the finite-range assumption on p, we remove all such nonaxes points a € E and
obtain, at the end of these iterations, a generator L = —S — A, with no nonaxes
jumps in the antisymmetric part, such that, with worse constants C, D, we have
CfIl-1(D7'h =L) < [ fll-1 G =L) < C fll-1 (DA, =L).

Finally, note that A’, the antisymmetric part of —L' = §' + A’ is the same
as A from construction. Observe also that the symmetric part S’ corresponding
to the symmetrization of p’ is irreducible. Therefore, the quadratic forms of S’
and S are equivalent by Lemma 3.5, and consequently, we may apply Lemma 3.3
to finish the proof. [

LEMMA 4.2. Let L = —S — A be an exclusion generator with finite-range
translation-invariant jump rates p whose support contains only axes points and
whose symmetrization is irreducible. Let also L' be a nearest-neighbor generator
with translation-invariant rates p’ having the same drift as p given by

Yomax[£(j -€),0lp(j),  fori==e, I=1,2,
pli)y=1 i
0, otherwise.

Then, for C = C(p), D= D(p) > 0 and A > 0, we have that
CH =D =LY < - -1, —L) < C - |1(DA, =L").

The same statement holds with £ = —8 — A and L' replacing L and L',
respectively.
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PROOF. Without loss of generality, as in the previous lemma, we assume
that ¢! and e? are in the support of p(i) + p(—i). Classify now the support
of p such that the points (i;,0) for / =1,...,n and (0, jx) for k=1,...,r are
exactly those vertices for which p((i;,0)) — p((—i;, 0)) > 0 and p((0, ji)) —
p((0, —jx)) > 0. For each nonnearest-neighbor jump, say in direction (i;, 0) for
i; > 1 to make a choice, we construct the corresponding mean-zero jump rate m:

m((=i;,0)) = p(@i1,0)) — p((=i1, 0)),
m((1,0)) =i;(p(Gir,0)) — ((—iz, 0))),
m((i;, 0)) =m((—1,0)) =
and
m(k) = (p(k) + p(=k))/2 for all k # (i, 0), (£1, 0).

Mean-zero jump rates m are constructed similarly for directions (i;, 0) for i; < —1
and (0, ji) for | jx| > 1. We now follow the method of the previous lemma to finish
the argument. [

Denote the nearest-neighbor generators L = —S — A and £ = —4 — A, cor-
responding to jumps up, down, right and left with respective translation-invariant
rates u,d,r, and [, by L = L(u,d,r,l) and £ = L(u,d,r,1), respectively. Ob-
serve that the antisymmetric parts A and + may be reduced from (2.2) to simpler
expressions,

~Ap = Za(m — D) (BT — P ()
+Zb<m Nise) (BOTF) = p (),

—Ab= Y a(l — G (ST — 9(0)

i,i+el0
+ Y b — L) BT = 6 (0)
i,i+e2#£0
+a[(1 =) (¢(T_18) = d (D) = (1 = L) (D(T18) — $(0))]
+b[(1 =) (9(T_28) = 9(0)) — (1 = $_2) (9 (728) — D(D))],
where a = (u — d)/2 and b = (r — [)/2. Note that when the drift is nonzero, both

a and b cannot vanish.

LEMMA 4.3. Let L = L(u,d,r, 1) generate a nearest-neighbor translation-
invariant exclusion with nonzero drift. Then, there corresponds a degenerate
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nearest-neighbor generator L' with translation-invariant rates such that, for
C=C(p),D=D(p)>0and r >0,

CH - l—i (DA, =Ly < || - [|l-1(x, =L) < C|| - || 1 (DA, =L').

The same result applies when L replaces L.

PROOF. Leta' =u —d and b’ =r — [ and let us consider the case when
the drift is directed into the first quadrant, as other cases are similar. Then,
either a’,b’ > 0, or a’ > 0 and b’ =0, or b’ > 0 and a’ = 0. In these three
cases, let L'=L'(a’,0,b',0), L'(a’,0,u,u) and L'(r, r, b’, 0), respectively. Write
—L=S+Aand —L'=S"+ A’. Note that A’ is arranged so that A’ = A. Clearly,
S’ and S are equivalent in the sense of quadratic forms. The proof now follows
from Lemma 3.3. [

Finally, we consider the proof of Theorem 2.1.

PROOF OF THEOREM 2.1. The proof in d > 1 is the same as in d =2
with only notational changes. The two-dimensional argument follows from
Lemmas 4.1,4.2 and 4.3. 0O

5. Proof of Theorem 2.2. The proof of Theorem 2.2(i) and (ii) follow the
same strategy as for Theorem 2.1. The proof of part (iii), however, is demonstrated
by presenting a counterexample.

PROOF OF THEOREM 2.2(i) AND (ii). The proof of part (ii) is given in
Lemma 4.3 with only changes in notation.

The proof of part (i) is in three steps. Write the generators as £ = —4 — 4 and
L' '=—8"— A'. Step 1 is to construct a finite-range irreducible mean-zero jump
rate p,, and form the corresponding operator £, = —4,, — A, so that A + A,
is the antisymmetric operator of a nearest-neighbor jump rate. This is done as in
the first part of Lemma 4.2. Denote 4| = #4A + A,,. Step 2 is to conclude, as 4 and
4 + 4, have equivalent quadratic forms from Lemma 3.5, that the H_; norms of
L =—48—A and —(8+4,,) — A are equivalent by Lemma 3.4. At this point, note
that all jumps of size k > 2 are reflected only in 4 + 4,,. Step 3 is to observe first
that A and A’, the antisymmetric operator corresponding to p’ in the statement of
the theorem, are the same. Observe next that § + 4, and 4" have equivalent forms
by Lemma 3.5. Part (i) now follows from applying Lemma 3.3. [

The following result may also be of interest in that H_; norms with respect
to one-dimensional environment systems with long-range rates may be bounded
by the H_; norm of an “environment-type” system with, in fact, only nearest-
neighbor rates. Recall the definition of the operator B from (3.3).
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COROLLARY 5.1. Let £ = —48 — A be an environment generator with
finite-range nonnearest-neighbor translation-invariant rates p in d =1 whose
symmetrization is irreducible. Let also L1 = —4&1 — A1 be the nearest-neighbor
generator corresponding to translation-invariant rates p with the same drift given
by

max[+r(p), 0], when r(p) #0,

+1)=
piED 1, when r(p) =0.

Form now the environment-type generator L' = —L1 — B. Then, for constants
C=C(p), D= D(p), and ) > 0, inequalities (2.5) hold.

PROOF. The proof follows from the proof of Theorem 2.2(i). Replace only the
second to last sentence by “Observe next that § 4 4§, and §; + B have equivalent
quadratic forms from Lemma 3.6.” [

We now turn to the proof of part (iii) of Theorem 2.2. The argument is best
expressed in terms of the “zero-range process.” It is now a standard fact that
in one dimension the nearest-neighbor environment exclusion system, with rates
p(l) = p and p(—1) = ¢, is in one—one correspondence with a zero-range system
[see Kipnis (1986) for instance]: Order and label the exclusion particle positions
on Z initially at time ¢t =0 as ...,x_», x_1, X0, X1, ... where xq, say, is the
tagged particle at the origin. As the dynamics is nearest-neighbor, this ordering
is preserved at later times ¢ > 0. Consider the well-defined interparticle spacings
at times ¢ > 0,

con E1 () =x1 (1) — x2(0), Eo(t) = xo(t) —x—1(1),....

Translating the exclusion rules in terms of the spacing process, & (), where &; (¢) =
x;(t) — x;j_1(t), yields that £(¢) is a nearest-neighbor zero-range process with rate
function g(k) = L>1) and reversed rates p(1) =g and p(—1) = p. Also, the
Bernoulli product invariant measures P,{- | {op = 1} transform into the product
geometric invariant measures Zy ) for the zero-range process, with a(p) =1—p
and Zyp)(§i =k)=(1 - oz(,o))a(,o)k. Here again p is the density, p = Ez,., [&1].
For simplicity, we will denote (p) as «.

More carefully, the d = 1 nearest-neighbor zero-range process with translation-

L)z

invariant rates p is a system of particles on {0, 1, 2, . governed by the generator

L) =[0G = 0@)gEp) + ($E" ™) — ()@ p(=D]
i€Z
acting on local functions ¢ where &/ is the configuration obtained from £ by
moving a particle from i to j,
& —1, fork =1,
g =de 41, fork=j,
&, otherwise.
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As for exclusion generators, L”R can be decomposed into a symmetric and
antisymmetric part, L7R = —§7R — AZR where —S§?R = (LZR + L7R*)/2 and
—AZR = (LR _ 7Ry 2 Explicitly, these are

p()+p(=1)

_§ZRy _
¢ 2

Y [(@ETH —pE)gE) + (pEH —9(©))gEN],

i€’

1) — p(—1 - -
—ARp = % Y @E"TH -0 @®)gE) — (BEH—9(E))gE)].

i€Z
Also, the quadratic form may be computed as
1)+ p(—1 y
E7, 195791 = PO PED S [ (66 — 96)')

We defer to Andjel (1982) and Sethuraman [(2001), Section 2] for more details
and discussion of zero-range processes, including construction of the process on
“Lipschitz” and on L? functions.

It will help us now to rewrite the environment-type process £ = /L] + B,
from Corollary 5.1, also in the “zero-range” context. We must simply understand
what motion is added to the usual zero-range process by 8. The operator 8, in
the exclusion model, is a symmetric operator governing “shifts” t; and t_; with
rates {1 and ¢, respectively. In other words, when —1 or 1 is occupied, then
at rate 1, the tagged particle at the origin exchanges places with its neighboring
particle and then shifts the reference frame. Note that the exclusion functions
¢—1 and ¢ correspond to 1(g—0) and 1L —0), respectively. Therefore, after
a moment’s thought, the zero-range motions associated to B are coordinate shifts
to the left and right at rate 1 when vertices 0 and 1 are empty. More carefully,
let s,-& be the r-shifted configuration, (s,-&)x = &k, for k € Z. Then B transforms
to the operator BZR,

B™R (&) = 1(gy=0) (P (51&) — 9 (&) + Lig,=0) (P (5_18) — $(£)).

The quadratic form of —BZR i

Ez,[¢(—B*)¢]
= 1E7,[16-0) (@ 518) — ()] + $ Ez, [Le,—0) ($(5-16) — (©))°]-

We now consider a sequence of functions that will form the basis of our
counterexample. Let J,:[0, 1]* — R be a smooth function for each n > 1. Let
alsoi =(iy,...,i,) € R" and define

is given by

o (&) = h(5) @ =0 &,— o)

v nm" ‘l|<m
We now compute the quadratic forms of —L“R and —L“R — BZR on the

sequence {f ;,}.
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LEMMA 5.1.  We have for constants C = C(«, p) and D = D(«) that

EZa[hn,m(_SZR)hn,m] = n’in Z |VJ |2<m> +0< ! )

: m
lil<m

and

_RBZR __= 1)
EZa[hn,m( B )hnm = Z(le]) ( ) (m

|l\<m

PROOF. These calculations follow from the definitions, orthogonality of
(ék — p) and (§; — p) for k # j with respect to Z,, summation-by-parts and
straightforward approximations, and are left to the reader. [J

LEMMA 5.2, Let J(x) = /2(exp(2) — 1)~ exp(x), and for 6 = (@, ... 6,)
€ [0, 1]" let J,(0) = J(61) --- J(6,). Then, with respect to constants C and D as

in Lemma 5.1, we have
1

lil<m

EZO( [hn,mSZRhn,m] = |:

where lim,,_, oo limy, o0 E 7, [hn,m(—SZR)hn’m] = C < 00. However,
n
Dn 1
EZD[ [hn,m(_BZR)hn,m] = Z (J ) < ) + 0(_>,
m" i=m m m

where lim,,_, oo limy, o0 E 7, [hn,m(—BZR)hn,m] = 00.
In addition, for constants C1 = C1(a, p) and D1 = D(«), we have

Bzl )= —" Z[Emﬂ( )}
2o (3)] ()

lil<m

and

C1n
Bz, [(A% ha )] = —2 [

PROOF. Asin the previous lemma, these computations follow straigtforwardly
from definitions, summation-by-parts, orthogonality of (§; — p) and (§; — p) for
k # j with respect to Z,, and usual approximations and are left to the reader. [

PROPOSITION 5.1. Let —4& and — &, generate symmetric nearest-neighbor
and finite-range nonnearest-neighbor environment processes in d = 1 with
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translation-invariant irreducible rates p| and p;, respectively. Then, there exists
a constant C = C(py, p2) such that for all local ¢,

(@, (=81)9)p = C(9, (—=4$2)9),.

However, there exists no constant such that the reverse inequality is true.

PROOF. By Lemma 3.6, 4, and 4; + 8B have equivalent forms. The inequality
in the proposition now follows as the quadratic form of 8B is nonnegative.

For the negative statment, we invoke Lemma 5.2 to show that the §; form, or
after transform the SZR form, cannot bound above the the B form, or BZR form,
for all local or L? functions. [J

PROOF OF THEOREM 2.2(iii). To deduce a contradiction, suppose there were
constants C and D such that for all A > 0 the bound

- ll—1, =L1) = Cll - [|-1 (DA, —L2)

holds. Then, as there exists a nearest-neighbor generator L] = —4] — 4/ such that
the H_; norms of £ and £ + 8B are equivalent by Corollary 5.1, we would have
that

-1, =£L1) <C|| - |-1 (DA, =Ly = B)
for perhaps different constants. Then, by duality arguments, we would have that
the quadratic form of (DA + 8] — B) — A| (DA + 8] — B)~! /4 would be bounded
above by a multiple of the form for (A + &;) — A (A + 51)_1A1.
We now focus on the zero-range setting and functions 4, , with J, as in
Lemma 5.2. Let us rewrite £ as L%R = —SIZR — A%R and £’ as L%R =

—SZZR — A%R. Choose now A in the form A, ,, =n/ m?%. We will show that the
terms

)‘ﬂ,mEZa [hi,m]’ EZa [hﬂ,mSIZRhn,m]’ EZO( [hn,m SQZRhn,m]7
Ez, [A%Rhn,m()‘n,m + SIZR)_1A1ZRhn,m]

and
Ez, [A%Rhn,m()‘n,m + SzzR - BZR)_IA%Rhn,m],

are all uniformly bounded as m 1 oo and then n 1 co. However, by Lemma 5.2,
we have that limy; 4o limy 100 E 7, [An,m (—BZR)hn, m] diverges. This would furnish
the contradiction.

From Lemma 5.2, we have that limy, oo limype0 AnmEz, [hﬁ,m] < o0 and
also that lim, e limy oo Ez, [hn,mSIZRhn,m] < 00. As 4; and 4’, and there-
fore SlzR and SZZR, have equivalent forms, we have that limy, 40 limy 100 E7, [An,m
X 522Rhn,m] < 00. Now we bound the term

_ 1
EZD[ [A%Rhn,m()‘n,m + SlzR) 1A%Rhnm] < by

n,m

Ez,[(ARRy )%
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by the standard resolvent bound. From Lemma 5.2 once more,

lim lim Ez [(AfRhym)?] < o0.

ntoom1oo Ay m
Similarly, the term EZQ[A%Rhn,m()»n,m + SlzR — BZR)_IA%Rhn,m] is bounded
also. [

6. Application to additive functionals. We present here an example of
how Theorem 2.1 can be used. Consider the standard simple exclusion model
in dimension d > 1 with translation-invariant finite-range jump rates p whose
symmetrization is irreducible. Let L denote the generator. Let also the initial
distribution be P,, and let /(1) be alocal function on the state space X. As alluded
to in the Introduction, a basic question is to ask about the diffusive behavior of
additive functionals with kernels f under P,. More specifically, in anticipation
of central limit theorems, a first step is to investigate for which functions f, the
variance,

o2, p, L) = Ep[( [ () - Ep[f])ds)z],

is O(1).

The answer depends on whether the jump rates p are mean zero or not.
A rough reasoning is that under mean-zero rates the particle dynamics is in local
balance. While under rates with nonzero drift, the dynamics is with some velocity.
Heuristically then, individual particles under mean-zero dynamics stay put more
and interact more with each other than under dynamics with drift, leading to larger
and smaller additive functional variances, respectively.

To give more precise answers, let us observe that any local function f, by dis-
tinguishing the finite number of configurations of its support, can be decomposed
in terms of a finite number of “centered k-point” functions,

@) = Eplf1+ ) ciGi = p) + Y _cij(i — p)(nj — p)
i ij
+ Y cijkmi—p)nj — )k —p)+ -+
i, j.k
When p is mean zero, it was proved in Sethuraman and Xu (1996) and
Sethuraman (2000), using in part duality relations, that

Zci,j’zcia Ep[f]:(), whend =1,
i,j i

Otz(f7 ,0, L) = O(t) — Zci’ E,O[f] :0’ Whend=2,
i

Ey[f1=0, when d > 3.
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In fact, the orders of o2( f,p, L) when f does not satisfy these conditions
were also described in Sethuraman (2000). Namely, in d = 1 and 2, it was
shown that O'tZ( f,p,L)= O0(3/%) and O(t log(t)), respectively, for mean-zero f
when ), ¢; #0. Also, in d = 1, it was proved that 0 < lim sup(¢ log(t))_lalz(f,
p, L) < oo for mean-zero f when ), c; =0but }; ;¢ ; #0.

Analogously, when p is with drift, and dimension d > 3, it was shown in
Sethuraman, Varadhan and Yau (2000) through in part duality relations again, that
a,z(f, p, L) = 0(t) exactly when f is mean zero, E,[ f] =0.

However, when p has drift in dimension d < 2, duality relations are not useful
anymore, and the variance behavior is of a different character. In fact, some facets
of the problem are still open.

To describe the progress on the problem, it will be convenient to define

o2(f,p, L) =limt '6?(f, p, L),
t1oo

when the limit exists. Also, it will be useful to consider another decomposition of
a local function f in terms of finite number of “monotone k-point” functions,

f) =Eyfl+ dei + Zdi,jninj + Z di jkMinjnk+---.
i i, j ij.k
Here, “monotone” refers to the fact that the k-point function n; n;, ---n; is
an increasing function of 7 coordinatewise. We also observe, by grouping together
positive and negative terms in this decomposition, that f can be written as the
difference of two increasing functions, f = f. — f_, where f; is the sum
of the positive terms and — f_ is the sum of the negative terms. Therefore, to
show o*lz(f, p, L) = O(t), a possible strategy is to show both 0t2(f+, p,L) and
o2(f-, p, L) are O(1).
In Sethuraman (2000), this strategy was pursued and in Sethuraman (2000),
Theorem 1.1, it was shown that when f is an increasing mean-zero function, limits
oz(f, p,L)and (f, (A — L)_lf)p exist and moreover,

(6.1) o2 (f.p, L) =2(f, . — L) f),.

Also, it was proved when f = f, — f_ is the difference of two local increasing
mean-zero functions fy and f_ for which both o2(fy, p, L) and 0>(f_, p, L) are
finite, then also az(f, p, L) exists and (6.1) holds, and also oz(f, p, L) < oo.

One of the remaining questions then in d = 1, 2 when p has drift is to specify
for which increasing mean-zero functions f the bound 02( f, p, L) < oo is valid.
Now, given the H_; norm equivalence statements in Theorem 2.1, verification
of this bound can be reduced from a problem for finite-range systems to one for
nearest-neighbor processes. As remarked in the introduction, the significance of
such a reduction is that in the nearest-neighbor case calculations can be made
sometimes through special methods.
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COROLLARY 6.1. Let L and L' be as in Theorem 2.1. When f is a local
increasing mean-zero function, o>(f, p, L) < oo if and only if 0*(f, p, L") < .

The proof follows directly from relation (6.1) and Corollary 2.1.

Finally, we remark that in recent work [Seppildinen and Sethuraman (2002)],
desired nearest-neighbor bounds have been computed in d = 1 when p is with
drift. Namely, it is shown that o%( f, p, L) < oo for all local mean-zero increasing
functions f in d = 1 when p # 1/2. Therefore, following the strategy mentioned
earlier, we have 02( fop, L") < oo for all local mean-zero functions f in this
setting. Related central limit theorems are also proved in this paper.

Open questions remain when p has drift in the cases p =1/2 in d = 1, and
for all p € (0,1) in d = 2. Namely, it is not clear if the variance olz( f,p,L)=
O(t) in these cases. Perhaps, it is surprising that there are heuristics where
oz(f, 1/2, L") = oo for the function f(n) =no — 1/2 in d = 1, reminiscent of
the variance behavior with respect to symmetric rates p. We refer to Seppilédinen
and Sethuraman (2003) for more details.
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