GEOMETRIC ASPECTS OF FLEMING-VIOT AND DAWSON-WATANABE PROCESSES

BY ALEXANDER SCHIED

Humboldt-Universität zu Berlin

This paper is concerned with the intrinsic metrics of the two main classes of superprocesses. For the Fleming–Viot process, we identify it as the Bhattacharya distance, and for Dawson–Watanabe processes, we find the Kakutani–Hellinger metric. The corresponding geometries are studied in some detail. In particular, representation formulas for geodesics and arc length functionals are obtained. The relations between the two metrics yield a geometric interpretation of the identification of the Fleming–Viot process as a Dawson–Watanabe superprocess conditioned to have total mass 1. As an application, a functional limit theorem for super-Brownian motion conditioned on local extinction is proved.

0. Introduction. Let A be the generator of a diffusion process. One can use the corresponding carré du champs operator:
\[ \Gamma(u, v) := A(uv) - uAv - vAu \]
to define an intrinsic metric \( \rho \) associated with the diffusion by setting
\[ (0.1) \quad \rho(x, y) = \sup \{ u(x) - u(y) | \Gamma(u, u)(z) \leq 1 \forall z \}. \]
If, for example, A is an elliptic second-order differential operator with smooth coefficients on \( \mathbb{R}^d \), then it is well known that \( \rho \) is the Riemannian distance function associated with the Riemannian inner product obtained by inverting the diffusion matrix of A. For more general diffusions, the intrinsic metric (0.1) can replace this Riemannian distance in heat kernel estimates and large deviation theorems. See, for instance, Carlen, Kusuoka and Strook (1987) and Davies (1989). For other probabilistic applications of (0.1) see Sturm (1994, 1995) and Kuwae and Uemura (1995).

The aim of this paper is to calculate the intrinsic metrics associated with both the Fleming–Viot and the Dawson–Watanabe superprocesses. In particular, this complements the results of Overbeck and Röckner (1996), where the Fleming–Viot process has been analyzed by differential geometric methods, but without identification of the intrinsic metric.

Our formulas for the intrinsic metrics will be presented in the next section. In Section 2 we will examine the corresponding geometries in terms of their geodesics and arc length functionals. Also we will provide a geometric interpretation of the results in Etheridge and March (1991) and Perkins (1991).
where the Fleming–Virot superprocess is identified as a Dawson–Watanabe process conditioned to have total mass 1, and we will rediscover some results of Overbeck and Röckner (1996). As an application, a functional limit theorem for super-Brownian motion conditioned on local extinction is proved in Section 3. The final Section 4 contains proofs of our results.

1. The intrinsic metrics for the Fleming–Virot and the Dawson–Watanabe superprocesses. Let \( M = M(E) \) denote the space of positive finite measures on some standard Borel space \((E, \mathcal{B})\) and let \( M_1 \) will denote the subset of probability distributions. The variation norm of a signed measure \( \mu \) on \((E, \mathcal{B})\) is defined as usual by

\[
\| \mu \|_{\text{var}} = \sup \{ \langle f, \mu \rangle \mid f \text{ is measurable and } |f(x)| \leq 1 \forall x \in E \}. \]

Here we wrote \( \langle f, \mu \rangle \) for the integral of \( f \) with respect to \( \mu \). The space \( M^\pm \) of all signed measured on \((E, \mathcal{B})\) endowed with \( \| \cdot \|_{\text{var}} \) is a Banach space [see Dunford and Schwartz (1967), III.7.4]. However, it is only separable if \( E \) is countable.

A curve into \( M \) (or \( M_1 \)) will be mapping \( \omega : [0, 1] \to M \) (or \( \omega : [0, 1] \to M_1 \)) that is continuous in variation. We will say that a curve \( \omega \) is differentiable if it can be differentiated in \( M^\pm \) with respect to \( \| \cdot \|_{\text{var}} \) and has a derivative \( \dot{\omega}(t) \in M^\pm \) \((0 \leq t \leq 1)\). With \( C^1(M) \) we will denote the set of all continuous functions \( u : M \to \mathbb{R} \) such that, for any differentiable curve \( \omega \), the mapping \( t \mapsto u(\omega(t)) \) is differentiable with derivative \((d/dt)u(\omega(t)) = \langle Du(\omega(t)), \dot{\omega}(t) \rangle\), with a bounded and measurable function \( Du : M \times E \to \mathbb{R} \). If \( u \in C^1(M) \) then \( Du \) can be obtained as follows:

\[
(1.0) \quad Du(\mu, x) = \left. \frac{d}{dt} \right|_{t=0} u(\mu + t\delta_x), \quad \mu \in M, \ x \in E.
\]

Here \( \delta_x \) denotes the unit point mass in \( x \in E \). By considering only functions on and curves into \( M_1 \), we can define a space \( C^1(M_1) \). However, in this case it is more appropriate to consider

\[
(1.1) \quad Du(\mu, x) = \left. \frac{d}{dt} \right|_{t=0} u((1 - t)\mu + t\delta_x), \quad \mu \in M_1, \ x \in E,
\]

instead of (1.0). Clearly \((d/dt)u(\omega(t)) = \langle Du(\omega(t)), \dot{\omega}(t) \rangle = \langle Du(\omega(t)), \dot{\omega}(t) \rangle\) holds for all differentiable curves into \( M_1 \).

Now let \( (A, D(A)) \) denote the generator of some conservative Feller process with respect to some Polish topology on \( E \). For a function \( u \in C^1(M_1) \) of the form \( u(\mu) = \phi(\langle f_1, \mu \rangle, \ldots, \langle f_n, \mu \rangle) \), with \( n \in \mathbb{N} \), a bounded and smooth function \( \phi \) on \( \mathbb{R}^n \) having bounded derivatives and \( f_1, \ldots, f_n \in D(A) \), the infinitesimal generator of a Fleming–Virot process with mutation operator \( A \) takes the form

\[
(1.2) \quad \mathcal{L}u(\mu) = \frac{1}{2} \int \Delta^2 u(\mu, x) \mu(dx) + \int A Du(\mu, x) \mu(dx), \quad \mu \in M_1,
\]
where $D^2 u(\mu, x) := D(Du(\cdot, x))(\mu, x)$ and $ADu(\mu, x) := A(Du(\mu, \cdot))(x)$. We refer the reader to Ethier and Kurtz (1986) and Dawson (1993) for surveys on Fleming–Viot processes. It follows easily from (1.2) that, for $u$ as above, the carré du champs operator $\Gamma$ associated with $L$ takes the form

$$\Gamma(u, u)(\mu) = \int (Du(\mu, x))^2 \mu(dx), \quad \mu \in M,$$

and hence can be extended to the whole of $C^2(M)$. We now can state our result on the intrinsic metric of a Fleming–Viot process.

**Theorem 1.1.** For $\nu, \mu \in M$, and any $\eta \in M$ such that both $\nu$ and $\mu$ are absolutely continuous with respect to $\eta$, define

$$\delta(\nu, \mu) = \arccos \sqrt{\int d\nu \frac{d\mu}{d\eta} d\eta}.$$

Then

$$\sup\{u(\mu) - u(\nu) | \Gamma(u, u) \leq 1, u \in C^1(M)\} = 2\delta(\mu, \nu).$$

It can be seen easily that the right-hand side of (1.3) does not depend on the particular choice of $\eta$. According to Amari (1985), $\delta(\nu, \mu)$ is called the Bhattacharya distance of $\mu$ and $\nu$.

The Dawson–Watanabe superprocesses form another important class of measure-valued diffusions. We refer to Dawson (1993) for a survey. The infinitesimal generator $L$ of the kind of processes we are interested in here can be described as in (1.2) by simply omitting bars. That is, for $(A, D(A))$, and $u = \phi((f_1, \cdot), \ldots, (f_n, \cdot)) \in C^2(M)$ as above,

$$Lu(\mu) = \frac{1}{2} \int D^2 u(\mu, x) \mu(dx) + \int ADu(\mu, x) \mu(dx), \quad \mu \in M,$$

where $D^2 u(\mu, x) := D(Du(\cdot, x))(\mu, x)$ and $ADu(\mu, x) := A(Du(\mu, \cdot))(x)$. If, for example, $A$ is the Laplace operator on $E = \mathbb{R}^d$, $L$ generates the so-called super-Brownian motion. For $u$ as above, $L$ has a carré du champs operator $\Gamma$ given by

$$\Gamma(u, u) = \int (Du(\mu, x))^2 \mu(dx), \quad \mu \in M.$$

Again $\Gamma$ can be extended to the whole of $C^2(M)$. Our next result is the following theorem.

**Theorem 1.2.** For $\nu, \mu \in M$ and any $\eta \in M$ such that both $\nu$ and $\mu$ are absolutely continuous with respect to $\eta$, let

$$d(\nu, \mu) = \left( \int \left( \sqrt{\frac{d\nu}{d\eta}} - \sqrt{\frac{d\mu}{d\eta}} \right)^2 d\eta \right)^{1/2},$$

denote the Kakutani–Hellinger distance of $\nu$ and $\mu$. Then

$$\sup\{u(\mu) - u(\nu) | \Gamma(u, u) \leq 1, u \in C^1(M)\} = 2d(\nu, \mu).$$
Note that the right-hand side of (1.6) again is independent of $\eta$ and that $d$ differs here by a factor $\sqrt{Z}$ from the Kakutani–Hellinger distance as defined in Jacod and Shiryaev (1987). The metric $d$ appears also in the rate function for certain large deviation principles for super-Brownian motion, and has hence a clear probabilistic significance. See Schied (1996). Other consequences of our results will be discussed in the next section after we have studied the geometries of $\mathbb{M}_1$, $\mathbb{M}_2$ and $\mathbb{M}_3$, and their relations.

One might ask if our results would be affected by choosing other domains for the carré du champs operators instead of the $C^1$-spaces. Indeed, our formulas (1.2) and (1.5) for the infinitesimal generators $\mathbb{L}$ and $\mathbb{L}$ were a priori only valid on function spaces of the form

$$F C^0_b(D) := \left\{ \phi(\langle f_1, \mu \rangle, \ldots, \langle f_n, \mu \rangle) \mid f_1, \ldots, f_n \in D, \phi \in C^0_b(\mathbb{R}^n), n \in \mathbb{N} \right\},$$

where $D$ is a certain set of measurable and bounded functions on $E$ and $C^0_b(\mathbb{R}^n)$ denotes the space of all bounded smooth functions on $\mathbb{R}^n$ with bounded derivatives.

**Proposition 1.3.** Suppose $D$ contains all constant functions and an algebra generating the $\sigma$-field $\mathcal{F}$. Then the conclusions of Theorems 1.1 and 1.2 remain true, if $C^1(\mathbb{M}_1)$ and $C^2(\mathbb{M})$ in (1.4) and (1.7) respectively are replaced by $F C^0_b(D)$.

2. The Kakutani–Hellinger geometry. Let $d$ denote the Kakutani–Hellinger distance as in (1.6). We define energy and length of a curve into $\mathbb{M}$ as follows:

$$\mathbb{E}(\omega) = \sup \left\{ \frac{1}{2} \sum_{i=1}^{n} \frac{d(\omega(t_i), \omega(t_{i-1}))}{t_i - t_{i-1}} \left| 0 \leq t_0 < t_1 < \cdots < t_n \leq 1, n \in \mathbb{N} \right. \right\},$$

$$\mathbb{L}(\omega) = \sup \left\{ \sum_{i=1}^{n} d(\omega(t_i), \omega(t_{i-1})) \left| 0 \leq t_0 < t_1 < \cdots < t_n \leq 1, n \in \mathbb{N} \right. \right\}.$$

It has been proved in Schied (1996) that $E$ admits the following integral representation formula:

$$\mathbb{E}(\omega) = \begin{cases} \frac{1}{8} \int_0^1 \left| \frac{d\omega(t)}{d\omega(t)} \right|_{L^2(\omega(t))}^2 \, dt, & \text{if } \omega \in \mathbb{H}, \\ \infty, & \text{otherwise,} \end{cases}$$

where $\mathbb{H}$ is the space of those $\omega : [0, 1] \to \mathbb{M}$ that are of the form

$$\omega(t) = \omega(0) + \int_0^t \dot{\omega}(s) \, ds, \quad 0 \leq t \leq 1,$$

for some locally finite signed measures $\dot{\omega}(s)$ which are absolutely continuous with respect to $\omega(s)$, for almost every $s$, and whose Radon–Nikodym deriv-
tive $d\hat{\omega}(x)/d\omega(s)$ satisfies
\begin{equation}
\int_0^1 \left\| \frac{d\hat{\omega}(t)}{d\omega(t)} \right\|_{L^2(\omega(t))}^2 \, dt < \infty.
\end{equation}

**Theorem 2.1.** If $\omega \in H$, then $L(\omega)$ is given by
\begin{equation}
L(\omega) = \frac{1}{2} \int_0^1 \left\| \frac{d\hat{\omega}(t)}{d\omega(t)} \right\|_{L^2(\omega(t))}^2 \, dt.
\end{equation}
Fix $\mu, \nu \in M$, choose any $\eta \in M$ such that $\mu, \nu \ll \eta$, and define a curve $\gamma$ into $M$ by
\begin{equation}
\frac{d\gamma(t)}{d\eta} = \left(1 - t\right) \sqrt{\frac{d\nu}{d\eta} + t \frac{d\mu}{d\eta}}^2, \quad 0 \leq t \leq 1.
\end{equation}
Then, if $\omega$ is any curve such that $\omega(0) = \nu$ and $\omega(1) = \mu$, we have that
\begin{equation}
L(\omega) \geq L(\gamma) = d(\nu, \mu)
\end{equation}
and
\begin{equation}
E(\omega) \geq E(\gamma) = \frac{1}{2} d(\nu, \mu)^2.
\end{equation}
Moreover, equality in (2.6) implies $\omega = \gamma$, and equality in (2.5) implies that $\omega$ and $\gamma$ coincide modulo reparameterization.

Note that Jensen's inequality together with (2.0) and (2.3) implies that
\begin{equation}
L(\omega)^2 \leq 2E(\omega),
\end{equation}
for any curve $\omega$.

A curve $\gamma$ as in (2.5) will be called minimal geodesic. Of course, $\gamma$ can be extended to a mapping $\gamma: \mathbb{R} \to M$, but in general it will not minimize the arc length outside the interval $[0, 1]$. Indeed, suppose that $\nu \ll \mu$ and that $\gamma(t)$ is defined as in (2.4). Then, for $t > 1$,
\begin{equation}
\left| \sqrt{\frac{d\nu}{d\eta}} - \sqrt{\frac{d\gamma(t)}{d\eta}} \right| = |1 - |1 - t| | \sqrt{\frac{d\nu}{d\eta}} < t \sqrt{\frac{d\nu}{d\eta}} \quad \text{on} \quad \left\{ \frac{d\mu}{d\eta} = 0 \right\}.
\end{equation}
Since $\eta(d\mu/d\eta = 0) > 0$ by assumption, this implies that
\begin{equation}
d(\gamma(0), \gamma(t)) < td(\nu, \mu) \quad \text{if} \ t > 1.
\end{equation}

Let us now consider the angular distance $\delta$ defined in (1.3). For a curve $\omega$ into $M_1$ define as above energy and length with respect to $\delta$:
\begin{align*}
E(\omega) &= \sup \left\{ \frac{1}{2} \sum_{i=1}^n \frac{\delta(\omega(t_i), \omega(t_{i-1}))}{t_i - t_{i-1}} \middle| 0 \leq t_0 < t_1 < \cdots < t_n \leq 1, n \in \mathbb{N} \right\},
\end{align*}
\begin{align*}
L(\omega) &= \sup \left\{ \sum_{i=1}^n \delta(\omega(t_i), \omega(t_{i-1})) \middle| 0 \leq t_0 < t_1 < \cdots < t_n \leq 1, n \in \mathbb{N} \right\}.
\end{align*}
Theorem 2.2. The angular distance $\delta$ defines a metric on $\mathcal{M}_1$ and, for two probability measures $\nu \neq \mu$,

$$d(\nu, \mu) < \delta(\nu, \mu) \leq \frac{\pi}{18} d(\nu, \mu).$$

Moreover, $E(\omega) = E(\nu)$ and $\Gamma(\omega) = L(\omega)$ holds for any curve $\omega$ into $\mathcal{M}_1$. Fix $\mu, \nu \in \mathcal{M}_1$, and define a curve $\gamma$ into $\mathcal{M}_1$ as follows by its Radon–Nikodym derivatives with respect to any $\eta \gg \nu, \mu$:

$$\frac{d\gamma(t)}{d\eta} = \sqrt{\frac{d\nu}{d\eta} (\cos \theta t - \cot \theta \sin \theta t) + \frac{d\mu}{d\eta} \frac{\sin \theta t}{\sin \theta}}, \quad 0 \leq t \leq 1,$n

where $\theta := \delta(\nu, \mu)$. Then, if $\omega$ is any other curve into $\mathcal{M}_1$ such that $\omega(0) = \nu$ and $\omega(1) = \mu$, we have that

$$\Gamma(\omega) = L(\omega) \geq L(\gamma) = \delta(\nu, \mu)$$

and

$$E(\omega) = E(\nu) \geq E(\gamma) = \frac{1}{2} \delta(\nu, \mu)^2.$$

Amari (1985) also studied some geometric aspects of $d$ and $\delta$, but only when they are restricted to the set of probability measures that are absolutely continuous with respect to some fixed reference measure $\eta$.

Let us now state a few consequences of the results we obtained so far. Equation (2.11) implies that

$$\delta(\nu, \mu) = \inf \{ L(\omega) \mid \omega(0) = \nu, \omega(1) = \mu \text{ and } \omega(t) \in \mathcal{M}_1 \forall t \}.$$

That is, $\delta$ is induced by $d$ and the inclusion $\mathcal{M}_1 \subset \mathcal{M}$. This seems to be the geometric interpretation of the results in Etheridge and March (1991) and Perkins (1991), where the Fleming–Viot process is identified as a Dawson–Watanabe superprocess conditioned to have total mass 1.

One might be tempted to transfer concepts from Riemannian geometry to our setting. Indeed, (2.3) suggests that the “tangent space” of $(\mathcal{M}, d)$ in some measure $\nu$ should be $L^2(\nu)$ with its usual inner product. This works well if $E$ is countable and $\nu$ has full support. But in the general situation we can always find some nontrivial $\lambda \in \mathcal{M}$ which is singular with respect to $\nu$. Define $\eta$ by $\eta = \nu + \lambda$ and let $\gamma$ denote the geodesic (2.4) from $\nu$ to $\mu$, where $\mu$ is defined by $d\mu/d\eta = ((d\lambda/d\eta)^{1/2} + (d\nu/d\eta)^{1/2})^2$. Then we have that $\|d\gamma(0)/d\nu\|_{L^2(\nu)} = 0$. Thus geodesics are no longer determined by their starting point and an initial vector. In particular, there is no reasonable analogue of an exponential map.

Formally, (2.11) or the form of $\Gamma$ suggest that the “tangent space” of $(\mathcal{M}_1, \delta)$ in some $\nu \in \mathcal{M}_1$ should be the orthogonal complement in $L^2(\nu)$ of the constant functions, and that it should be endowed with the $L^2(\nu)$ inner product. This means that $(\mathcal{M}_1, \delta)$ carries the structure of a “Riemannian submanifold” of $(\mathcal{M}, d)$, and this gives another formal explanation of (2.13).
Proposition V.4.4 of Jacod and Shiryaev (1987) asserts that

\[ \frac{1}{2} \| \nu - \mu \|_{\text{var}} \leq d(\nu, \mu) \leq \| \nu - \mu \|_{\text{var}}^{1/2}, \quad \nu, \mu \in \mathcal{M}_1, \]

where the upper bound also holds for \( \nu, \mu \in \mathcal{M} \). Combining (2.14) with (2.9) yields

\[ \frac{1}{2} \| \nu - \mu \|_{\text{var}} < \delta(\nu, \mu) \leq \frac{\pi}{\sqrt{8}} \| \nu - \mu \|_{\text{var}}^{1/2}, \quad \nu, \mu \in \mathcal{M}_1, \nu \neq \mu. \]

These estimates are sharp, and together with Theorem 1.1 they yield an improvement of Theorem 5.1 of Overbeck and Röckner (1996), which states a nonsharp estimate like (2.15) for the intrinsic metric of the Fleming–Viot process. Equations (2.14) and (2.15) show that convergence with respect to \( d \) or \( \delta \) is a very strong concept. But in the case where the operator \( A \) in (1.2) and (1.5) is the generator of a Markov chain with bounded jump intensities, Shiga (1990) has proved that the corresponding measure-valued diffusions are almost surely continuous in variation, and hence with respect to their intrinsic metrics. Konno and Shiga (1988) proved a similar result, when \( A \) is the Laplace operator on \( \mathbb{R} \).

There is a natural notion of curvature in geodesic spaces. It is called curvature in the sense of CAT (Comparison, Alexandrov, Toponogov) and it is obtained by comparing geodesic triangles with comparison triangles in simply connected two-dimensional Riemannian manifolds of constant curvature. See Ballmann (1990) or Sturm (1994). In our case, it is clear from (2.10) that every geodesic triangle in \( (\mathcal{M}_1, \delta) \) matches another one in the Euclidean two-sphere of radius one. Thus \( (\mathcal{M}_1, \delta) \) has constant curvature +1 in the sense of CAT. According to Remark 3.3 in Overbeck and Röckner (1996), this fact has been independently noticed by B. Driver by calculating the curvature tensor that corresponds to the coefficient matrix of a Fleming–Viot process in the case where \( E \) is a finite set with \( n + 1 \) elements. In this situation, our equation (2.10) now shows in addition that \( (\mathcal{M}_1, \delta) \) is just a Euclidean \( n \)-sphere where two points are identified when they can be obtained from each other by reflections with respect to the hyperplanes \((x_1, \ldots, x_n, 1) \in \mathbb{R}^{n+1} \mid x_i = 0 \) (\( i = 1, \ldots, n+1 \)). But this is just a sphere segment with boundary. These aspects of the Bhattacharya metric with finite \( E \) have been studied before in Amari (1985).

The sphere segment above can be parameterized on

\[ K := \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n \mid x_i \geq 0, \, i = 1, \ldots, n, \, \sum_{i=1}^n x_i \leq 1 \right\}, \]

by the mapping

\[ K \ni (x_1, \ldots, x_n) \mapsto \Phi(x_1, \ldots, x_n) := \left( x_1^{1/2}, \ldots, x_n^{1/2}, \left( 1 - \sum_{i=1}^n x_i \right)^{1/2} \right). \]
The canonical volume element of the n-sphere reads in these coordinates as
\[
m(dx_1, \ldots, dx_n) = \left(x_1 \cdots x_n \left(1 - \sum_{i=1}^{n} x_i\right)\right)^{-1/2} dx_1 \cdots dx_n,
\]
and this yields the invariant distribution of a Fleming–Viot process with parent independent mutation [i.e., the case $A = 0$ in (1.2)] when mapped onto $K$. Theorem V.4.6 in Ikeda and Watanabe (1989) can now be used to characterize all mutation operators $A$ that yield symmetrizable drifts and to calculate their symmetrizing measures. This has been carried out in Theorem 2.2 of Overbeck and Röckner (1996) by direct means.

3. Small-time asymptotics for super-Brownian motion conditioned on local extinction. Suppose $p > n$ and let $M_p(\mathbb{R}^n)$ denote the space of all positive $\sigma$-finite Borel measures $\mu$ on $\mathbb{R}^n$ such that $\langle \phi_p, \mu \rangle < \infty$, where $\phi_p(x) = (1 + |x|^2)^{p/2} (x \in \mathbb{R}^n)$. The space $M_p(\mathbb{R}^n)$ becomes Polish when endowed with the topology generated by the maps
\[
M_p(\mathbb{R}^n) \ni \mu \mapsto \langle f, \mu \rangle, \quad f \in \{\phi_p\} \cup C_c(\mathbb{R}^n).
\]
Clearly one can extend the Kakutani–Hellinger distance $d$ to $M_p(\mathbb{R}^n)$, but note that now the distance between two measures might be infinite. However, one can show easily that Theorem 2.1 with appropriate modifications remains true on this space.

Let $C([0,1]: M_p(\mathbb{R}^n))$ denote the space of all continuous paths from $[0,1]$ into $M_p(\mathbb{R}^n)$, and we endow this space with the usual compact open topology. Then this is the canonical path space for super-Brownian motion $X$, which is a diffusion with values in $M_p(\mathbb{R}^n)$ and generator
\[
Lu = \langle D^2 u(\mu), \mu \rangle + \frac{1}{2} \langle \Delta Du(\mu), \mu \rangle, \quad u \in F C^2_b(D),
\]
where $D$ equals here the set of all smooth functions on $\mathbb{R}^n$ with compact support. Let $\mathbb{P}_\mu$ denote its law when starting from $\mu \in M_p(\mathbb{R}^n)$. Assume now that $\mu \in M_p(\mathbb{R}^n)$ has full support. It has been shown in Corollary 3 of Schied (1996) that, as $\varepsilon \downarrow 0$, the rescaled processes $X^{\varepsilon} := X_{\varepsilon t} (0 \leq t \leq 1)$ satisfy a large deviation principle with good rate function
\[
I_\mu(\omega) = \begin{cases} 2E(\omega), & \text{if } \omega(0) = \mu \text{ and } \omega \in D, \\ \infty, & \text{otherwise}, \end{cases}
\]
where $D$ is the set of all paths $\omega \in C([0,1]: M_p(\mathbb{R}^n))$ having decreasing support. The appearance of the intrinsic metric in the rate function shows that the Kakutani–Hellinger distance has some probabilistic significance for Dawson–Watanabe superprocesses.

We now combine the above large deviation principle with the knowledge of the minimizing geodesics provided by Theorem 2.1 to prove a weak convergence result for super-Brownian motion conditioned on local extinction.
Theorem 3.1. Fix $\mu \in M_\rho(\mathbb{R}^n)$ with full support, and choose a closed set $N \subset \mathbb{R}^n$ such that $\mu(N) < \infty$. For $\varepsilon > 0$, let $X^\varepsilon$ denote the process $X^\varepsilon_t = X_{\varepsilon t}$ $(0 \leq t \leq 1)$. Then the laws of $X^\varepsilon$ under $P_\rho \llcorner X^\varepsilon_t(N) = 0$ converge weakly as $\varepsilon \downarrow 0$ to the Dirac mass in the curve $\gamma \in C([0,1] : M_\rho(\mathbb{R}^n))$ given by

$$\gamma(t) = \mu - t(2-t)\mu_N, \quad 0 \leq t \leq 1,$$

where $\mu_N$ is the restriction of $\mu$ to $N$.

4. Proofs. We will prove our results in the following order: Theorem 2, Theorem 2.2, Theorem 1.2, Theorem 1.1, Proposition 1.3, and finally Theorem 3.1.

All vector-valued integrals that appear below are to be understood in the sense of Bochner. See Hille and Phillips (1957).

Proof of Theorem 2.1. First we will prove (2.3). To this end fix $\omega \in H$ and define $\eta \in M$ by $\eta = \int_0^1 \omega(t) \, dt$. If $A \in B$ and $\eta(A) = 0$, then $\omega(t)(A) = 0$ for every $t \in [0,1]$ since $t \mapsto \omega(t)(A)$ is continuous by (2.1) and (2.2). Hence, for each $t \in [0,1]$, there is a function $\varphi(t) \in L^2(\eta)$ such that $d\omega(t) = \varphi(t) \, d\eta$. Since

$$\int_0^1 \left\| \frac{d\omega(t)}{d\eta} \right\|_{L^2(\eta)} \, dt = \int_0^1 \left\| \frac{d\omega(t)}{d\omega(t)} \right\|_{L^2(\omega(t))} \, dt \leq C(\omega) \int_0^1 \left\| \frac{d\omega(t)}{d\omega(t)} \right\|_{L^2(\omega(t))} \, dt < \infty,$$

by (2.2), $t \mapsto d\omega(t)/d\eta$ is Bochner integrable in $L^2(\eta)$ (cf. Theorem 3.7 in Hille and Phillips (1957)). By testing with bounded and measurable functions it follows easily that, for all $t \in [0,1],

$$\varphi(t) = \varphi(0) + \int_0^t \frac{d\omega(s)}{d\eta} \, ds,$$

holds in $L^2(\eta)$). Therefore the mapping $t \mapsto \varphi(t) \in L^2(\eta)$ is strongly differentiable almost everywhere and possesses the derivative $\dot{\varphi}(t) = d\omega(t)/d\eta$ (cf. Theorem 3.8 in Hille and Phillips (1957)).

Lemma 4.1. For $\varphi$ as above, the identity

$$(4.1) \quad \sqrt{\varphi(t)} - \sqrt{\varphi(0)} = \frac{1}{2} \int_0^t \dot{\varphi}(s) \varphi(s)^{-1/2} \, ds, \quad 0 \leq t \leq 1$$

holds in $L^2(\eta)$.

Proof. Define functions $f_n$ and $f_n'$ on $[0, \infty)$ by $f_n(x) = n \wedge (4x)^{-1/2}$ and $f_n(x) = \int_0^x f_n(y) \, dy$ $(n = 1, 2, \ldots)$. Equations (53) and (54) in Schied (1996) assert that

$$f_n(\varphi(t)) - f_n(\varphi(0)) = \int_0^t f_n'(\varphi(s)) \dot{\varphi}(s) \, ds$$
in $L^2(\eta)$. For almost every $s$,

$$f_n'(\varphi(s)) \psi(s) \to \frac{1}{2} \dot{\psi}(s) \varphi(s)^{-1/2} \quad \text{as } n \uparrow \infty,$$

pointwise on $E$. But, for all $n$ and almost every $s$,

$$(f_n'(\varphi(s)) \psi(s))^2 \leq \frac{1}{2} \dot{\psi}(s)^2 \varphi(s)^{-1} \in L^1(\eta).$$

Hence (4.2) takes place even in $L^2(\eta)$. Moreover,

$$\int_0^1 \|\dot{\psi}(s) \varphi(s)^{-1/2}\|_{L^2(\eta)} ds = \int_0^1 \left\| \frac{d\omega(s)}{d\omega(s)} \right\|_{L^2(\omega(s))} ds < \infty$$

by (2.2), and hence, for each $t$,

$$\int_0^t f_n'(\varphi(s)) \psi(s) ds \to \frac{1}{2} \int_0^t \dot{\psi}(s) \varphi(s)^{-1/2} ds \quad \text{as } n \uparrow \infty,$$

in $L^2(\eta)$ by dominated convergence for Bochner integrals [see Hille and Phillips (1957), Theorem 3.7.9]. On the other hand, by monotone convergence,

$$f_n(\varphi(t)) \to \sqrt{\varphi(t)} \quad \text{as } n \uparrow \infty$$

in $L^2(\eta)$. Therefore the lemma is proved. \(\square\)

It follows from the lemma that

$$d(\omega(s), \omega(t)) = \left\| \frac{1}{2} \int_s^t \ddot{\psi}(u) \varphi(u)^{-1/2} du \right\|_{L^2(\eta)} \leq \frac{1}{2} \int_s^t \|\dot{\psi}(u)\|_{L^2(\eta)} du.$$

Hence

$$L(\omega) \leq \frac{1}{2} \int_0^1 \|\dot{\psi}(u)\|_{L^2(\eta)} du = \frac{1}{2} \int_0^1 \left\| \frac{d\omega(u)}{d\omega(u)} \right\|_{L^2(\omega(u))} du.$$

To prove the reverse inequality, choose $\varepsilon > 0$ and a step function $\psi: [0, 1] \to L^2(\eta)$ such that $\int_0^1 \|\dot{\psi}(u)\|_{L^2(\eta)} du < \varepsilon$. See Hille and Phillips (1957), page 86, for existence. Let $\Delta = \{s_0, \ldots, s_n\}$ denote an ordered partition of $[0, 1]$ such that $\psi$ is constant a.e. on $[s_{i-1}, s_i]$ ($i = 1, \ldots, n$). We can find a refinement $\Delta' = \{t_0, \ldots, t_k\}$ of $\Delta$ such that

$$L(\omega) < \sum_{i=1}^1 d(\omega(t_{i-1}), \omega(t_i)) + \varepsilon = \sum_{i=1}^1 \left\| \int_{t_{i-1}}^{t_i} \dot{\psi}(s) \varphi(s)^{-1/2} ds \right\|_{L^2(\eta)} + \varepsilon,$$

by Lemma 4.1. Then we have that

$$\sum_{i=1}^1 \left\| \int_{t_{i-1}}^{t_i} \frac{1}{2} \dot{\psi}(s) \varphi(s)^{-1/2} ds \right\|_{L^2(\eta)} - \left\| \int_{t_{i-1}}^{t_i} \dot{\psi}(s) ds \right\|_{L^2(\eta)}$$

$$\leq \int_0^1 \left\| \frac{1}{2} \dot{\psi}(s) \varphi(s)^{-1/2} - \dot{\psi}(s) \right\|_{L^2(\eta)} ds < \varepsilon,$$
and
\[
\left| \frac{1}{2} \int_0^1 \left\| \frac{\partial}{\partial s} \psi(s) \right\|_{L^2(\eta)} \, ds - \sum_{i=1}^{\infty} \int_{t_{i-1}}^{t_i} \psi(s) \, ds \right| \leq \int_0^1 \left\| \frac{1}{2} \frac{\partial}{\partial s} \psi(s) \right\|_{L^2(\eta)} \, ds - \int_0^1 \psi(s) \|_{L^2(\eta)} \, ds.
\]

Putting these estimates together, we arrive at
\[
\left| L(\omega) - \frac{1}{2} \int_0^1 \left\| \frac{\partial}{\partial s} \psi(s) \right\|_{L^2(\eta)} \, ds \right| < 3\varepsilon.
\]

Since \( \varepsilon \) was arbitrary, (2.3) is proved.

Now consider the curve \( \gamma \) given by (2.4). Then, since \( t \mapsto \sqrt{d\gamma(t)/d\eta} \) is a straight line in \( L^2(\eta) \), we have that \( d(\gamma(s), \gamma(t)) = |t-s|d(\nu, \mu) \). Hence \( L(\gamma) = d(\nu, \mu) \), \( E(\gamma) = d(\nu, \mu)^2 / 2 \) and \( \gamma \in H \). Since \( d(\nu, \mu) \leq L(\omega) \) and \( d(\nu, \mu)^2 \leq 2E(\omega) \) are trivial for any curve \( \omega \) connecting \( \nu \) and \( \mu \), the above implies (2.5) and (2.6).

Now suppose \( L(\omega) = d(\nu, \mu) \). We will show first that this implies that the graphs of \( \omega \) and \( \gamma \) coincide:
\[
\{ \omega(t) | 0 \leq t \leq 1 \} = \{ \gamma(t) | 0 \leq t \leq 1 \}.
\]

Observe that it suffices to prove only the inclusion \( \supset \), because \( \omega \) is continuous. Clearly, for any \( t \in [0, 1] \),
\[
d(\nu, \mu) = L(\omega) \geq d(\nu, \omega(t)) + d(\omega(t), \mu) \geq d(\nu, \mu),
\]
and the inequalities are here in fact equalities. If we define \( \eta_0 \) by \( \eta_0 = \nu + \mu + \omega(t) \), (4.4) implies that
\[
\left\| \sqrt{\frac{d\nu}{d\eta_0}} - \sqrt{\frac{d\omega(t)}{d\eta_0}} \right\|_{L^2(\eta_0)} + \left\| \sqrt{\frac{d\omega(t)}{d\eta_0}} - \sqrt{\frac{d\mu}{d\eta_0}} \right\|_{L^2(\eta_0)} = \left\| \sqrt{\frac{d\nu}{d\eta_0}} - \sqrt{\frac{d\mu}{d\eta_0}} \right\|_{L^2(\eta_0)}.
\]

Hence \( (d\omega(t)/d\eta_0)^{1/2} \) must lie on the straight line from \( (d\nu/d\eta_0)^{1/2} \) to \( (d\mu/d\eta_0)^{1/2} \) in the space \( L^2(\eta_0) \). Since (2.4) is independent of \( \eta \), the above shows that \( \omega(t) \) is an element of the graph of \( \gamma \), and (4.3) is proved. To construct the desired reparametrization it suffices to observe that \( t \mapsto d(\nu, \omega(t)) \) is increasing. Indeed, \( d(\nu, \omega(t + h)) = d(\nu, \omega(t)) + d(\omega(t), \omega(t + h)) \) as can be shown by arguing as in (4.4).

Next suppose that \( E(\omega) = d(\nu, \mu)^2 / 2 \). Equation (2.7) now yields \( 2E(\omega) = L(\omega)^2 = d(\nu, \mu)^2 \). Hence \( \omega \) coincides with \( \gamma \) at least modulo reparametriza-
tion. In addition $E(\omega)$ is finite and thus $\omega \in H$. Therefore, by (2.3),
\[
\frac{1}{4} \left( \int_0^1 \left\| \frac{d\omega(t)}{d\omega(t)} \right\|_{L^2(\omega(t))} dt \right)^2 = L(\omega)^2 = 2E(\omega) = \frac{1}{4} \int_0^1 \left\| \frac{d\omega(t)}{d\omega(t)} \right\|_{L^2(\omega(t))}^2 dt.
\]
But this can only happen if $\left\| d\omega(t)/d\omega(t) \right\|_{L^2(\omega(t))}$ is constant in $t$. This easily implies $\gamma = \omega$ and Theorem 2.1 is proved. □

**Proof of Theorem 2.2.** First let us show that $\delta$ is indeed a metric on $M_1$. Only the triangle inequality is not obvious. To prove it, suppose $\nu, \mu, \lambda \in M_1$, fix $\eta \gg \nu, \mu, \lambda$, and denote by $\varphi_{\lambda}, \varphi_{\mu}$ and $\varphi_{\nu}$ the square-roots of the corresponding Radon–Nikodym derivatives. Then let $\theta_1 := \delta(\nu, \mu)$, $\theta_2 := \delta(\mu, \lambda)$ and
\[
\hat{\varphi}_\nu := \varphi_\mu \frac{1}{\sin \theta_1} - \varphi_\mu \cot \theta_1 \quad \text{and} \quad \hat{\varphi}_\lambda := \varphi_\mu \frac{1}{\sin \theta_2} - \varphi_\mu \cot \theta_2.
\]
Then $\hat{\varphi}_\nu \perp \varphi_{\mu}$ in $L^2(\eta)$, $\varphi_\nu = \varphi_\mu \cos \theta_1 + \hat{\varphi}_\nu \sin \theta_1$ and $\varphi_\lambda = \varphi_\mu \cos \theta_2 + \hat{\varphi}_\lambda \sin \theta_2$. Thus
\[
\cos \delta(\nu, \lambda) = \cos \theta_1 \cos \theta_2 - \langle \hat{\varphi}_\nu, \hat{\varphi}_\lambda \rangle_{L^2(\eta)} \sin \theta_1 \sin \theta_2
\]
\[
\geq \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2
\]
\[
= \cos(\delta(\nu, \mu) + \delta(\mu, \lambda)).
\]
As $\delta$ only takes values in $[0, \pi/2]$, this shows that
\[
\delta(\nu, \lambda) \leq \delta(\nu, \mu) + \delta(\mu, \lambda) \quad \text{with equality iff } \hat{\varphi}_\nu = \hat{\varphi}_\mu.
\]
To prove (2.9) observe that
\[
\delta(\nu, \mu) = \arccos \left( 1 - \frac{1}{2} d(\nu, \mu)^2 \right).
\]
But $0 < d(\nu, \mu) \leq \sqrt{2}$ and $1 < \arccos(1 - x^2/2)/x \leq \pi/\sqrt{8}$, for $0 < x \leq \sqrt{2}$.

Now fix a curve $\omega$ into $M_1$. We have $\Gamma(\omega) \geq L(\omega)$ and $E(\omega) \geq E(\omega)$ from (2.9). To prove the converse assertion for the arc length, define $\Gamma(\omega) := \sum_{i=1}^n \delta(\omega(t_i), \omega(t_{i-1}))$ if $\Delta = \{t_0, t_1, \ldots, t_n\}$ is any ordered partition of the unit interval. Next we remark that $\arccos(1 - x^2/2)/x \downarrow 1$ as $x \downarrow 0$. Hence we infer from (4.6) that for any $\varepsilon > 0$ there is some $r > 0$ such that $\delta(\alpha, \lambda) \leq (1 + \varepsilon) d(\alpha, \lambda)$ whenever $\alpha, \lambda \in M_1$ are such that $d(\alpha, \lambda) \leq r$. This shows that $\Gamma(\omega) \geq (1 + \varepsilon) L(\omega)$, if we suppose that $d(\omega(t_i), \omega(t_{i-1})) \leq r$, for all $t_i \in \Delta$. But $\delta$ is a metric, and hence
\[
\Gamma(\omega) \geq \Gamma(\omega) \quad \text{if } \Delta' \text{ is finer than } \Delta.
\]
Since $\omega$ was supposed to be strongly continuous, we arrive at $\Gamma(\omega) = \sup_\Delta \Gamma(\omega) \leq (1 + \varepsilon) L(\omega)$, where the supremum is taken over all partitions $\Delta$ that are fine enough in the above sense.

In principle the same reasoning applies to $E(\omega)$. However, some additional care is needed, because the property analogous to (4.7) is uncertain in general. But it remains true if $\Delta$ and $\Delta'$ are dyadic partitions, and this is sufficient to prove the assertion. See Schied (1996), Lemma 24 for the details.
Now we proceed to show that \( \bar{\gamma} \) is indeed a minimizing geodesic. Choose \( \eta \)

dominating \( \mu \) and \( \nu \), and let \( \psi(t) \) denote the Radon–Nikodym derivative 

\( d\bar{\gamma}(t)/d\eta \). Clearly, \( t \mapsto \psi(t) \in L^1(\eta) \) is strongly differentiable, and its derivative satisfies

\[
(4.8) \quad \dot{\psi}(t) = \frac{d}{dt} \psi(t) = 2\theta \left( \hat{\theta} \cos \theta t - \sqrt{\psi(0)} \sin \theta t \right) \sqrt{\psi(t)},
\]

where \( \hat{\theta} = (\sin \theta)^{-1} \sqrt{\psi(1)} - \cot \theta \sqrt{\psi(0)} \). Therefore \( t \mapsto \psi(t) \in L^1(\eta) \) is of strong bounded variation. Moreover \( \psi \) is weakly absolutely continuous, and so \( \psi(t) = \psi(0) + \int_0^t \psi(s) \, ds \) holds in \( L^1(\eta) \) by Theorem 3.6.8 in Hille and Phillips (1957). Thus (2.1) follows for \( \bar{\gamma} \), with \( \varphi \) given by \( d\bar{\gamma}(t)/d\eta \).

From (4.8) we conclude that \( \dot{\gamma}(t) \ll \bar{\gamma}(t) \), for all \( t \). To calculate the corresponding density observe that, for any measurable set \( A \),

\[
\dot{\gamma}(t)(A) = \int_A \frac{d\bar{\gamma}(t)}{d\gamma(t)} \cdot \frac{d\gamma(t)}{d\eta} \, d\eta = \int_A \dot{\psi}(t) \, d\eta.
\]

Thus it follows that

\[
\frac{d\gamma(t)}{d\gamma(t)} = \dot{\psi}(t) = \dot{\psi}(t) = 2\theta \left( \hat{\theta} \cos \theta t - \sqrt{\psi(0)} \sin \theta t \right) \sqrt{\psi(t)}, \quad \eta\text{-a.e.,}
\]

which in turn implies that

\[
\frac{d\gamma(t)}{d\gamma(t)} = 2\theta \left( \hat{\theta} \cos \theta t - \sqrt{\psi(0)} \sin \theta t \right) \psi(t)^{-1/2}, \quad \gamma(t)\text{-a.e.}
\]

Using \( \|\hat{\theta}\|_{L^1(\eta)} = 1 \) and \( \hat{\theta} \perp \sqrt{\psi(0)} \) in \( L^2(\eta) \), this yields

\[
\left\| \frac{d\gamma(t)}{d\gamma(t)} \right\|_{L^2(\gamma(t))} = 2\theta \left( \hat{\theta} \cos \theta t - \sqrt{\psi(0)} \sin \theta t \right) \|\psi(t)^{1/2} \|_{L^2(\eta)} = 2\delta(\mu, \nu).
\]

Therefore \( \gamma \in H \),

\[
\frac{1}{2} \delta(\mu, \nu) = \frac{1}{2} \int_0^1 \left\| \frac{d\gamma(t)}{d\gamma(t)} \right\|_{L^2(\gamma(t))} \, dt = L(\gamma),
\]

and

\[
\frac{1}{2} \delta(\nu, \mu) = \frac{1}{8} \int_0^1 \left\| \frac{d\gamma(t)}{d\gamma(t)} \right\|_{L^2(\gamma(t))}^2 \, dt = E(\gamma).
\]

Hence Theorem 2.2 is proved. \( \square \)

**Proof of Theorem 1.2.** Suppose \( u \in C^1(\mathbb{M}) \) satisfies \( \Gamma(u, u) \leq 1 \) and \( \omega \in H \) is a curve such that \( \omega(0) = \lambda \) and \( \omega(1) = \mu \). Then Hölder’s inequality and (2.3) imply that

\[
\begin{aligned}
\varphi(\lambda) - \varphi(\mu) &= \int_0^1 \frac{d}{dt} u(\omega(t)) \, dt = \int_0^1 \langle Du(\omega(t)), \dot{\omega}(t) \rangle \, dt \\
&\leq \int_0^1 \sqrt{\Gamma(u, u)(\omega(t))} \left\| \frac{d\omega(t)}{d\omega(t)} \right\|_{L^2(\omega(t))} \, dt \\
&\leq 2 \cdot L(\omega).
\end{aligned}
\]
Equation (2.5) now shows that
\[
\rho(\lambda, \mu) := \sup \{u(\lambda) - u(\mu) \mid \Gamma(u, u) \leq 1, u \in C^1(\mathcal{M})\} \leq 2d(\lambda, \mu).
\]

To prove the reverse inequality we will distinguish between the cases where \( E \) is countable or uncountable. Let us start with the latter case. Since the assertion of our theorem only depends on the measurable structure of \((E, \mathcal{B})\), we can assume that \( E = \mathbb{R} \) and that \( \mathcal{B} \) is the usual Borel field [see, e.g., Theorem 2.12 of Parthasarathy (1967)]. Denote by \( \nu_\sigma \) the normal distribution with mean 0 and variance \( \sigma > 0 \) and choose \( \eta = \lambda + \mu + \nu_1 \). Then, for any \( \alpha \in \mathcal{M} \) and each \( \sigma > 0 \), the convolution \( \nu_\sigma * \alpha \) of \( \nu_\sigma \) and \( \alpha \) is absolutely continuous with respect to \( \eta \). Now fix \( \varepsilon, \sigma > 0 \) and a bounded measurable function \( f \), and define
\[
(4.9) \quad u(\alpha) = \int f \left( \varepsilon + \frac{d\nu_\sigma * \alpha}{d\eta} \right)^{1/2} d\eta, \quad \alpha \in \mathcal{M}.
\]

Clearly, for \( \beta \in \mathcal{M}, t \mapsto u(\alpha + t\beta) \) is differentiable and
\[
\frac{d}{dt} u(\alpha + t\beta) = \frac{1}{2} \int f \left( \varepsilon + \frac{d\nu_\sigma * (\alpha + t\beta)}{d\eta} \right)^{-1/2} \frac{d\nu_\sigma * \beta}{d\eta} d\eta
\]
\[
= \frac{1}{2} \int \nu_\sigma * \left[ f \left( \varepsilon + \frac{d\nu_\sigma * (\alpha + t\beta)}{d\eta} \right)^{-1/2} \right] d\beta.
\]

Therefore \( u \in C^1(\mathcal{M}) \).

By Jensen's inequality \( (\nu_\sigma * g)^2 \leq \nu_\sigma * g^2 \), for any bounded and measurable function \( g \) on \( \mathbb{R} \). Hence
\[
\Gamma(u, u)(\alpha) = \frac{1}{4} \int \left( \nu_\sigma * \left[ f \left( \varepsilon + \frac{d\nu_\sigma * \alpha}{d\eta} \right)^{-1/2} \right] \right)^2 d\alpha
\]
\[
\leq \frac{1}{4} \int f^2 \left( \frac{d\nu_\sigma * \alpha}{d\eta} \right)^{-1} d\nu_\sigma * \alpha
\]
\[
\leq \frac{1}{4} \int f^2 d\eta.
\]

Hence \( \Gamma(u, u) \leq 1 \) if \( \|f\|_{L^2(\eta)} \leq 2 \). Therefore we can choose \( f \) depending on \( \lambda, \mu, \varepsilon \) and \( \sigma \) such that
\[
u(\lambda) - u(\mu) = \int f \left( \varepsilon + \frac{d\nu_\sigma * \lambda}{d\eta} \right)^{1/2} - \left( \varepsilon + \frac{d\nu_\sigma * \mu}{d\eta} \right)^{1/2} d\eta
\]
\[
\geq 2(1 - \varepsilon) \left\| \varepsilon + \frac{d\nu_\sigma * \lambda}{d\eta} \right\|^{1/2} - \left( \varepsilon + \frac{d\nu_\sigma * \mu}{d\eta} \right)^{1/2} \right\|_{L^2(\eta)}.
\]

Letting \( \varepsilon \) tend to 0 we conclude that \( \rho(\lambda, \mu) \geq 2d(\nu_\sigma * \lambda, \nu_\sigma * \mu) \). The assertion will now follow from
\[
(4.10) \quad \liminf_{\sigma \downarrow 0} d(\nu_\sigma * \lambda, \nu_\sigma * \mu) \geq d(\lambda, \mu).
\]
To prove (4.10) suppose first that the support of \( \lambda \) is contained in the support of \( \mu \). Of course, the support of a measure should here be regarded with respect to the Euclidean topology on \( E = \mathbb{R} \). In this case, Lemma 23 in Schied (1996) asserts that

\[
(4.11) \quad d(\lambda, \mu) = \sup_{f \in C_c(\mathbb{R})} \langle f, \lambda \rangle - \langle V_1 f, \mu \rangle,
\]

where \( C_c(\mathbb{R}) \) denotes the space of continuous functions with compact support on \( \mathbb{R} \) and \( V_t \) is, for \( t \geq 0 \), given by

\[
(4.12) \quad V_t x = \begin{cases} \frac{x}{1 - tx}, & \text{if } x < t, \\ \infty, & \text{otherwise.} \end{cases}
\]

Compare also with Lynch and Sethuraman (1987). Applying this variational formula to \( d(\nu_\alpha \ast \lambda, \nu_\alpha \ast \mu) \) as well, we get with Jensen’s inequality that

\[
\liminf_{\sigma \downarrow 0} d(\nu_\sigma \ast \lambda, \nu_\sigma \ast \mu)
\]

\[
\geq \sup_{n \in \mathbb{N}} \liminf_{\sigma \downarrow 0} \sup_{f \in C_c(\mathbb{R}), f \leq 1 - 1/n} \langle f, \nu_\sigma \ast \lambda \rangle - \langle V_1 f, \nu_\sigma \ast \mu \rangle
\]

\[
\geq \sup_{n \in \mathbb{N}} \liminf_{\sigma \downarrow 0} \sup_{f \in C_c(\mathbb{R}), f \leq 1 - 1/n} \langle \nu_\sigma \ast f, \lambda \rangle - \langle V_1(\nu_\sigma \ast f), \mu \rangle.
\]

Now choose \( \varepsilon > 0 \), \( n \in \mathbb{N} \) large enough and \( g \in C_c(\mathbb{R}) \) such that \( g \leq 1 - 1/n \) and

\[
\langle g, \lambda \rangle - \langle V_1 g, \mu \rangle \geq \sup_{f \in C_c(\mathbb{R}), f \leq 1 - 1/n} \langle f, \lambda \rangle - \langle V_1 f, \mu \rangle - \varepsilon.
\]

Since \( \nu_\sigma \ast g \to g \) pointwise as \( \sigma \downarrow 0 \) and \( \nu_\sigma \ast g \leq 1 - 1/n \), for all \( \sigma > 0 \), dominated convergence yields that \( \langle \nu_\sigma \ast g, \lambda \rangle - \langle V_1(\nu_\sigma \ast g), \mu \rangle \to \langle g, \lambda \rangle - \langle V_1 g, \mu \rangle \). Thus

\[
\liminf_{\sigma \downarrow 0} \sup_{f \in C_c(\mathbb{R}), f \leq 1 - 1/n} \langle \nu_\sigma \ast f, \lambda \rangle - \langle V_1(\nu_\sigma \ast f), \mu \rangle
\]

\[
\geq \sup_{f \in C_c(\mathbb{R}), f \leq 1 - 1/n} \langle f, \lambda \rangle - \langle V_1 f, \mu \rangle
\]

and (4.10) is proved in the case where the support of \( \lambda \) is contained in the support of \( \mu \). To handle the general case, observe first that

\[
d(\alpha, \beta) \leq ||\alpha - \beta||_{\var}, \quad \alpha, \beta \in \mathbb{M}.
\]

This can be seen as in part (i) of the proof of Proposition V.4.4 in Jacod and Shiryaev (1987). Hence, for \( \sigma, \varepsilon > 0 \),

\[
d(\nu_\sigma \ast \mu, \nu_\sigma \ast (\mu + \varepsilon \lambda)) \leq ||\nu_\sigma \ast \mu - \nu_\sigma \ast (\mu + \varepsilon \lambda)||_{\var}
\]

\[
\leq ||\nu_\sigma||_{\var} \varepsilon \|\lambda\|_{\var} \leq \sqrt{\varepsilon ||\lambda||_{\var}}.
\]
Since the support of $\lambda$ trivially is contained in the support of $\mu + \varepsilon \lambda$, we get that
\[
\liminf_{\sigma \downarrow 0} d(v_\sigma * \lambda, v_\sigma * \mu) \\
\geq \liminf_{\sigma \downarrow 0} d(v_\sigma * \lambda, v_\sigma * (\mu + \varepsilon \lambda)) - \limsup_{\sigma \downarrow 0} d(v_\sigma * \mu, v_\sigma * (\mu + \varepsilon \lambda)) \\
\geq d(\lambda, \mu) - d(\mu, \mu + \varepsilon \lambda) - \sqrt{\varepsilon} \| \lambda \|_{\text{var}} \geq d(\lambda, \mu) - 2\sqrt{\varepsilon} \| \lambda \|_{\text{var}}.
\]

Since $\varepsilon$ was arbitrary, (4.10) is proved.

This proves $\rho = \sqrt{2}d$ in the case where $E$ is uncountable. If $E$ is countable, $E$ can be regarded as discrete subset of $\mathbb{R}$. Then $M(E) \sim M(\mathbb{R})$, and hence every function $u \in C^1(M(\mathbb{R}))$ satisfies $\Gamma(u, u) \leq 1$ yields a function $u'$ on $M(E)$ with the same property. Therefore
\[
\sup\{u'(\lambda) - u'(\mu) | u' \in C^1(M(E)), \Gamma(u', u') \leq 1\} \\
\geq \sup\{u(\lambda) - u(\mu) | u \in C^1(M(\mathbb{R})), \Gamma(u, u) \leq 1\} = 2d(\lambda, \mu)
\]
and Theorem 1.2 is proved. \(\square\)

**Proof of Theorem 1.1.** Suppose $u \in C^1(M_1)$ satisfies $\Gamma(u, u) \leq 1$ and $\omega \in H$ is a curve such that $\omega(0) = \lambda$, $\omega(1) = \mu$ and $\omega(t) \in M_1$, for all $t \in [0, 1]$.

Then, as above,
\[
u(\lambda) - u(\mu) = \int_0^1 \langle \nabla u(\omega(t)), \dot{\omega}(t) \rangle \, dt \\
\leq \int_0^1 \sqrt{\Gamma(u, u)(\omega(t))} \left\| \frac{d\dot{\omega}(t)}{d\omega(t)} \right\|_{L^2(\omega(t))} \, dt \leq 2 L(\omega).
\]
Choosing $\omega = \varpi$ as defined in (2.10), we get
\[
\bar{\rho}(\lambda, \mu) := \sup\{u(\lambda) - u(\mu) | \Gamma(u, u) \leq 1, u \in C^1(M_1)\} \leq 2\delta(\lambda, \mu).
\]

For the proof of $\bar{\rho} \geq 2\delta$ we may restrict ourselves as above to the case where $E = \mathbb{R}$. Choose, $\sigma, \varepsilon > 0$, let $v_\sigma$ denote the normal distribution with mean 0 and variance $\sigma$, let $\eta$ denote the measure $\eta = (\lambda + \mu + \nu_\sigma)/3$, and define $f$ as (an $\eta$-version of)
\[
f = (1 + \varepsilon)^{-2} \left( \varepsilon + \frac{d\nu_\sigma * \mu}{d\eta} \right)^{1/2}.
\]
Note that $f$ is bounded, since $d\nu_\sigma * \mu/d\eta$ is bounded by some constant. With these choices define a function $u$ on the whole of $M$ as in (4.9), and let $w$ denote the function
\[
w(\alpha) = \arccos(u(\alpha) - \sqrt{\varepsilon} \langle f, \eta \rangle), \quad \alpha \in M_1.
\]

By Hölder’s inequality,
\[
u(\alpha) \leq \|f\|_{L^2(\eta)} (\|\alpha\|_{\text{var}} + \varepsilon) \leq 1 \quad \forall \alpha \in M_1.
\]
and so $\omega$ is well defined and in $C^1(M_1)$. For $\alpha \in M_1$ fixed, let $\varphi$ denote the density $d\nu_\sigma + \alpha/d\eta$. Then we have that, for $\beta \in M_1$,

$$\langle \mathcal{D}w(\alpha), \beta \rangle = \frac{-1}{\sqrt{1 - (\cos w(\alpha))^2}} \langle Du(\alpha), \beta - \alpha \rangle$$

$$= \frac{-1}{2 \sin w(\alpha)} \langle \nu_\sigma * [f(\varepsilon + \varphi)^{-1/2}], \beta - \alpha \rangle.$$ 

Therefore, with $C$ denoting $(2 \sin w(\alpha))^{-2}$,

$$\langle (\mathcal{D}w(\alpha))^2, \alpha \rangle = C \left( \langle \nu_\sigma * [f(\varepsilon + \varphi)^{-1/2}], \alpha \rangle - \langle f(\varepsilon + \varphi)^{-1/2}, \nu_\sigma * \alpha \rangle \right)$$

$$\leq C \left( \langle f^2(\varepsilon + \varphi)^{-1}, \nu_\sigma * \alpha \rangle - \langle f(\varepsilon + \varphi)^{-1/2}, \eta \rangle \right)^2$$

$$\leq C \left( \langle f^2, \eta \rangle - \langle f(\varepsilon + \varphi)^{1/2}, \eta \rangle \right)^2.$$ 

Now

$$\varepsilon \langle f(\varepsilon + \varphi)^{-1/2}, \eta \rangle \leq \sqrt{\varepsilon} \langle f, \eta \rangle \leq \langle f(\varepsilon + \varphi)^{1/2}, \eta \rangle = u(\alpha),$$

and hence

$$\langle (\mathcal{D}w(\alpha))^2, \alpha \rangle \leq \frac{1 - (u(\alpha) - \sqrt{\varepsilon} \langle f, \eta \rangle)^2}{4 \sin^2 w(\alpha)} = \frac{1}{4}.$$ 

Hence $\Gamma(2w, 2w) \leq 1$ and $\tilde{p}(\lambda, \mu) \geq 2w(\lambda) - 2w(\mu)$. Letting $\varepsilon$ tend to 0 we arrive at

$$\tilde{p}(\lambda, \mu) \geq 2 \delta(\nu_\sigma * \lambda, \nu_\sigma * \mu).$$

But from (4.6) and (4.10),

$$\lim_{\sigma \downarrow 0} \delta(\nu_\sigma * \lambda, \nu_\sigma * \mu) = \liminf_{\sigma \downarrow 0} \arccos\left(1 - d(\nu_\sigma * \lambda, \nu_\sigma * \mu)^2/2\right) \geq \delta(\lambda, \mu).$$

Hence the theorem is proved. $\square$

**Remark.** The choice of the particular function $w$ in the above proof can be guessed by expressing the carré du champs operator $\Gamma$ in terms of “polar coordinates.” That is, we write $\mu \in M$ as $\mu = r \cdot \hat{\mu}$, where $r \geq 0$ and $\hat{\mu} \in M_1$, and we consider a function $u$ on $[0, \infty) \times M_1$ as function on $M$ by writing $u(\mu) = u(r, \hat{\mu})$. Then, at least formally,

$$\Gamma(u, u)(\mu) = r \left( \frac{\partial}{\partial r} u(r, \hat{\mu}) \right)^2 + \frac{1}{r} \Gamma(u(r, \cdot), u(r, \cdot))(\hat{\mu}).$$

The $r$ appearing on the right-hand side can be eliminated by choosing $u(r) = r^{1/2} u_0(\hat{\mu})$, and we then get that

$$\Gamma(u, u)(\mu) = u_0(\hat{\mu})^2/4 + \Gamma(u_0, u_0)(\hat{\mu}).$$

So if $w \in C^1(M_1)$ is some function such that $\Gamma(w, w) \leq 1$, we can choose $u_0 = 2\cos(w/2)$ to get $\Gamma(u, u) \leq 1$. This argument is close to those that can be used to derive the results of Etheridge and March (1991) and Perkins (1991).
Proof of Proposition 1.3. We will only prove the part of the proposition concerned with $\rho$. The assertion for $\overline{\rho}$ can be obtained analogously.

Again we can put ourselves in the situation where $E = \mathbb{R}$ and $B$ is its Borel field. It suffices to show that, for $\nu$ and $\mu \in M$ fixed, we can find a sequence $(u_n) \subset F C_0(D)$ such that $\Gamma(u_n, u_n) \leq 1$ and $u_n(\nu) \rightarrow u(\nu)$ and $u_n(\mu) \rightarrow u(\mu)$ if $u$ is given by (4.9). To this end let $f$, $e$, and $\eta$ be the same as in (4.9), and choose pairwise disjoint sets $A_1, \ldots, A_n \in B$ and $g_1, \ldots, g_n \in D$ such that $0 \leq g_i \leq 1$ $(i = 1, \ldots, n)$. Now define $v_i \in F C_0(D)$ $(i = 1 \ldots n)$ by

$$v_i(\alpha) = \int_{A_i} f \left( e + \frac{\langle g_i, \alpha \rangle}{\eta(A_i)} \right)^{1/2} d\eta, \quad \alpha \in M.$$ 

Then

$$Dv_i(\alpha, x) = \frac{1}{2} \langle f l_{A_i}, \eta \rangle \left( e \eta(A_i) + \eta(A_i) \langle g_i, \alpha \rangle \right)^{-1/2} g_i(x).$$

Now let $w$ be given by $w = \sum_{i=1}^n v_i$. We get

$$\Gamma(w, w)(\alpha) \leq \frac{1}{4} \sum_{i,j=1}^n \frac{\langle f l_{A_i}, \eta \rangle \langle f l_{A_j}, \eta \rangle}{\sqrt{\eta(A_i) \eta(A_j)}} \frac{\langle g_i, g_j, \alpha \rangle}{\sqrt{\langle g_i, \alpha \rangle \langle g_j, \alpha \rangle}},$$

but $0 \leq g_i \leq 1$ and hence $\langle g_i, g_j, \alpha \rangle \leq \sqrt{\langle g_i, \alpha \rangle \langle g_j, \alpha \rangle}$ $(i, j = 1, \ldots, n)$. Thus

$$\Gamma(w, w)(\alpha) \leq \frac{1}{4} \left( \frac{\sum_{i=1}^n \langle f l_{A_i}, \eta \rangle}{\sqrt{\eta(A_i)}} \right)^2 \leq \frac{1}{4} \int f^2 d\eta.$$ 

By our assumptions on $D$ we can find functions $\tilde{g}_i$ that coincide $\eta$-a.e. and hence $\nu$ and $\mu$-a.e. with $\nu_{\tilde{g}_i} = I_{A_i}$, and that are bounded pointwise limits of sequences $(g^k_i) \subset D$ with $0 \leq g^k_i \leq 1$ $(i = 1, \ldots, n, k \in \mathbb{N})$. The function $w^k$ corresponding to $(g^k_1, \ldots, g^k_n)$ then satisfies $\Gamma(w^k, w^k) \leq \|f\|_{L^2(\eta)}^2/4$, and $(w^k)$ converges pointwise to some function $\tilde{w}$. For $\alpha \ll \eta$ and in particular for $\alpha \in \nu, \mu$, $\tilde{w}(\alpha)$ takes the form

$$\tilde{w}(\alpha) = \int f \left( e + \frac{d\nu_{\tilde{g}} \ast \alpha}{d\eta} \right)^{1/2} d\eta.$$

But now martingale convergence implies that $u(\alpha)$ given in (4.9) can be approximated by functions $\tilde{w}(\alpha)$ as above when $\sigma(A_1, \ldots, A_n) \rightarrow B$. This proves the part of the proposition concerned with $\rho$. □

Proof of Theorem 3.1. We will show first that under the assumptions of Theorem 3.1,

$$\mu(N) = d(\mu, \mu_N c) = \inf \{ l^0_\mu(\omega) \mid \omega(1)(N) = 0 \} = l^0_\mu(\gamma).$$

Indeed, the first equality is trivial. Obviously, by (2.6),

$$d(\mu, \mu_N c)^2 = \inf \{ d(\mu, \nu)^2 \mid \nu(1) = 0 \} \leq \inf \{ l^0_\mu(\omega) \mid \omega(1)(N) = 0 \} \leq l^0_\mu(\gamma).$$

But $\gamma$ is the unique minimizing geodesic from $\mu$ to $\mu_N c$, and therefore $l^0_\mu(\gamma) = 2E(\gamma) = d(\mu, \mu_N c)^2$. Hence (4.13) is proved.
Lemma 4.2. Under the assumptions of Theorem 3.1,
\[ \lim_{\varepsilon \to 0} \varepsilon \log P_{\mu}[X_\varepsilon(N) = 0] = -\mu(N). \]

Proof. Let \( P_t(x, A) = (2\pi t)^{-d/2} \int_A \exp(-|x-y|^2/2t) \, dy \) denote the Brownian transition semigroup. Theorem 9 of Schied (1996) implies that, for \( t \geq 0 \) and \( f \) bounded and measurable,
\[ \langle V_t P_t f, \mu \rangle \leq \log E_\mu[\exp(\langle f, X_t \rangle)] \leq \langle P_t V_t f, \mu \rangle, \]
where \( V_t \) is defined in (4.12). Using the lower bound we get that
\[ \log P_{\mu}[X_\varepsilon(N) = 0] = \lim_{\lambda \to \infty} \log E_\mu[\exp(-\lambda X_\varepsilon(N))] \geq -\lambda \int \frac{\lambda P_\varepsilon(x, N)}{1 + \varepsilon \lambda P_\varepsilon(x, N)} \mu(dx) \]
\[ \geq -\frac{1}{\varepsilon} \int P_\varepsilon(x, N) \mu(dx). \]
Hence
\[ \liminf_{\varepsilon \to 0} \varepsilon \log P_{\mu}[X_\varepsilon(N) = 0] \geq \limsup_{\varepsilon \to 0} \int P_\varepsilon(x, N) \mu(dx) \geq -\mu(N), \]
because \( N \) is closed. On the other hand, \( \limsup_{\varepsilon \to 0} \varepsilon \log P_{\mu}[X_\varepsilon(N) = 0] \leq \mu(N) \) follows from (4.13) and the upper bound of the large deviation principle stated in connection with (3.2). \( \square \)

Now suppose \( A \subset C([0, 1] : M_p(\mathbb{R}^n)) \) is closed. Let \( A_N \) denote the closed set \( A_N = A \cap \{ \omega : \omega(1)(N) = 0 \} \). Then, by the above large deviation principle and Lemma 4.2,
\[ \limsup_{\varepsilon \to 0} \varepsilon \log P_{\mu}[X_\varepsilon \in A | X_{\varepsilon}^0(N) = 0] = \limsup_{\varepsilon \to 0} \varepsilon \log P_{\mu}[X_\varepsilon \in A_N] + \mu(N) \]
\[ \leq \mu(N) - \inf_{\omega \in A_N} I_\mu^0(\omega), \]
but by Theorem 2.1 and (4.13) we have that
\[ \inf_{\omega \in A_N} I_\mu^0(\omega) > \mu(N) = I_\mu^0(\gamma) \iff \gamma \in A_N. \]
This shows that
\[ \limsup_{\varepsilon \to 0} P_{\mu}[X_\varepsilon \in A | X_{\varepsilon}^0(N) = 0] \leq \delta_\gamma(A) \quad \forall \text{ closed } A \subset C([0, 1] : M_p(\mathbb{R}^n)) \]
and this is equivalent to the asserted weak convergence. \( \square \)
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