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In this paper we provide sharp bounds on the $L_{p}$-norms of randomly stopped $U$-statistics. These bounds consist mainly of decoupling inequalities designed to reduce the level of dependence between the U-statistics and the stopping time involved. We apply our results to obtain Wald's equation for $U$-statistics, moment convergence theorems and asymptotic expansions for the moments of randomly stopped $U$-statistics. The proofs are based on decoupling inequalities, symmetrization techniques, the use of subsequences and induction arguments.

1. Introduction. Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables and let $T$ be a stopping time adapted to $\left\{\mathrm{F}_{\mathrm{n}}\right\}$, where $\mathrm{F}_{\mathrm{n}}$ is the $\sigma$-algebra generated by $\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}$. Wald's (1945) equation says that if $\mathrm{EX}_{1}=0$ and $\mathrm{ET}<\infty$, then $E\left(\sum_{i=1}^{\top} X_{i}\right)=0$. Chow, de la Peña and Teicher (1993) recently generalized this fundamental result in sequential analysis to multilinear U-statistics of the form

$$
\begin{equation*}
S_{n}=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} X_{i_{1}} \cdots X_{i_{k}} . \tag{1.1}
\end{equation*}
$$

In the case $k=2$, de la Peña and Lai (1994) further extended the result to general $U$-statistics of order $k(=2)$, showing that

$$
\begin{equation*}
E \sum_{1 \leq i<j \leq T} f\left(X_{i}, X_{j}\right)=0, \tag{1.2}
\end{equation*}
$$

if for some $1<\mathrm{p} \leq 2$,

$$
\begin{gather*}
E\left(T^{1 /(p-1)}\right)<\infty, \quad E\left|f\left(X_{1}, X_{2}\right)\right|^{p}<\infty \quad \text { and }  \tag{1.3}\\
E\left(f\left(X_{1}, X_{2}\right) \mid X_{1}\right)=E\left(f\left(X_{1}, X_{2}\right) \mid X_{2}\right)=0 .
\end{gather*}
$$

The sharpness of this result can be checked by taking $f(x, y)=x y$ and $p=2$, in which case (1.2) along with Wald's first equation gives Wald's second equation.

In Sections 2 and 5 we extend (1.2) to general U-statistics of order $\mathrm{k} \geq 2$ under a similar assumption which reduces to (1.3) when $k=2$. In this connection we also prove a sharp bound for the absolute pth moment of a randomly stopped U -statistic for $\mathrm{p} \leq 2$. This bound has the property of

[^0]reducing the level of dependence between the sequence of $U$-statistics and the stopping time. In Section 3 we use the decoupling method to obtain a bound for the absolute pth moment, with $p \geq 2$, of randomly stopped U-statistics. We provide several applications of the bounds obtained in Sections 3 and 4. In particular, they are used to establish moment convergence results in Anscombe's theorem for U-statistics, generalizing corresponding results of Chow, Hsiung and Lai (1979) for stopped random walks. They are also used to obtain asymptotic expansions of the moments of randomly stopped normalized U-statistics, generalizing recent results of Aras and Woodroofe (1993) for stopped sample means to stopped U-statistics and addressing a problem of Aras (1988) related to sequential estimation based on $U$-statistics.

## 2. A sharp decoupling inequality and Wald's equation for U-statis-

tics with kernels in $\mathbf{L}_{p}, \mathbf{1}<\mathbf{p} \leq \mathbf{2}$. The proof of Wald's equation for the multilinear U-statistics (1.1) given in Chow, de la Peña and Teicher (1993) does not extend to $U$-statistics of the general form

$$
\begin{equation*}
U_{n}=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right), \tag{2.1}
\end{equation*}
$$

since the proof given there depends heavily on the multilinear features of the problem. In the case $k=2$, de la Peña and Lai (1997) proved Wald's equation for (2.1) by using the bivariate structure and decoupling inequalities to bound $E\left(\max _{n \leq T}\left|U_{n}\right|\right)$. To generalize this result to general $k$, we need some new decoupling inequalities which will in turn enable us to exend and integrate the two different approaches in Chow, de la Peña and Teicher (1993) and in de la Peña and Lai (1997).

Throughout the sequel we let $X_{1}, X_{2}, \ldots$ be i.i.d random variables with values in a measurable space ( $\mathrm{S}, \mathrm{S}$ ) and let $\mathrm{F}_{\mathrm{n}}$ be the $\sigma$-algebra generated by $X_{1}, \ldots, X_{n}$. Let $k \geq 2$ and let $f: S^{k} \rightarrow \mathbf{R}$ be a Borel measurable function such that

$$
\begin{align*}
& E\left(f\left(X_{1}, \ldots, X_{k}\right) \mid X_{i_{1}}, \ldots, X_{i_{h}}\right)=0  \tag{2.2}\\
& \quad \text { for every }\left\{i_{1}, \ldots, i_{h}\right\} \subset\{1, \ldots, k\} \text { with } h<k .
\end{align*}
$$

Define $U_{n}$ by (2.1) and let $T$ be a stopping time adapted to $\left\{F_{n}\right\}$. The following is a sharp decoupling inequality for $E\left(\max _{k \leq n \leq T}\left|U_{n}\right|^{p}\right)$ and will be proved in Section 5.

Theorem 1. Suppose that (2.2) holds and that $E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{p}<\infty$ for some $1 \leq \mathrm{p} \leq 2$. Moreover, assume that f is symmetric in its arguments, that is,

$$
\begin{align*}
& \mathrm{f}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}}\right)=\mathrm{f}\left(\mathrm{X}_{\pi(1)}, \ldots, \mathrm{X}_{\pi(\mathrm{k})}\right)  \tag{2.3}\\
& \quad \text { for any permutation } \pi \text { of }\{1, \ldots, \mathrm{k}\} .
\end{align*}
$$

Let $\left\{X_{n}^{(1)}\right\}, \ldots,\left\{X_{n}^{(k)}\right\}$ be $k$ independent copies of $\left\{X_{n}\right\}$. Then there exists a universal constant $C_{k, p}$, depending only on $k$ and $p$, such that


$$
\begin{align*}
\leq C_{k, p} \sum_{h=0}^{k-1} \sum_{t=1}^{k-h} E \mid & \sum_{i_{h+1}=1}^{T}  \tag{2.4}\\
& \left.\cdots \sum_{i_{h+t}=1}^{T} f_{T, k, h}\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(k)}\right)\right|^{p},
\end{align*}
$$

where $_{T, k, 0}=f$ and for $h \geq 1, f_{T, k, h}: S^{k-h} \rightarrow \mathbf{R}$ is given by

$$
\begin{equation*}
f_{T, k, h}\left(y_{h+1}, \ldots, y_{k}\right)=\sum_{1 \leq i_{1}<\cdots<i_{h} \leq T} f\left(X_{i_{1}}, \ldots, x_{i_{h}}, y_{h+1}, \ldots, y_{k}\right) . \tag{2.5}
\end{equation*}
$$

This bound generalizes that in de la Peña (1992b) dealing with multilinear forms of i.i.d. random variables. In particular, since the bound obtained in that work is known to be sharp, this bound is also sharp. This fact can also be verified by observing that the results in de la Peña (1992a) imply that if the stopping time is assumed to be independent of all the variables involved, then both sides of (2.4) are of the same order of magnitude. A variant of the bound (2.4) is also proved in Section 5 and is used to prove the following extension of Wald's equation to the case of multivariate $U$-statistics.

Theorem 2. Suppose (2.2) and (2.3) hold and that for some $1<\mathrm{p} \leq 2$,

$$
\begin{equation*}
\mathrm{E}\left|\mathrm{f}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}}\right)\right|^{\mathrm{p}}<\infty \quad \text { and } \mathrm{ET}^{\rho(\mathrm{k}, \mathrm{p})}<\infty, \tag{2.6}
\end{equation*}
$$

where $\rho(\mathrm{k}, \mathrm{p})=\left(\mathrm{p}^{1 /(k-1)}-1\right)^{-1}$. Then $\mathrm{E}\left(\max _{\mathrm{k} \leq \mathrm{n} \leq \mathrm{T}}\left|\mathrm{U}_{\mathrm{n}}\right|\right)<\infty$ and conse quently $E U_{T}=0$.

When $k=2$, condition (2.6) reduces to (1.3) since $\rho(2, p)=1 /(p-1)$. Theorem 2 will be proved in Section 5 where it will be explained in the remarks following the proof how $\rho(\mathrm{k}, \mathrm{p})$ arises naturally in the induction argument which modifies and generalizes that of Chow, de Ia Peña and Teicher (1993) for the multilinear case (1.1). Denoting the right-hand side of (2.1) by $U_{n, k}$ to show that the kernel of the $U$-statistic has $k$ arguments (or order k ), a a key idea of the proof is to use decoupling inequalities to bound $E\left(\max _{k \leq n \leq T}\left|U_{n, k}\right|\right)$ in terms of $E\left(\max _{k \leq n \leq T} \mid U_{n, h+1}\right)^{\alpha_{n}}$, where $1 \leq \alpha_{h} \leq p$ and the $U_{n, h}$ represent $U$-statistics corresponding to certain kernels of lower order.
3. $\mathbf{L}_{\mathbf{p}}$-norms of randomly stopped $\mathbf{U}$-statistics with $\mathbf{p} \geq \mathbf{2}$. It is well known that for $p \geq 2, E\left|U_{n}\right|^{p}=O\left(n^{k p / 2}\right)$ if $E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{p}<\infty$. In this section we first prove an upper bound of $E\left(\max _{k \leq n \leq T}\left|U_{n}\right|^{p}\right)$ in terms of $E T^{\mathrm{kp} / 2}$ and then apply the result to prove uniform integrability and moment
convergence. We assume that (2.2) holds as before, but the symmetry condition (2.3) is not assumed here.

Theorem 3. For any $p \geq 2$, there exists a universal constant $C_{k, p}$, de pending only on $k$ and $p$, such that

$$
\begin{align*}
& \left.\left.E \max _{k \leq n \leq T}\right|_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{p}  \tag{3.1}\\
& \quad \leq C_{k, p}\left(E T^{k p / 2}\right)\left(E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{k p}\right)^{1 / k}
\end{align*}
$$

Proof. Let $\left\{X_{i}^{(1)}\right\}, \ldots,\left\{X_{i}^{(k)}\right\}$ be $k$ independent copies of $\left\{X_{i}\right\}$. Let $G_{n}$ be the $\sigma$-algebra generated by $\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{n}\right\} \cup\left\{\mathrm{X}_{\mathrm{i}}^{(1)}: \mathrm{i} \geq 1\right\} \cup \cdots \cup\left\{\mathrm{X}_{\mathrm{i}}^{(\mathrm{k})}: \mathrm{i} \geq 1\right\}$. In what follows, $C_{p}$ and $C_{k, p}$ denote universal constants that may change from one bound to another. The explanation of different steps below is given in the remarks, labelled (A), (B), and so on, following the proof:

$$
\begin{aligned}
& E\left\{\left.\left.\max _{n \leq T}\right|_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{p}\right\} \\
& \quad=E \sup _{n}\left|\sum_{i_{k}=k}^{n}\left\{\sum_{i_{k-1}=k-1}^{i_{k}-1} \ldots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right\} I\left(T \geq i_{k}\right)\right|^{p} \\
& \quad \leq C_{p} E\left\{\sum _ { i _ { k } = k } ^ { \infty } \left[\sum_{i_{k-1}=k-1}^{i_{k}-1} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}\right)\right.\right. \\
& \\
& \left.\left.\quad \times I\left(T \geq i_{k}\right)\right]^{2}\right\}^{p / 2}[\operatorname{see}(A)]
\end{aligned}
$$

$$
\leq C_{p} E\left\{\sum _ { i _ { k } = k } ^ { \infty } \left[\sum_{i_{k-1}=k-1}^{i_{k}-1} \ldots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\right.\right.
$$

$$
\left.\left.\times I\left(T \geq i_{k}\right)\right]^{2}\right\}^{p / 2}[\operatorname{see}(B)]
$$

$$
=C_{p} E\left\{\sum _ { i _ { k } = k } ^ { \infty } \left(E \left[\sum_{i_{k-1}=k-1}^{T} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\right.\right.\right.
$$

$$
\left.\left.\left.\times I\left(T \geq i_{k}\right) \mid G_{i_{k}-1}\right]\right)^{2}\right\}^{p / 2} \quad[\sec (C)]
$$

$$
\begin{aligned}
& \leq C_{p} E\left\{\sum _ { i _ { k } = k } ^ { \infty } E \left[\left(\sum_{i_{k-1}=k-1}^{T} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\right.\right.\right. \\
& \left.\left.\left.\times I\left(T \geq i_{k}\right)\right)^{2} \mid G_{i_{k}-1}\right]\right\}^{p / 2} \\
& \leq C_{p} E\left\{\sum _ { i _ { k } = k } ^ { \infty } \left[\sum_{i_{k-1}=k-1}^{T} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\right.\right. \\
& \left.\leq C_{p} E\left\{\left(T \geq i_{k}\right)\right]^{2}\right\}^{p / 2}[\operatorname{see}(D)] \\
& \left.\left.\sum_{i_{k}=k}^{T} \sum_{i_{k-1}=k-1}^{T} \sum_{i_{k-2}=k-2}^{i_{k-1}-1} \cdots i_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\right|^{p}\right\}
\end{aligned}
$$

$$
[\operatorname{see}(E)]
$$

$$
\leq C_{p} E\left\{T^{p / 2}\left|\sum_{i_{k-1}=k-1}^{T} \sum_{i_{k-2}=k-2}^{i_{k-1}-1} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{1}^{(k)}\right)\right|^{p}\right\}
$$

$$
[\operatorname{see}(F)]
$$

$$
\leq \mathrm{C}_{p}\left\{\mathrm{ET}^{\mathrm{kp} / 2}\right\}^{1 / k}
$$

$$
\times\left\{E\left|\sum_{i_{k-1}=k-1}^{T} \sum_{i_{k-2}=k-2}^{i_{k-1}-1} \ldots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-2}}, X_{i_{k-1}}, X_{1}^{(k)}\right)\right|^{k p /(k-1)}\right\}^{(k-1) / k}
$$

$$
\leq \mathrm{C}_{\mathrm{p}}\left\{\mathrm{ET}^{\mathrm{kp} / 2}\right\}^{1 / k}
$$

$$
\times\left\{E T^{k p / 2(k-1)}\right.
$$

$$
\left.\times\left|\sum_{i_{k-2}=k-2}^{T} \sum_{i_{k-3}=k-3}^{i_{k-2}-1} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-2}}, X_{i_{k-1}}^{(k-1)}, X_{1}^{(k)}\right)\right|^{k p /(k-1)}\right\}^{(k-1) / k}
$$

$$
[\operatorname{see}(G)]
$$

$$
\leq \cdots \leq C_{k, p}\left(E T^{k p / 2}\right)\left(E\left|f\left(X_{1}^{(1)}, X_{1}^{(2)}, \ldots, X_{1}^{(k)}\right)\right|^{k p}\right)^{1 / k} \quad[\operatorname{see}(H)]
$$

REMARKs. We explain here various inequalities and an equality that has been marked in the preceding proof.
(A) The bound follows from Burkholder's inequality [cf. Chow and Teicher (1988)]: there exists a constant $B_{p}$ such that for all martingale difference sequences $\left(d_{n}\right)$,

$$
E \sup _{n}\left|\sum_{i=1}^{n} d_{i}\right|^{p} \leq B_{p} E\left(\sum_{i=1}^{\infty} d_{i}^{2}\right)^{p / 2} .
$$

(B) Apply Theorem 2 of Hitczenko (1988): for $r>0$, there exists a constant $B_{r}$ such that for all tangent sequences $\left(d_{n}\right)$ and $\left(e_{n}\right)$ of nonnegative random variables, $E\left(\sum_{i=1}^{n} d_{i}\right)^{r} \leq B_{r} E\left(\sum_{i=1}^{n} e_{i}\right)^{r}$. The sequences $\left(d_{n}\right)$ and $\left(e_{n}\right)$ of random variables adapted to a filtration ( $F_{n}$ ) are said to be tangent to each other if $P\left\{d_{n} \leq x \mid F_{n-1}\right\}=P\left\{e_{n} \leq x \mid F_{n-1}\right\}$ a.s. for all $n \geq 1$ and all real numbers $x$.
(C) N ote that $E\left[\sum_{i_{k-1}=i_{k}}^{\top} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right)\left|\left(T \geq i_{k}\right)\right| G_{i_{k}-1}\right]=$ 0 , assuming $T$ to be bounded in (3.1), where we can first replace $T$ by $\min (T, m)$ and then let $m \rightarrow \infty$. Hence

$$
\begin{aligned}
& E\left[\sum_{i_{k-1}=k-1}^{T} \cdots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right) I\left(T \geq i_{k}\right) \mid G_{i_{k}-1}\right] \\
& =\sum_{i_{k-1}=k-1}^{i_{k}-1} \ldots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-1}}, X_{i_{k}}^{(k)}\right) I\left(T \geq i_{k}\right) .
\end{aligned}
$$

(D) Apply Lemma 3 in Section 11.3 of Chow and Teicher (1988), recalling that $p \geq 2$ : for $r \geq 1$, there exists a constant $B_{r}$ such that for every sequence of nonnegative random variables $\left(z_{n}\right)$ and every filtration ( $F_{n}$ ), $E\left\{\sum_{i=1}^{\infty} E\left(z_{i} \mid F_{i-1}\right)\right\}^{r} \leq B_{r} E\left(\sum_{i=1}^{\infty} z_{i}\right)^{r}$.
(E) The bound follows from Burkholder's inequality, assuming the stopping time $T$ to be bounded in (3.1): there exists a constant $A_{p}$ such that for all martingale differences $\left(d_{n}\right), E\left|\sum_{i=1}^{n} d_{i}\right|^{p} \geq A_{p} E\left(\sum_{i=1}^{n} d_{i}^{2}\right)^{p / 2}$. See Chow and Teicher (1988), page 396.
(F) Condition on $T$ and $\left\{X_{i}\right\}$ and use the bound $E\left|\sum_{i=1}^{n} Z_{i}\right|^{p} \leq A_{p} n^{p / 2} E\left|Z_{1}\right|^{p}$ for i.i.d. zero-mean random variables $Z_{1}, Z_{2}, \ldots(p \geq 2)$.
(G) Apply the same argument as in (F) but with p replaced by kp/(k-1).
(H) Proceed by induction. First note that by Hölder's inequality relating the expectation of the product of two nonnegative random variables to their $\mathrm{L}_{\mathrm{k}-1}$ and $\mathrm{L}_{(\mathrm{k}-1) /(\mathrm{k}-2)}$ norms,

$$
\left\{E\left(T^{k p / 2(k-1)}|Z|^{k p /(k-1)}\right)\right\}^{(k-1) / k} \leq\left(E T^{k p / 2}\right)^{1 / k}\left(E|Z|^{k p /(k-2)}\right)^{(k-2) / k}
$$

in which

$$
Z=\sum_{i_{k-2}=k-2}^{T} \ldots \sum_{i_{1}=1}^{i_{2}-1} f\left(X_{i_{1}}, \ldots, X_{i_{k-2}}, X_{i_{k-1}}^{(k-1)}, X_{i}^{(k)}\right)
$$

Then apply the same argument as before to $E|Z|^{k p /(k-2)}$. Repeated use of this argument gives the final result.

Let $m \geq k$. If we replace $\sum_{i_{k}=k}^{n}$ in the chain of inequalities in the proof of Theorem 3 by $\sum_{i_{k}=m}^{n}$, then we can replace $T^{p / 2}$ by $T^{p / 2} I(T \geq m)$ in the inequality marked by reference to Remark (F) and (ET $\left.T^{k p / 2}\right)^{1 / k}$ by
$\left(E T^{k p / 2} I(T \geq m)\right)^{1 / k}$ in the subsequent inequality, so the preceding proof also gives the following variant of (3.1):

$$
\begin{align*}
E \sup _{n \geq m} & \left|\sum_{i_{k}=m}^{n}\left\{\sum_{1 \leq i_{1}<\cdots<i_{k-1}<i_{k}} f\left(X_{i_{1}}, \ldots, X i_{k}\right)\right\} I\left(T \geq i_{k}\right)\right|^{p} \\
\leq & C_{k, p}\left\{E T^{k p / 2} I(T \geq m)\right\}^{1 / k}\left(E T^{k p / 2}\right)^{(k-1) / k}  \tag{3.2}\\
& \times\left(E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{k p}\right)^{1 / k} .
\end{align*}
$$

If $E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{r}<\infty$ for some $r \geq 2$, then by Lemma 1 of Lai and Wang (1993) together with Doob's inequality for martingales,

$$
\begin{equation*}
\left.\left.E \max _{n \leq m}\right|_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{r} \leq C_{k, r} m^{k r / 2} E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{r} \tag{3.3}
\end{equation*}
$$

We now give a corollary of (3.2) and (3.3) that will enable us to prove moment convergence in Anscombe's (1952) theorem for $U$-statistics. Let $\mathrm{p} \geq 2$. For $A \subset(0, \infty)$ and i.i.d. random variables $Z_{1}, Z_{2}, \ldots$ with $E Z_{1}=0$ and $E\left|Z_{1}\right|^{p}<\infty$, Chow and $Y u[(1981)$, Lemma 5] have shown that if $\{T(a), a \in A\}$ is a family of stopping times such that $\left\{\left(a^{-1} T(a)\right)^{p / 2}, a \in A\right\}$ is uniformly integrable, then $\left\{\left|\sum_{i=1}^{T}(a) Z_{i} / \sqrt{a}\right|^{p}, a \in A\right\}$ is uniformly integrable. This is extended to the $U$-statistics (2.1) in the following.

Corollary 1. Let $p \geq 2$ and $A \subset(0, \infty)$. Suppose that $E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{k p}$ $<\infty$ and that $\{T(a), a \in A\}$ is a family of stopping times adapted to $\left\{F_{n}\right\}$. If $\left\{\left(a^{-1} T(a)\right)^{k p / 2} a, a \in A\right\}$ is uniformly integrable, then $\left\{\left|a^{-k / 2} U_{T(a)}\right|^{p}, a \in A\right\}$ is uniformly integrable

Proof. Let $\mathrm{m}_{\mathrm{a}, \lambda}=[\lambda \mathrm{a}]$ and note that

$$
\begin{align*}
\left|U_{T(a)}\right| \leq & \max _{n \leq m_{a, \lambda}}\left|\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right| \\
& +\left|\sum_{i_{k}=m_{a, \lambda}}^{\infty} I\left(T(a) \geq i_{k}\right) \sum_{1 \leq i_{1}<\cdots<i_{k-1}<i_{k}} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right| . \tag{3.4}
\end{align*}
$$

Given $\varepsilon>0$, we can choose $\lambda$ sufficiently large so that

$$
\left\{E\left(a^{-1} T(a)\right)^{k p / 2} \mathrm{I}\left(T(a) \geq \mathrm{m}_{\mathrm{a}, \lambda}\right)\right\}^{1 / \mathrm{k}} \leq \varepsilon \quad \text { for all } \mathrm{a} \in \mathrm{~A}
$$

Moreover, $\sup _{a \in A} E\left(a^{-1} T(a)\right)^{k p / 2}=B<\infty$. Hence by (3.2), for all $a \in A$,

$$
\begin{gathered}
E\left|\sum_{i_{k}=m_{a, \lambda}}^{\infty} I\left(T(a) \geq i_{k}\right) \sum_{1 \leq i_{1}<\cdots<i_{k-1}<i_{k}} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{p} \\
\leq C_{k, p} B^{(k-1) / k}\left(E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{k p}\right)^{1 / k} \varepsilon a^{k p / 2} .
\end{gathered}
$$

Therefore in view of (3.4), the uniform integrability of $\left|\mathrm{a}^{-\mathrm{k} / 2} \mathrm{U}_{\mathrm{T}(\mathrm{a})}\right|^{p}$ will follow if it can be shown that for every $\lambda>0$,

$$
\begin{equation*}
\left\{\left(\left.\max _{n \leq m_{a, \lambda}}\right|_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right) \mid / m_{a, \lambda}^{k / 2}\right)^{p}, a \in A\right\} \tag{3.5}
\end{equation*}
$$

is uniformly integrable. The bound (3.3) with $r=k p(>p)$ implies the uniform integrability of (3.5), completing the proof of Corollary 1.

Suppose $E f^{2}\left(X_{1}, \ldots, X_{k}\right)<\infty$ and $f$ is symmetric in its arguments. Then $\left\{k!n^{-k / 2} U_{[n t)}, 0 \leq t \leq T\right\}$ converges weakly to a multiple Wiener integral $\left\{\mathrm{W}_{\mathrm{k}}(\mathrm{t}), 0 \leq \mathrm{t} \leq \mathrm{T}\right\}$ with respect to some Gaussian random measure [cf. Mandelbaum and Taqqu (1984)]. Let $\left\{T(a), a \geq a_{0}\right\}$ be a family of $\left\{F_{n}\right\}$-adapted stopping times such that $\mathrm{T}(\mathrm{a}) / \mathrm{a} \rightarrow_{\mathrm{p}} \mathrm{c}$ for some constant $\mathrm{c}>0$. Then by Anscombe's (1952) theorem, $a^{-k / 2} U_{T(a)}$ converges in distribution to $\mathrm{c}^{\mathrm{k} / 2} \mathrm{~W}_{\mathrm{k}}(1) / \mathrm{k}$ !. Corollary 1 yields the following result on moment convergence of $a^{-k / 2} U_{T(a)}$.

Corollary 2. Let $p \geq 2$. Suppose that $f$ satisfies (2.3) and $E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{k p}<\infty$. Let $T$ (a) be $\left\{F_{n}\right)$-adapted stopping times such that $\lim _{\mathrm{a} \rightarrow \infty} \mathrm{E}\left|\mathrm{a}^{-1} \mathrm{~T}(\mathrm{a})-\mathrm{c}\right|^{\mathrm{kp} / 2}=0$ for some constant c . Then for every continuous function $\mathrm{f}: \mathbf{R} \rightarrow \mathbf{R}$ satisfying $\mathrm{f}(\mathrm{x})=\mathrm{O}\left(|\mathrm{x}|^{\mathrm{p}}\right)$ as $|\mathrm{x}| \rightarrow \infty$,

$$
\begin{equation*}
\lim _{a \rightarrow \infty} E f\left(a^{-k / 2} U_{T(a)}\right)=E f\left(c^{k / 2} W_{k}(1) / k!\right) . \tag{3.6}
\end{equation*}
$$

4. Moments of normalized $\mathbf{U}$-statistics in sequential analysis. Let $\mathrm{g}: \mathrm{S}^{\mathrm{k}} \rightarrow \mathbf{R}$ be a Borel function of k variables such that g is symmetric in its arguments [i.e., (2.3) holds with $g$ in place of $f$ ] and

$$
\begin{equation*}
\mathrm{E}\left|\mathrm{~g}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}}\right)\right|^{\beta}<\infty \quad \text { for some } \beta>2 . \tag{4.1}
\end{equation*}
$$

Let $\theta=\mathrm{Eg}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}}\right)$. For $\mathrm{n} \geq \mathrm{k}$, the normalized U -statistic with kernel g is

$$
\begin{equation*}
\hat{\theta}_{n}=\left\{\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} g\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right\} /\binom{n}{k} . \tag{4.2}
\end{equation*}
$$

Normalized U-statistics were introduced by Halmos (1946) to provide unbiased estimates of $\theta$. Hoeffding $(1948,1961)$ subsequently proved the asymptotic normality of $\theta_{\mathrm{n}}$ by using the decomposition
$\hat{\theta}_{n}-\theta=k n^{-1} \sum_{i=1}^{n} g_{1}\left(X_{i}\right)+k(k-1)\{n(n-1)\}^{-1} \sum_{1 \leq i<j \leq n} g_{2}\left(X_{i}, X_{j}\right)$ $+\cdots+k!\{n \cdots(n-k+1)\}^{-1} \sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} g_{k}\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$,
where

$$
\begin{align*}
g_{1}(x) & =E g\left(x, x_{2}, \ldots, X_{k}\right)-\theta, \\
g_{2}(x, y) & =E g\left(x, y, x_{3}, \ldots, x_{k}\right)-g_{1}(x)-g_{1}(y)+\theta \text { and so on. } \tag{4.4}
\end{align*}
$$

Thus, $g_{j}$ is symmetric in its arguments and

$$
\begin{gather*}
E\left|g_{j}\left(X_{1}, \ldots, X_{j}\right)\right|^{\beta}<\infty, \quad E g_{1}\left(X_{1}\right)=0, \\
E\left\{g_{j}\left(X_{1}, \ldots, X_{j}\right) \mid X_{i_{1}}, \ldots, X_{i_{h}}\right\}=0 \tag{4.5}
\end{gather*}
$$

for every proper subset $\left\{i_{1}, \ldots, i_{h}\right\}$ of $\{1, \ldots, j\}$.
Although $\theta_{\mathrm{n}}$ is an unbiased estimate of $\theta$, the corresponding normalized U -statistic $\hat{\theta}_{T}$ based on a sample $\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{T}\right\}$ from a sequential experiment, in which the sample size $T$ is not fixed in advance but is sequentially determined from the current and past data, is biased. In addition to the bias, the mean squared error $\mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{2}$ is also of fundamental interest in the theory of sequential estimation.

In this section we consider sequential experiments whose stopping rules are of the form

$$
\begin{equation*}
T=\inf \left\{n \geq k: \sum_{i=1}^{n} Y_{i}+\xi_{n} \geq a\right\}, \tag{4.6}
\end{equation*}
$$

where $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots$ are i.i.d. random vectors and for some $\mathrm{c}>0$,

$$
\begin{gather*}
E Y_{1}=\mu>0, \quad E Y_{1}^{2}<\infty, \quad \sum_{n=1}^{\infty} n P\left\{\xi_{n}+\mu n<c n\right\}<\infty,  \tag{4.7}\\
\left\{\left[\left(\sum_{i=1}^{n} Y_{i}+\xi_{n}-n / c\right)^{+}\right]^{p}, n \geq 1\right\} \\
\text { is uniformly integrable for some } p \geq 3, \\
\lim _{\delta \rightarrow 0} \sup _{n \geq 1} P\left\{\max _{\mathrm{k} \leq \mathrm{n} \delta}\left|\xi_{n+k}-\xi_{n}\right|>\varepsilon\right\}=0 \text { for all } \varepsilon>0 .
\end{gather*}
$$

In addition, it is assumed that there are events $A_{n}$ such that for some $\alpha \geq 3 / 2$,

$$
\begin{gather*}
\sum_{n=1}^{\infty} n P\left(\bigcup_{k=n}^{\infty} A_{k}^{\prime}\right)<\infty \text { and }  \tag{4.10}\\
\left\{\max _{k \leq n}\left|\xi_{n+k}\right|^{\alpha} I\left(A_{n+k}\right), n \geq 1\right\} \text { is uniformly integrable, }
\end{gather*}
$$

where $A_{k}^{\prime}$ denotes the complement of $A_{k}$.
Stopping rules of the form (4.6) arise naturally in many sequential testing and estimation problems [cf. Woodroofe (1982), Siegmund (1985)], in which stopping occurs whenever some statistic $Z_{n}$ exceeds a threshold a. Typically $Z_{n}$ can be written in terms of a random walk $\sum_{i=1}^{n} Y_{i}$ plus a remainder term $\xi_{n}$. Regularity conditions on $\xi_{n}$ like those above were first introduced by Lai and Siegmund (1977) in the development of a renewal theory for the perturbed random walk $\sum_{1}^{n} Y_{i}+\xi_{n}$. The conditions (4.7)-(4.10) were formulated by Aras and Woodroofe (1993) in their work on asymptotic expansions for the first four moments of randomly stopped sample means in sequential analysis. The following theorem extends their results from sample means to normalized U-statistics.

Theorem 4. Suppose $\mathrm{g}: \mathrm{S}^{\mathrm{k}} \rightarrow \mathbf{R}$ satisfies the symmetry condition (2.3) (with g in place of f ). Assume (4.1) and (4.7)-(4.10). Define $\hat{\theta}_{\mathrm{n}}$ by (4.2), $\mathrm{T}\left(=\mathrm{T}_{\mathrm{a}}\right)$ by (4.6), $\mathrm{g}_{1}$ and $\mathrm{g}_{2}$ by (4.4).
(i) If $\beta \geq \max \{4,2 \alpha /(\alpha-1), 2 \mathrm{p} /(\mathrm{p}-2)\}$, then as $\mathrm{a} \rightarrow \infty$,

$$
\begin{gather*}
\mathrm{E} \hat{\theta}_{\mathrm{T}}=\theta+\mathrm{a}^{-1} \mathrm{k}\left\{\mathrm{EY} \mathrm{~g}_{1}\left(\mathrm{X}_{1}\right)+\mathrm{o}(1)\right\}  \tag{4.11}\\
\mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{2}=\mathrm{a}^{-1} \mu \mathrm{k}^{2} \mathrm{Eg}_{1}^{2}\left(\mathrm{X}_{1}\right)+\mathrm{O}\left(\mathrm{a}^{-2}\right) \tag{4.12}
\end{gather*}
$$

(ii) If $\beta \geq \max \{4,6 \alpha /(2 \alpha-1), 3 \mathrm{p} /(\mathrm{p}-2)\}$, then
(4.13) $\lim _{a \rightarrow \infty} a^{2} E\left(\hat{\theta}_{T}-\theta\right)^{3} / k^{3}=6 \mu\left(\operatorname{Eg}_{1}^{2}\left(X_{1}\right)\right)\left(E Y_{1} g_{1}\left(X_{1}\right)\right)+\mu^{2} E_{1}^{3}\left(X_{1}\right)$.

If $\beta \geq \max \{4,4 \mathrm{p} /(\mathrm{p}-2)\}$, then

$$
\begin{equation*}
\lim _{a \rightarrow \infty} a^{2} E\left(\hat{\theta}_{T}-\theta\right)^{4} / k^{4}=3 \mu^{2}\left(E_{1}^{2}\left(X_{1}\right)\right)^{2} \tag{4.14}
\end{equation*}
$$

(iii) $\operatorname{Let} \mathrm{g}_{12}(\mathrm{x})=\mathrm{E}\left\{\mathrm{g}_{1}\left(\mathrm{X}_{1}\right) \mathrm{g}_{2}\left(\mathrm{x}, \mathrm{X}_{1}\right)\right\}, \mathrm{S}_{\mathrm{n}}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{Y}_{\mathrm{i}}$ and $\tau_{+}=\inf \left\{\mathrm{n}: \mathrm{S}_{\mathrm{n}}>0\right\}$. Suppose $\beta \geq \max \{4,2 \alpha /(\alpha-1), 2 \mathrm{p} /(\mathrm{p}-2)\}, \mathrm{Y}_{1}$ is nonlattice and $\left(n^{-1 / 2} \sum_{i=1}^{n}\left(g\left(X_{i}\right), Y_{i}\right), \xi_{n}\right)$ converges weakly to $\left(Z_{X}, Z_{Y}, \xi\right)$. Then $\left(Z_{X}, Z_{Y}\right)$ is normal and as a $\rightarrow \infty$,

$$
\begin{equation*}
\left(\mathrm{T}^{-1 / 2} \sum_{\mathrm{i}=1}^{\mathrm{T}}\left(\mathrm{~g}\left(\mathrm{X}_{\mathrm{i}}\right), \mathrm{Y}_{\mathrm{i}}\right), \xi_{\mathrm{T}}, \mathrm{~S}_{\mathrm{T}}+\xi_{\mathrm{T}}-\mathrm{a}\right) \tag{4.15}
\end{equation*}
$$

converges weakly to $\left(Z_{X}, Z_{Y}, \xi, \rho_{+}\right)$, where $\rho_{+}$is independent of ( $\left.Z_{X}, Z_{Y}, \xi\right)$ and has distribution function

$$
\begin{equation*}
\mathrm{P}\left\{\rho_{+} \leq \mathrm{u}\right\}=\int_{0}^{\mathrm{u}} \mathrm{P}\left\{\mathrm{~S}_{\tau+}>\mathrm{x}\right\} \mathrm{dx} / \mathrm{ES}_{\tau+} \quad \text { for } \mathrm{u}>0 \tag{4.16}
\end{equation*}
$$

Moreover, $\mathrm{ET}=\mathrm{a} / \mu+\left(\mathrm{E} \rho_{+}-\mathrm{E} \xi\right) / \mu+\mathrm{o}(1)$ and (4.12) can be strengthened to

$$
\begin{align*}
\lim _{a \rightarrow \infty}\left\{a^{2} E\right. & \left.\left(\hat{\theta}_{T}-\theta\right)^{2}-a \mu k^{2} E g_{1}^{2}\left(X_{1}\right)\right\} \\
= & \mu^{2} k^{2}(k-1)^{2} E g_{2}^{2}\left(X_{1}, X_{2}\right) / 2+4 \mu k^{2}(k-1) E Y_{1} g_{12}\left(X_{1}\right)  \tag{4.17}\\
& +2 k^{2}\left\{\mu E\left(Y_{1}-\mu\right) g_{1}^{2}\left(X_{1}\right)+\left(\mu E Y_{1} g_{1}\left(X_{1}\right)\right)^{2}\right\} \\
& +k^{2}\left\{\operatorname{Var} Y_{1}+2 E \xi Z_{X}^{2}+\mu\left(E \rho_{+}-E \xi\right)-2 E \rho_{+}\right\} E g_{1}^{2}\left(X_{1}\right) .
\end{align*}
$$

The second-order expansion (4.17) of the mean squared error $E\left(\hat{\theta}_{T}-\theta\right)^{2}$ is of fundamental interest in the theory of sequential estimation based on U-statistics, extending corresponding results in the sample mean case [cf. Aras and Woodroofe (1993) and the references therein]. In his study of sequential estimation based on U-statistics, Aras (1988) was able to show that $\mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{2}=\mathrm{O}\left(\mathrm{a}^{-1}\right)$ and pointed out the main obstacles in his method to the derivation of a more precise asymptotic formula for $\mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{2}$.

The proof of Theorem 4 uses Corollary 1 together with arguments similar to those of Aras and Woodroofe (1993) (AW henceforth). The following four lemmas, which use the same notation and assumptions as in Theorem 4, provide the modifications needed in extending AW to U-statistics.

Lemma 1. Let

$$
\bar{g}_{j, n}=k(k-1) \cdots(k-j+1) \sum_{1 \leq i_{1}<\cdots<i_{j} \leq n} \frac{g_{j}\left(X_{i_{1}}, \ldots, X_{i_{j}}\right)}{n(n-1) \cdots(n-j+1)} .
$$

Then for every $\eta>0$,

$$
\begin{aligned}
& \mathrm{E}\left(\sup _{\mathrm{n} \geq \eta \mathrm{a}}\left|\bar{g}_{\mathrm{j}, \mathrm{n}}\right|^{r}\right)=\mathrm{o}\left(\mathrm{a}^{-2}\right) \quad \text { for } \mathrm{j} \geq 2 \text { and } \beta \geq \mathrm{r} \geq 3, \\
& \mathrm{E}\left(\sup _{\mathrm{n} \geq \eta \mathrm{a}} \overline{\mathrm{~g}}_{\mathrm{j}, \mathrm{n}}^{2}\right)=\mathrm{O}\left(\mathrm{a}^{-j}\right) \quad \text { for } \mathrm{j} \geq 1 .
\end{aligned}
$$

Proof. Since $\left\{\bar{g}_{j, n}, n \geq j\right\}$ is a reverse martingale [cf. Gram and Serfling (1973)], it follows from Doob's inequality that

$$
\begin{align*}
E\left(\sup _{n \geq m}\left|\bar{g}_{j, n}\right|^{r}\right) & =O\left(E\left|\bar{g}_{j, m}\right|^{r}\right) \\
& =O\left(\left.\left.m^{-j r} E\right|_{1 \leq i_{1}<\cdots<i_{j} \leq m} g_{j}\left(X_{i_{1}}, \ldots, X_{i_{j}}\right)\right|^{r}\right)  \tag{4.18}\\
& =O\left(m^{-j r / 2}\right),
\end{align*}
$$

where the last relation above follows from Lemma 1 of Lai and Wang (1993). Putting $\mathrm{m}=[\eta \mathrm{a}]$ in (4.18) gives the desired conclusions.

Lemma 2. Let $\phi(x, y, z)=g_{1}(x) g_{2}(y, z)+g_{1}(y) g_{2}(x, z)+g_{1}(z) g_{2}(x, y)$, $\psi(x, y)=g_{1}(x) g_{2}(x, y)+g_{1}(y) g_{2}(x, y)-g_{12}(x)-g_{12}(y)$. Then $E g_{12}\left(X_{1}\right)=$ 0 and for $n \geq 2$,

$$
\begin{aligned}
& \left(\sum_{I=1}^{n} g_{1}\left(X_{I}\right)\right)\left(\sum_{1 \leq i<j \leq n} g_{2}\left(X_{i}, X_{j}\right)\right) \\
& \quad=\sum_{1 \leq i<j<I \leq n} \phi\left(X_{i}, X_{j}, X_{I}\right)+\sum_{1 \leq i<j \leq n} \psi\left(X_{i}, X_{j}\right)+(n-1) \sum_{i=1}^{n} g_{12}\left(X_{i}\right)
\end{aligned}
$$

Lemma 3. Define $\phi$ as in Lemma 2 and let

$$
U_{n}=\sum_{1 \leq i<j<l \leq n} \phi\left(X_{i}, X_{j}, X_{1}\right)
$$

Then $E U_{T} /\left\{T^{2}(T-1)\right\}=o\left(a^{-2}\right)$.

Proof. By Proposition 2(iii) of AW, $\mathrm{P}\{T \geq 5 \mathrm{a} / \mathrm{c}\}=\mathrm{o}\left(\mathrm{a}^{-2}\right)$, where c is given by (4.7) and (4.8) and will be assumed to be less than $\min (\mu, 1 / \mu)$ without loss of generality. Let $\bar{U}_{\mathrm{n}}=\mathrm{U}_{\mathrm{n}} /\left\{\mathrm{n}^{2}(\mathrm{n}-1)\right\}$. Then $\left\{E\left(\sup _{n \geq 5 a / c} \overline{\mathrm{U}}_{\mathrm{n}}^{2}\right)\right\}^{1 / 2}=\mathrm{O}\left(\mathrm{a}^{-3 / 2}\right)$ as in (4.18), and therefore by the Schwarz inequality,

$$
\begin{aligned}
E\left|U_{T} /\left(T^{2}(T-1)\right)\right| I(T \geq 5 a / c) & \leq\left\{E\left(\sup _{n \geq 5 a / c} \bar{U}_{n}^{2}\right) P(T \geq 5 a / c)\right\}^{1 / 2} \\
& =o\left(a^{-5 / 2}\right) .
\end{aligned}
$$

Let $\tau=\min \{T,[5 \mathrm{a} / \mathrm{c}]\}$. Noting that $\overline{\mathrm{U}}_{\mathrm{T}}-\overline{\mathrm{U}}_{\tau}=\left(\overline{\mathrm{U}}_{\mathrm{T}}-\overline{\mathrm{U}}_{[5 \mathrm{a} / \mathrm{c}]}\right) I(\mathrm{~T}>5 \mathrm{a} / \mathrm{c})$, the preceding argument also shows that

$$
\begin{equation*}
\mathrm{E}\left|\overline{\mathrm{U}}_{\mathrm{T}}-\overline{\mathrm{U}}_{\tau}\right|=\mathrm{o}\left(\mathrm{a}^{-5 / 2}\right) \tag{4.19}
\end{equation*}
$$

Since the stopping time $\tau$ is bounded by $5 \mathrm{a} / \mathrm{c}, \mathrm{E} \tau^{2}(\tau-1) \overline{\mathrm{U}}_{\tau}=\mathrm{E} \mathrm{U}_{\tau}=0$ and therefore

$$
\begin{equation*}
\mathrm{a}^{2} \mathrm{E} \overline{\mathrm{U}}_{\tau}=\mathrm{aE}\left\{\left(\mathrm{a}-\frac{\mu^{3} \tau^{2}(\tau-1)}{\mathrm{a}^{2}}\right) \bar{U}_{\tau}\right\} . \tag{4.20}
\end{equation*}
$$

Using the property $\mathrm{E} \sup _{\mathrm{n} \geq \mathrm{m}}\left|\overline{\mathrm{U}}_{\mathrm{n}}\right|^{\beta}=\mathrm{O}\left(\mathrm{m}^{-3 \beta / 2}\right)$ with $\beta \geq 2 \mathrm{p} /(\mathrm{p}-2)$ and an argument similar to the proof of Proposition 6 of AW, it can be shown that

$$
\begin{align*}
& \mathrm{aE}\left\{\left|\mathrm{a}-\mu^{3} \tau^{2}(\tau-1) / \mathrm{a}^{2}\right|\left|\overline{\mathrm{U}}_{\tau}\right| \mathrm{I}(\tau \leq \mathrm{ca} / 5)\right\}  \tag{4.21}\\
& \quad \leq \mathrm{a}^{2}\left(1+\mu^{3} \mathrm{c}^{3}\right) \mathrm{E}\left\{\left|\overline{\mathrm{U}}_{\tau}\right| \mathrm{I}(\tau \leq \mathrm{ca} / 5)\right\} \rightarrow 0 .
\end{align*}
$$

We next show that

$$
\begin{equation*}
\left\{\mathrm{a}\left|\mathrm{a}-\mu^{3} \tau^{2}(\tau-1) / \mathrm{a}^{2}\right|\left|\overline{\mathrm{U}}_{\tau}\right| \mid(\mathrm{ca} / 5 \leq \tau), \mathrm{a} \geq 1\right\} \tag{4.22}
\end{equation*}
$$

is uniformly integrable.
First note that on $\{\mathrm{ca} / 5 \leq \tau(\leq 5 \mathrm{a} / \mathrm{c})\}$,

$$
\begin{align*}
\left|\mathrm{a}-\mu^{3} \tau^{2}(\tau-1) / \mathrm{a}^{2}\right| & \leq|\mathrm{a}-\mu \tau|+\mu \tau\left|\mathrm{a}^{2}-\mu^{2} \tau^{2}\right| / \mathrm{a}^{2}+\mu^{3} \tau^{2} / \mathrm{a}^{2}  \tag{4.23}\\
& \leq|\mathrm{a}-\mu \tau|\left\{1+5 \mu \mathrm{c}^{-1}\left(1+5 \mu \mathrm{c}^{-1}\right)\right\}+25 \mu^{3} \mathrm{c}^{-2} \\
\left|\bar{U}_{\tau}\right| & \leq \sup _{\mathrm{n} \geq \mathrm{ca} / 5}\left|\bar{U}_{\mathrm{n}}\right| . \tag{4.24}
\end{align*}
$$

Since $\tau \leq 5 \mathrm{a} / \mathrm{c}$, it follows from Proposition 8 of AW that $\left\{(|\mathrm{a}-\mu \tau| / \sqrt{\mathrm{a}})^{\beta^{\prime}}\right.$, $a \geq 1\}$ is uniformly integrable, where $\beta^{\prime}=\min (4,2 \alpha, \mathrm{p})$. Moreover, $\mathrm{E}^{1 / \mathrm{r}} \sup _{\mathrm{n} \geq \mathrm{ca} / 5}\left|\overline{\mathrm{U}}_{\mathrm{n}}\right|^{r}=\mathrm{O}\left(\mathrm{a}^{-3 / 2}\right)$ for all $2 \leq \mathrm{r} \leq \beta$. Hence by Hölder's inequality,

$$
E^{1 / s}\left\{(|(a-\mu \tau) / \sqrt{a}|+1) \sup _{n \geq \operatorname{ca} / 5}\left|\bar{U}_{n}\right|\right\}^{s}=O\left(a^{-3 / 2}\right)
$$

for some $s>1$, implying that $\left\{a(\sqrt{a}+|a-\mu \tau|)\right.$ sup $\left._{n \geq c a / 5}\left|\overline{\mathrm{U}}_{n}\right|, a \geq 1\right\}$ is uniformly integrable. This together with (4.23) yields (4.22).

Let $Y_{i}^{\prime}=Y_{i}-\mu$ and $S_{n}^{\prime}=\sum_{i=1}^{n} Y_{i}^{\prime}$. Then as shown in AW, $(a-\mu \tau) / \sqrt{a}=$ $\mathrm{S}_{\tau}^{\prime} / \sqrt{\mathrm{a}}+\mathrm{o}_{\mathrm{p}}(1)$ and $\tau / \mathrm{a} \rightarrow 1 / \mu$ a.s. Moreover, $\mathrm{a}^{3 / 2} \overline{\mathrm{U}}_{\tau}=\left(\mathrm{a}^{-3 / 2} \mathrm{U}_{\tau}\right)(\mathrm{a} / \tau)^{2} \mathrm{a} /$
$(\tau-1)$. Hence as $a \rightarrow \infty,\left((a-\mu \tau) / \sqrt{a}, a^{3 / 2} \bar{U}_{\tau}\right)$ has the same limiting distribution as that of ( $\mathrm{S}_{\mathrm{n}}^{\prime} / \sqrt{\mathrm{n} \mu},(\mu / \mathrm{n})^{3 / 2} \sum_{1 \leq \mathrm{i}<\mathrm{j}<\mathrm{l} \leq \mathrm{n}} \phi\left(\mathrm{X}_{\mathrm{i}}, \mathrm{X}_{\mathrm{j}}, \mathrm{X}_{\mathrm{l}}\right)$ ) (as $\mathrm{n} \rightarrow \infty$ ), whose first component has a limiting normal distribution and whose second component converges in distribution to a random variable that can be expressed as a multiple Wiener integral (see Section 3). Therefore by (4.22),

$$
\begin{aligned}
\lim _{a \rightarrow \infty} & a E\left\{\left(a-\mu(\tau-1) \frac{\mu^{2} \tau^{2}}{a^{2}}\right) \bar{U}_{\tau}\right\} \\
& =\lim _{a \rightarrow \infty} E\left\{\left(a^{3 / 2} \bar{U}_{\tau}\right)\left(\frac{a-\mu \tau}{\sqrt{a}}\right)\right\} \\
& =\lim _{n \rightarrow \infty} \mu n^{-2} E\left\{\left(\sum_{h=1}^{n} Y_{h}^{\prime}\right)\left(\sum_{1 \leq i<j<1 \leq n} \phi\left(X_{i}, X_{j}, X_{1}\right)\right\}=0,\right.
\end{aligned}
$$

since $\mathrm{E}\left\{\mathrm{Y}_{\mathrm{h}}^{\prime} \mathrm{g}_{1}\left(\mathrm{X}_{\mathrm{i}}\right) \mathrm{g}_{2}\left(\mathrm{X}_{\mathrm{j}}, \mathrm{X}_{\mathrm{l}}\right)\right\}=0$ for $\mathrm{i}<\mathrm{j}<\mathrm{I}$. Combining (4.25) with (4.20) yields $\lim _{a \rightarrow \infty} a^{2} E \bar{U}_{\tau}=0$, which implies the desired conclusion in view of (4.19).

Lemma 4. For $2 \leq \mathrm{r} \leq \beta, \mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{\mathrm{r}} \mathrm{I}(\mathrm{T} \leq \mathrm{ca} / 5)=\mathrm{o}\left(\mathrm{a}^{-\mathrm{p}(1-\mathrm{r} / \beta)}\right)$.
Proof. In view of (4.3) and (4.18), $\mathrm{E}\left(\sup _{\mathrm{n} \geq \mathrm{m}}\left|\hat{\theta}_{\mathrm{n}}-\theta\right|^{r}\right)=\mathrm{O}\left(\mathrm{m}^{-r / 2}\right)$, as in the sample mean case considered by AW. Hence the desired conclusion can be proved by using the same argument as that used to prove Proposition 6 of AW.

Proof of Theorem 4. The proof relies on the decomposition (4.3); in fact, the results involve $g_{1}$ and $g_{2}$ in the decomposition. We again assume that $c<\min (\mu, 1 / \mu)$ without loss of generality.

The argument of de la Peña and Lai (1997) for proving (4.11) for the case $k=2$ can be easily extended to general $k$ by making use of Lemma 1 . In view of Lemmas 1 and 4, (4.13) and (4.14) follow from corresponding results for sample means in AW. To prove (4.12) and (4.17), application of Lemmas 4 and 1 to (4.3) shows that

$$
\begin{align*}
\mathrm{E}\left(\hat{\theta}_{\mathrm{T}}-\theta\right)^{2}= & \mathrm{E}\left\{\left(\overline{\mathrm{~g}}_{1, \mathrm{~T}}^{2}+\overline{\mathrm{g}}_{2, \mathrm{~T}}^{2}+2 \overline{\mathrm{~g}}_{1, \mathrm{~T}} \overline{\mathrm{~g}}_{2, \mathrm{~T}}+2 \overline{\mathrm{~g}}_{1, \mathrm{~T}} \overline{\mathrm{~g}}_{3, \mathrm{~T}}\right)\right\} \\
& \times \mathrm{I}\left(\mathrm{~T}-1 \geq[\mathrm{ca} / 5]_{*}\right)+\mathrm{o}\left(\mathrm{a}^{-2}\right)  \tag{4.26}\\
= & \mathrm{E} \overline{\mathrm{~g}}_{1, \tilde{\mathrm{~T}}}^{2}+\mathrm{E} \overline{\mathrm{~g}}_{2, \tilde{\mathrm{~T}}}^{2}+2 \mathrm{E} \overline{\mathrm{~g}}_{1, \tilde{\mathrm{~T}}} \overline{\mathrm{~g}}_{2, \tilde{\mathrm{~T}}}+2 \mathrm{E} \overline{\mathrm{~g}}_{1, \tilde{\mathrm{~T}}} \overline{\mathrm{~g}}_{3, \tilde{\mathrm{~T}}}+\mathrm{o}\left(\mathrm{a}^{-2}\right),
\end{align*}
$$

where $\tilde{\mathrm{T}}=\max \left\{\mathrm{T}, 1+[\mathrm{ca} / 5]_{*}\right\}$ and $[\mathrm{x}]_{*}$ denotes the smallest integer greater than or equal to ca/5. We shall show that as a $\rightarrow \infty$,

$$
\begin{align*}
& a^{2} E \bar{g}_{2, \tilde{\mathrm{~T}}}^{2} \rightarrow \mu^{2} k^{2}(k-1)^{2} E g_{2}^{2}\left(X_{1}, X_{2}\right) / 2,  \tag{4.27}\\
& a^{2} E \bar{g}_{1, \tilde{\mathrm{~T}}} \bar{g}_{2, \tilde{\mathrm{~T}}} \rightarrow 2 \mu k^{2}(k-1) E Y_{1} g_{12}\left(X_{1}\right),  \tag{4.28}\\
& a^{2} E \bar{g}_{1, \tilde{\mathrm{~T}}} \tilde{\mathrm{~g}}_{3, \tilde{\mathrm{~T}}} \rightarrow 0 . \tag{4.29}
\end{align*}
$$

From (8) and Proposition 6 of AW applied to $E \bar{g}_{1, \tau}^{2}$ [with the necessary modifications, since AW considers $\mu=1$ and more restricted forms of ( $Y_{i}, g_{1}\left(X_{i}\right)$ )] together with (4.26)-(4.29), (4.12) follows. Likewise (4.17) follows from (9) and Proposition 6 of AW together with (4.26)-(4.29).

To prove (4.27), we first show that

$$
\begin{equation*}
\left\{a^{2} \bar{g}_{2, \tilde{\tau}}^{2}, a \geq 1\right\} \text { is uniformly integrable. } \tag{4.30}
\end{equation*}
$$

This follows from Corollary 1 , noting that $\tilde{T}-1 \geq \mathrm{ca} / 5$ implies

$$
a^{2} \bar{g}_{2, \tilde{r}}^{2} \leq(5 / c)^{4} k^{2}(k-1)^{2}\left\{a^{-1} \sum_{1 \leq i<j \leq \tilde{T}} g_{2}\left(X_{i}, X_{j}\right)\right\}^{2} .
$$

Since $\tilde{T} / a \rightarrow 1 / \mu$ a.s. as $a \rightarrow \infty, \mu^{2}(a / \mu)^{2} \overline{\mathrm{~g}}_{2, \tilde{T}}^{2}$ has the same limiting distribution as $\{k(k-1)\}^{2} \mu^{2} n^{-2} \Sigma_{1 \leq i<j \leq n} g_{2}\left(X_{i}, X_{j}\right)$ (as $\left.n \rightarrow \infty\right)$, and the limiting distribution can be expressed in terms of a multiple Wiener integral. Therefore by (4.30),

$$
\begin{aligned}
\lim _{a \rightarrow \infty} a^{2} E \bar{g}_{2, \tilde{i}}^{2} & =\{k(k-1)\}^{2} \mu^{2} \lim _{n \rightarrow \infty} n^{-2} E\left(\sum_{1 \leq i<j \leq n} g_{2}\left(X_{i}, X_{j}\right)\right)^{2} \\
& =\frac{1}{2} \mu^{2} k^{2}(k-1)^{2} E g_{2}^{2}\left(X_{1}, X_{2}\right) .
\end{aligned}
$$

To prove (4.28), we apply the representation in Lemma 2 to

$$
\overline{\mathrm{g}}_{1, \tilde{\mathrm{~T}}} \bar{g}_{2, \tilde{\mathrm{~T}}}=\mathrm{k}^{2}(\mathrm{k}-1)\left\{\sum_{\mathrm{I}=1}^{\tilde{T}} g_{1}\left(X_{1}\right)\right\}\left\{\sum_{1 \leq i<j \leq \tilde{T}} g_{2}\left(X_{i}, X_{j}\right)\right\} /\left\{\tilde{T}^{2}(\tilde{T}-1)\right\} .
$$

An argument similar to the proof of (4.30) shows that

$$
\left\{\left(a^{-1} \sum_{1 \leq i<j \leq \tilde{T}} \psi\left(X_{i}, X_{j}\right)\right) a^{3} /\left(\tilde{T}^{2}(\tilde{T}-1)\right), a \geq 1\right\}
$$

is uniformly integrable, from which it follows that

$$
\begin{equation*}
\lim _{a \rightarrow \infty} a^{2} E\left\{\sum_{1 \leq i<j \leq \tilde{T}} \psi\left(X_{i}, X_{j}\right) /\left(\tilde{T}^{2}(\tilde{T}-1)\right)\right\}=0 \tag{4.31}
\end{equation*}
$$

noting that $\mathrm{E} \psi\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)=0$. By Proposition 2(iii) of $\mathrm{AW}, \mathrm{P}\{T \geq 5 \mathrm{a} / \mathrm{c}\}=$ $o\left(a^{-2}\right)$, and therefore by the Schwarz inequality,

$$
\begin{aligned}
& E \tilde{T}^{-2}\left|\sum_{i=1}^{\tilde{T}} g_{12}\left(X_{i}\right)\right| I(T \geq 5 a / c) \\
& \quad \leq E\left\{T^{-1} I(T \geq 5 a / c) \sup _{n \geq 5 a / c} n^{-1}\left|\sum_{i=1}^{n} g_{12}\left(X_{i}\right)\right|\right\} \\
& \quad \leq \operatorname{ca}^{-1} P^{1 / 2}(T \geq 5 a / c) E^{1 / 2}\left(\sup _{n \geq 5 a / c}\left|n^{-1} \sum_{i=1}^{n} g_{12}\left(X_{i}\right)\right|^{2}\right)=o\left(a^{-2}\right) .
\end{aligned}
$$

Hence, letting $\tilde{\tau}=\min \{\tilde{T},[5 a / c]\}$, we have

$$
\begin{align*}
a^{2} E\left\{\tilde{\mathrm{~T}}^{-2} \sum_{\mathrm{i}=1}^{\tilde{T}} g_{12}\left(X_{i}\right)\right\} & =a^{2} \mathrm{E}\left\{\tilde{\tau}^{-2} \sum_{i=1}^{\tilde{\tau}} g_{12}\left(X_{i}\right)\right\}+o(1)  \tag{4.32}\\
& =E\left\{\left(a^{2} / \tilde{\tau}^{2}-\mu^{2}\right) \sum_{i=1}^{\tilde{\tau}} g_{12}\left(X_{i}\right)\right\}+o(1),
\end{align*}
$$

where the last equality follows from Wald's equation $E \sum_{\mathrm{i}=1}^{\tilde{\tau}} \mathrm{g}_{12}\left(X_{\mathrm{i}}\right)=0$. Since ca/5 $<\tilde{\tau} \leq 5 \mathrm{a} / \mathrm{c}$,

$$
\begin{aligned}
& \left|a^{2} / \tilde{\tau}^{2}-\mu^{2}\right|\left|\sum_{i=1}^{\tilde{\tau}} g_{12}\left(X_{i}\right)\right| \\
& \quad<5 c^{-1}\left(5 c^{-1}+\mu\right)\left|a^{-1 / 2}(a-\mu \tilde{\tau})\right| a^{-1 / 2} \max _{m \leq 5 a / c}\left|\sum_{i=1}^{m} g_{12}\left(X_{i}\right)\right|
\end{aligned}
$$

Since $\left\{\left(\mathrm{a}^{-1 / 2}(\mathrm{a}-\mu \tilde{\tau})\right)^{2}, \mathrm{a} \geq 1\right\}$ is uniformly integrable by Proposition 8 of AW (recalling that $\tilde{\tau} \leq 5 \mathrm{a} / \mathrm{c}$ ) and since $\left\{\mathrm{n}^{-1} \max _{m \leq n}\left(\sum_{i=1}^{m} g_{12}\left(X_{i}\right)\right)^{2}, n \geq 1\right\}$ is uniformly integrable, it then follows that $\left\{\left|\mathrm{a}^{2} / \tilde{\tau}^{2}-\mu^{2}\right|\left|\sum_{i=1}^{\tau} \mathrm{g}_{12}\left(\mathrm{X}_{\mathrm{i}}\right)\right|, \mathrm{a} \geq 1\right\}$ is uniformly integrable. Since $\tilde{\tau} / \mathrm{a} \rightarrow 1 / \mu$ a.s. and $\mathrm{a}-\mu \tilde{\tau}=\sum_{\mathrm{i}=1}^{\tilde{\tau}}\left(\mathrm{Y}_{\mathrm{i}}-\mu\right)+$ $\mathrm{o}_{\mathrm{p}}(\sqrt{\mathrm{a}})$, the preceding uniform integrability yields

$$
\begin{aligned}
\lim _{a \rightarrow \infty} E & \left\{\left(a^{2} / \tilde{\tau}^{2}-\mu^{2}\right) \sum_{i=1}^{\tilde{\tau}} g_{12}\left(X_{i}\right)\right\} \\
& =2 \mu \lim _{n \rightarrow \infty} E\left\{n^{-1 / 2} \sum_{i=1}^{n}\left(Y_{i}-\mu\right)\right\}\left\{n^{-1 / 2} \sum_{j=1}^{n} g_{12}\left(X_{j}\right)\right\} \\
& =2 \mu E\left(Y_{1}-\mu\right) g_{12}\left(X_{1}\right)=2 \mu E Y_{1} g_{12}\left(X_{1}\right) .
\end{aligned}
$$

From Lemmas 2, 3 and (4.31)-(4.23), (4.28) follows.
The proof of (4.29) is similar, replacing $g_{12}(x)$ by $g_{13}(x, y)=$ $\mathrm{Eg}_{1}\left(\mathrm{X}_{1}\right) \mathrm{g}_{3}\left(\mathrm{x}, \mathrm{y}, \mathrm{X}_{1}\right)$ and $\psi(\mathrm{x}, \mathrm{y})$ in Lemma 2 by

$$
\begin{aligned}
\tilde{\psi}(x, y, z)= & g_{1}(x) g_{3}(x, y, z)+g_{1}(y) g_{3}(x, y, z)+g_{1}(z) g_{3}(x, y, z) \\
& -g_{13}(y, z)-g_{13}(x, z)-g_{13}(x, y)
\end{aligned}
$$

and noting that $E\left(g_{13}\left(X_{1}, X_{2}\right) \mid X_{1}\right)=0=E\left(g_{13}\left(X_{1}, X_{2}\right) \mid X_{2}\right)$.
5. A sharp decoupling inequality and Wald's equation for randomly stopped U-statistics. This section is divided into three subsections. In Section 5.1 we introduce some background results needed in the proofs. Section 5.2 contains the proof of Theorem 1 and Section 5.3 the proof of Theorem 2.
5.1. The K-function and a symmetrization lemma. The proof of Theorem 1 uses the following lemmas. Lemma 5 states certain results of Klass (1976, 1981) on his K-function while Lemma 6 provides a symmetrization inequal-
ity. In Lemma 6 and elsewhere we shall use the notation $i_{1} \neq \cdots \neq i_{k}$ to denote that $i_{r} \neq i_{s}$ whenever $r \neq s$.

Lemma 5. Let $Z_{1}, Z_{2}, \ldots$ be i.i.d. random variables with $E Z_{1}=0$. Let $1 \leq p \leq 2$. There exist universal constants $\mathrm{C}_{\mathrm{p}}$ and $\mathrm{C}_{\mathrm{p}}$, depending only on p , and an increasing function $K_{p}(n)$ depending on $p$ and the distribution of $Z_{1}$ such that

$$
\begin{equation*}
c_{p} K_{p}(n) \leq E\left|\sum_{i=1}^{n} Z_{i}\right|^{p} \leq C_{p} K_{p}(n) . \tag{5.1}
\end{equation*}
$$

Moreover, $K_{p}(n) / n^{p / 2}$ increases with $n$ while $K_{p}(n) / n$ decreases with $n$. Consequently, for all $\mathrm{m} \leq \mathrm{n}$,

$$
\begin{gather*}
E\left|\sum_{i=1}^{m} Z_{i}\right|^{p} \leq\left(C_{p} / c_{p}\right)(m / n)^{p / 2} E\left|\sum_{i=1}^{n} Z_{i}\right|^{p},  \tag{5.2}\\
E\left|\sum_{i=1}^{n} Z_{i}\right|^{p} \leq\left(C_{p} / c_{p}\right) n E\left|Z_{1}\right|^{p} . \tag{5.3}
\end{gather*}
$$

Lemma 6. With the same notation and assumptions as in Theorem 1, there exist universal constants $A_{k, p}$ and $B_{k, p}$, depending only on $k$ and $p$, such that

$$
\begin{aligned}
& E\left|\sum_{1 \leq i_{1} \neq \cdots \neq i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{p} \\
& \quad \leq\left.\left. A_{k, p} E\right|_{1 \leq i_{1} \neq \cdots \neq i_{k} \leq n} f\left(X_{i_{1}}^{(1)}, \ldots, X_{i_{k}}^{(k)}\right)\right|^{p} \\
& \quad \leq B_{k, p} \sum_{t=1}^{k} E\left|\sum_{i_{1}=1}^{n} \cdots \sum_{i_{t}=1}^{n} f\left(X_{i_{1}}^{(1)}, \ldots, X_{i_{t}}^{(t)}, \ldots, X_{i_{t}}^{(k)}\right)\right|^{p} .
\end{aligned}
$$

Proof. The first inequality is from de la Peña (1992a). As for the second inequality, the proof follows easily by using the i.i.d. property of the random variables, together with the triangle inequality for $L_{p}$ norms. We only show how to do this in the case $k=3$ since the general case follows similarly:

$$
\begin{aligned}
& E\left|\sum_{1 \leq i_{1} \neq i_{2} \neq i_{3} \leq n} f\left(X_{i_{1}}^{(1)}, X_{i_{2}}^{(2)}, X_{i_{3}}^{(3)}\right)\right|^{p} \\
& \leq C_{3, p}\left\{E\left|\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{n} \sum_{i_{3}=1}^{n} f\left(X_{i_{1}}^{(1)}, X_{i_{2}}^{(2)}, X_{i_{3}}^{(3)}\right)\right|^{p}\right. \\
& \quad+E\left|\sum_{i_{1}=1}^{n} \sum_{1 \leq i_{2} \leq n: i_{2} \neq i_{1}} f\left(X_{i_{1}}^{(1)}, X_{i_{1}}^{(2)}, X_{i_{2}}^{(3)}\right)\right|^{p}
\end{aligned}
$$

$$
\begin{aligned}
& +E\left|\sum_{i_{1}=1}^{n} \sum_{1 \leq i_{2} \leq n: i_{2} \neq i_{1}} f\left(X_{i_{1}}^{(1)}, X_{i_{2}}^{(2)}, X_{i_{1}}^{(3)}\right)\right|^{p} \\
& +E\left|\sum_{i_{1}=1}^{n} \sum_{1 \leq i_{2} \leq n: i_{2} \neq i_{1}} f\left(X_{i_{1}}^{(1)}, X_{i_{2}}^{(2)}, X_{i_{2}}^{(3)}\right)\right|^{p} \\
& \left.+E\left|\sum_{i_{1}=1}^{n} f\left(X_{i_{1}}^{(1)}, X_{i_{1}}^{(2)}, X_{i_{1}}^{(3)}\right)\right|^{p}\right\} .
\end{aligned}
$$

Since the variables are i.i.d. and $f$ is symmetric, the three terms involving double sums above are equal. Moreover, we can remove the restriction $\mathrm{i}_{2} \neq \mathrm{i}_{1}$ by adding and subtracting terms.
5.2. A sharp decoupling inequality for $U$-statistics and the proof of Theorem 1. We begin by introducing some notation. Recall that $f: S^{k} \rightarrow \mathbf{R}$ in Theorem 1 is assumed to be symmetric in its arguments; that is, (2.3) holds. Define $X_{i}(f): S^{k-1} \rightarrow \mathbf{R}$ by $X_{i}(f)\left(y_{1}, \ldots, y_{k-1}\right)=f\left(y_{1}, \ldots, y_{k-1}, X_{i}\right)$. More generally, for $1 \leq r \leq k$, let $G_{r}$ denote the class of functions $g: S^{r} \rightarrow \mathbf{R}$ such that $g$ is symmetric in its arguments. For $g \in G_{r}$, define $X_{i}(g) \in G_{r-1}$ by $X_{i}(g)\left(y_{1}, \ldots, y_{r-1}\right)=g\left(y_{1}, \ldots, y_{r-1}, X_{i}\right)$, where we set $G_{0}=\mathbf{R}$. M oreover, for $\mathrm{g} \in \mathrm{G}_{\mathrm{r}}$ and $\mathrm{l} \leq \mathrm{h}<\mathrm{r}, 0 \leq \mathrm{m}<\mathrm{n}$, define $\mathrm{S}_{\mathrm{h}, \mathrm{h}}^{\left(\mathrm{m}_{\mathrm{I}}\right.}(\mathrm{g}) \in \mathrm{G}_{\mathrm{r}-\mathrm{h}}$ by

$$
S_{h, n}^{(m)}(g)\left(y_{1}, \ldots, y_{r-n}\right)=\sum_{m<i_{1}<\cdots<i_{h} \leq n} g\left(x_{i_{1}}, \ldots, x_{i_{n}}, y_{1}, \ldots, y_{r-h}\right) .
$$

For notational simplicity, let $\mathrm{S}_{\mathrm{h}, \mathrm{n}}=\mathrm{S}_{\mathrm{h}, \mathrm{n}}^{(0)}$. We can also extend the preceding definition to the case $h=r$ and $h=0$ by defining

$$
\begin{gather*}
S_{r, n}(g)=S_{r, n}^{(0)}(g)=\sum_{0<i_{1}<\cdots<i_{r} \leq n} g\left(X_{i_{1}}, \ldots, X_{i_{r}}\right),  \tag{5.6}\\
S_{0, n}^{(m)}(g)\left(y_{1}, \ldots, y_{r}\right)=g\left(y_{1}, \ldots, y_{r}\right) .
\end{gather*}
$$

Since the function $S_{k-h, n}^{(m)}(f)$ has $h$ arguments, applying $S_{h, n}$ to this function yields a constant by (5.6); that is,

$$
\begin{align*}
& S_{h, n} S_{k-h, n}^{(m)}(f) \\
& \quad=\sum_{1 \leq i_{1}<\cdots<i_{n} \leq n ; m<i_{h+1}<i_{h+2}<\cdots<i_{k-1}<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right) . \tag{5.7}
\end{align*}
$$

In the same spirit, we have

$$
\begin{align*}
S_{k, n}(f) & =\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right) \\
& =\sum_{j=k}^{n} S_{k-1, j-1} X_{j}(f), \quad n \geq k . \tag{5.8}
\end{align*}
$$

Moreover, for $k \geq r \geq 1$ and $j>2^{i}$, we have the following extension of the fundamental relation introduced in Chow, de la Peña and Teicher (1993):

$$
\begin{equation*}
S_{r, j-1} X_{j}(f)=\sum_{h=0}^{r} S_{h, 2^{i}} S_{r-h, j-1}^{\left(2^{i}\right)} X_{j}(f) \tag{5.9}
\end{equation*}
$$

To see this, note that analagous to (5.8), we have for $g=X_{j}(f)$,

$$
\begin{aligned}
S_{r, j-1} X_{j}(f)= & S_{r, 2^{i}}(g)+\sum_{h_{1}=2^{i}+1}^{j-1} S_{r-1, h_{1}-1} X_{h_{1}}(g) \\
= & S_{r, 2^{i}}(g)+S_{r-1,2^{i}} S_{1, j-1}^{\left(2^{i}\right)}(g) \\
& +\sum_{h_{1}>2^{i}}^{j-1} \sum_{h_{2}>2^{i}}^{h_{1}-1} S_{r-2, h_{2}-1} X_{h_{2}} X_{h_{1}}(g) \\
= & \cdots=\sum_{h=0}^{r} S_{h, 2^{i}} S_{r-h, j-1}^{\left(2^{i}\right)}(g) .
\end{aligned}
$$

Let $\left\{\tilde{X}_{n}, \mathrm{n} \geq 1\right\}$ be an independent copy of $\left\{X_{n}, n \geq 1\right\}$ and define $\tilde{X}_{i}(f)$, $\tilde{S}_{h, n}^{(m)}(f)$ in terms of the $\tilde{X}_{i}$ instead of $X_{i}$, for example,

$$
\tilde{S}_{k, n}(f)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(\tilde{X}_{i_{1}}, \ldots, \tilde{X}_{i_{k}}\right)
$$

Composition of the operators $S_{h, n}$ and $\tilde{S}_{k-h, n}^{(m)}$ therefore leads to

$$
\begin{aligned}
& S_{h, n} \tilde{S}_{k-h, n}^{(m)}(f) \\
& \quad=\sum_{1 \leq i_{1}<\cdots<i_{h} \leq n m<i_{h+1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{n}}, \tilde{X}_{i_{h+1}}, \ldots, \tilde{X}_{i_{k}}\right) .
\end{aligned}
$$

Throughout the sequel, we use $C_{p}, C_{k, p}$ and so on, to denote absolute constants which may change from one line to another. M oreover, for two nonnegative functions $g$ and $h$ defined on $S^{r}$, we write $g \leq h$ if $g\left(y_{1}, \ldots, y_{r}\right) \leq$ $h\left(y_{1}, \ldots, y_{r}\right)$ for all $\left(y_{1}, \ldots, y_{r}\right) \in S^{r}$.

We now proceed to prove a basic decoupling inequality given by (5.12) and (5.19) below. First, note from (5.9) that

$$
\begin{aligned}
& \sum_{j=r+1}^{2^{n+1}}\left(S_{r, j-1} X_{j}(f)\right)^{2} I(T \geq j) \\
& \quad \leq C_{r} \sum_{i=\left[\log _{2}(r+1)\right]}^{n} I\left(T \geq 2^{i}\right) \sum_{j=2^{i}+1}^{2^{i+1}} \sum_{h=0}^{r}\left(S_{h, 2^{i}} S_{r-h, j-1}^{\left(2^{i}\right)} X_{j}(f)\right)^{2} \\
& \quad=C_{r} \sum_{i=\left[\log _{2}(r+1)\right]}^{n} I\left(T \geq 2^{i}\right) \sum_{h=0}^{r} \sum_{j=2^{i}+1}^{2^{i+1}}\left(S_{h, 2^{i}} S_{r-h, j-1}^{\left(2^{i}\right)} X_{j}(f)\right)^{2},
\end{aligned}
$$

where $C_{r}=2^{r+1}$. Let $1 \leq r<k$ and $1 \leq \alpha \leq \mathrm{p}$. Since

$$
S_{r+1, n}(f)\left(y_{r+2}, \ldots, y_{k}\right)=\sum_{1 \leq i_{1}<\cdots<i_{r+1} \leq m} f\left(X_{i_{1}}, \ldots, X_{i_{r+1}}, y_{r+2}, \ldots, y_{n}\right)
$$

application of the inequality in Remark (A) of Section 3, due to Burkholder in the case $p>1$ and to Davis in the case $p=1$ [cf. Corollary 11.2.1 and Theorem 11.2.2 of Chow and Teicher (1988)], gives the bound

$$
\begin{equation*}
\mathrm{E} \max _{\mathrm{r}+1 \leq \mathrm{m} \leq \mathrm{T}}\left|\mathrm{~S}_{\mathrm{r}+1, \mathrm{~m}}(\mathrm{f})\right|^{\alpha} \leq \mathrm{C}_{\alpha} \mathrm{J}_{\mathrm{r}, \alpha, \infty}(\mathrm{f}) \tag{5.12}
\end{equation*}
$$

where we define $J_{r, \alpha, n}(f) \in G_{k-r-1}$ by

$$
\begin{equation*}
J_{r, \alpha, n}(f)=E\left\{\sum_{j=r+1}^{2^{n+1}}\left(S_{r, j-1} X_{j}(f)\right)^{2} I(T \geq j)\right\}^{\alpha / 2} . \tag{5.13}
\end{equation*}
$$

We next bound $J_{r, \alpha, n}(f)$ as follows:
$J_{r, \alpha, n}(f)$

$$
\begin{aligned}
& \leq C_{r, \alpha} E\left\{\sum_{i=\left[\log _{2}(r+1)\right]}^{n} I\left(T \geq 2^{i}\right)\right. \\
& \left.\quad \times \sum_{h=0}^{r}\left[\sum_{j=2^{i}+1}^{i^{i+1}}\left(S_{h, 2^{2}} S_{r-h, j-1}^{\left(2^{i}\right)} X_{j}(f)\right)^{2}\right]^{\alpha / 2}\right\} \\
& =C_{r, \alpha} \sum_{i=\left[\log _{2}(r+1)\right]}^{n}
\end{aligned}
$$

$$
\begin{align*}
& \times \sum_{h=0}^{r} E\left\{I\left(T \geq 2^{i}\right)\left[\sum_{j=2^{i}+1}^{2^{i+1}}\left(S_{n, 2^{i}} S_{r-h, j-1}^{\left(2^{i}\right)} X_{j}(f)\right)^{2}\right]^{\alpha / 2}\right\} \\
& =C_{r, \alpha} \sum_{i=\left[\log _{2}(r+1)\right]}^{n}  \tag{5.14}\\
& \times \sum_{h=0}^{r} E\left\{I\left(T \geq 2^{i}\right) E\left(\left[\sum_{j=2^{i}+1}^{2^{i+1}}\left(S_{h, 2^{2}} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right)^{2}\right]^{\alpha / 2} \mid F_{2^{i}}\right)\right\} \\
& \leq C_{r, \alpha} \sum_{i=\left[\log _{2}(r+1)\right]}^{n} \sum_{h=0}^{r} \\
& \times\left\{I\left(T \geq 2^{i}\right) E\left(\max _{2^{i}+1 \leq m \leq 2^{i+1}}\left|\sum_{j=2^{i}+1}^{m} S_{h, 2^{i}} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right|^{\alpha} \mid F_{2^{i}}\right)\right\} \\
& \leq C_{r, \alpha} \sum_{i=\left[\log _{2}(r+1)\right]}^{n} \\
& \times \sum_{h=0}^{r} E\left\{I\left(T \geq 2^{i}\right) E\left(\left|\sum_{j=2^{i}+1}^{2^{i+1}} S_{h, 2^{2}} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right|^{\alpha} \mid F_{2^{i}}\right)\right\} .
\end{align*}
$$

Line 1 in (5.14) follows from (5.9). To derive line 3, condition on $\mathrm{F}_{2^{i}}$, and use the independence of the $X_{j}$ from $F_{2^{i}}$ for $j>2^{i}$. Line 4 follows by applying (conditionally) the reverse inequality of Burkholder and Davis $\left[E \sup _{n}\left|\sum_{i=1}^{n} d_{i}\right|^{p} \geq A_{p} E\left(\sum_{i=1}^{\infty} d_{i}^{2}\right)^{p / 2}\right.$ in the notation of Remarks (A) and (E) of Section 3], and the last line follows from an easy extension of Corollary 2 in
de la Peña (1992a). The next step is to bound

$$
\begin{equation*}
E I\left(T \geq 2^{i}\right)\left|\sum_{j=2^{i}+1}^{2^{i+1}} S_{h, 2^{i}} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right|^{\alpha} \tag{5.15}
\end{equation*}
$$

Conditional Jensen's inequality and Corollary 7.4.6 of Chow and Teicher (1988) give that with probability 1

$$
E\left\{\left|S_{h, T}(g)\right|^{\alpha} \mid F_{m}\right\} \geq\left|S_{h, m}(g)\right|^{\alpha} I(T \geq m) \quad \text { for } g \in G_{h^{\prime}} \text { with } h^{\prime} \geq h
$$

Hence, working conditionally on the $\tilde{X}$ 's, we have

$$
\begin{align*}
& E\left\{I\left(T \geq 2^{i}\right)\left|\sum_{j=2^{i}+1}^{2^{i+1}} S_{h, 2^{2}} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right|^{\alpha}\right\}  \tag{5.16}\\
& \quad \leq E\left\{I\left(T \geq 2^{i}\right)\left|\sum_{j=2^{i}+1}^{2^{i+1}} S_{h, T} \tilde{S}_{r-h, j-1}^{\left(2^{i}\right)} \tilde{X}_{j}(f)\right|^{\alpha}\right\}
\end{align*}
$$

In view of the symmetry condition (2.3), we can replace the right-hand side of (5.16) evaluated at $\left(y_{r+2}, \ldots, y_{k}\right)$ by

$$
\begin{array}{r}
E\left\{\left.\frac{I\left(T \geq 2^{i}\right)}{(r+1-h)!}\right|_{1 \leq i_{1}<\cdots<i_{h} \leq T} \sum_{2^{i}+1 \leq i_{h+1} \neq i_{h+2} \neq \cdots \neq i_{r+1} \leq 2^{i+1}}\right.  \tag{5.17}\\
\left.\left.f\left(x_{i_{1}}, \ldots, x_{i_{n}}, \tilde{x}_{i_{h+1}}, \ldots, \tilde{x}_{i_{r+1}}, y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha}\right\} .
\end{array}
$$

Using de la Peña (1992a) conditionally on $\left\{X_{i}\right\}$, this quantity can be decoupled. That is, if we take $\left\{X_{i}^{(h+1)}\right\},\left\{X_{i}^{(h+2)}\right\}, \ldots,\left\{X_{i}^{(r+1)}\right\}$ to be i.i.d. copies of $\left\{X_{i}\right\}$, then (5.17) is less than or equal to

$$
\begin{align*}
C_{r, h, \alpha} E\left\{I\left(T \geq 2^{i}\right) \mid\right. & \sum_{1 \leq i_{1}<\cdots<i_{h} \leq T} \sum_{2^{i}+1 \leq i_{h+1} \neq i_{h+2} \neq \cdots \neq i_{r+1} \leq 2^{i+1}} \\
& \left.\left.f\left(X_{i_{1}}, \ldots, X_{i_{h}}, X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{r+1}}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha}\right\} . \tag{5.18}
\end{align*}
$$

Hence (5.15) is less than or equal to (5.18).
Putting the upper bound (5.18) for (5.15) into (5.14) shows that $J_{r, \alpha, \mathrm{n}}(\mathrm{f})\left(\mathrm{y}_{\mathrm{r}+2}, \ldots, \mathrm{y}_{\mathrm{k}}\right)$ is bounded above by
$C_{r, \alpha} \sum_{i=1}^{n} \sum_{h=0}^{r} E\left\{\left.I\left(T \geq 2^{i}\right)\right|_{2^{i}+1 \leq i_{h+1} \neq i_{h+2} \neq \cdots \neq i_{r+1} \leq 2^{i+1}}\right.$

$$
\left.\left.S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{r+1}}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha}\right\}
$$

Hence, conditional on $\left\{X_{i}\right\}$, applying Lemma 6 to $S_{h, T}(f)$ (instead of $f$ ) then yields the following bound for $J_{r, \alpha, n}(f)$ :
$J_{r, \alpha, n}(f)\left(y_{r+2}, \ldots, y_{k}\right)$

$$
\leq C_{r, \alpha} \sum_{i=1}^{n} \sum_{h=0}^{r} \sum_{t=1}^{r+1-h} E\left\{I\left(T \geq 2^{i}\right)\right.
$$

$$
\begin{array}{r}
\times \mid \sum_{i_{h+1}=1}^{2^{i}} \ldots \sum_{i_{h+t}=1}^{2^{i}} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)}\right.  \tag{5.19}\\
\left.\left.\ldots, X_{i_{h+t}}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right)\left.\right|^{\alpha}\right\}
\end{array}
$$

noting that $2^{i+1}-2^{i}=2^{i}$ and that conditional on $\left\{X_{n}\right\}$, the $X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h}}^{(k)}$ are i.i.d. random variables.

Proof of Theorem 1. Set $\mathrm{r}+1=\mathrm{k}$ and $\alpha=\mathrm{p}$ in (5.19). Then the summands in the upper bound of (5.19) reduce to

$$
\begin{aligned}
& E\left\{I\left(T \geq 2^{i}\right)\left|\sum_{i_{h+1}=1}^{2^{i}} \ldots \sum_{i_{h+t}=1}^{2^{i}} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(k)}\right)\right|^{p}\right\} \\
& \leq \mathrm{C}_{\mathrm{k}, \mathrm{p}} \mathrm{E}\left\{\mathrm{I}\left(\mathrm{~T} \geq 2^{\mathrm{i}}\right)\left(2^{\mathrm{i}} / \mathrm{T}\right)^{\mathrm{p} / 2}\right. \\
& x \mid \sum_{i_{n+1}=1}^{2^{i}} \ldots \sum_{i_{h+t-1}=1}^{2^{i}} \sum_{i_{h+t}=1}^{T} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)},\right. \\
& \left.\left.\ldots, X_{i_{n+t}}^{(k)}\right)\left.\right|^{p}\right\} \\
& \leq \cdots \\
& \leq C_{k, p} E\left\{I\left(T \geq 2^{i}\right)\left(2^{i t} / T^{t}\right)^{p / 2}\right. \\
& \times \sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t-1}=1}^{T} \sum_{i_{h+t}=1}^{T} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)},\right. \\
& \left.\left.\ldots, X_{i_{n+t}}^{(k)}\right)\left.\right|^{p}\right\},
\end{aligned}
$$

where the inequalities follow by repeated use of Lemma 5 [see (5.2)] conditionally. Since $S_{h, T}(f)=f_{T, k, h}$, putting this in (5.19) and combining the
result with (5.12) (in which $\alpha=\mathrm{p}$ and $\mathrm{r}+1=\mathrm{k}$ ) yield

$$
\begin{aligned}
& \left.\left.E \max _{k \leq n \leq T}\right|_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)\right|^{p} \\
& \leq C_{k, p} \sum_{h=0}^{k-1} \sum_{t=1}^{k-h} E\left\{\sum_{i=1}^{\infty} 2^{i p / 2} \sum_{j=i}^{\infty} 2^{-t j p / 2} I\left(2^{j} \leq T \leq 2^{j+1}\right)\right. \\
& \left.\quad \times\left|\sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t}=1}^{T} f_{T, k, h}\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(k)}\right)\right|^{p}\right\}^{p} \\
& \leq C_{k, p} \sum_{h=0}^{k-1} \sum_{t=1}^{k-h} E\left|\sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t}=1}^{T} f_{T, k, h}\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(k)}\right)\right|^{p} .
\end{aligned}
$$

5.3. Proof of Theorem 2. The preceding proof of Theorem 1 uses the bounds (5.12) and (5.19) in the special case $\alpha=\mathrm{p}$ and $\mathrm{r}+1=\mathrm{k}$. We can consider more general ( $\alpha, r$ ) and the same argument as in the proof of Theorem 1 gives the following variant of Theorem 1: for $1 \leq \alpha \leq \mathrm{p}$ and $1 \leq r<k$,

$$
\begin{align*}
& E \max _{r+1 \leq n \leq T}\left|S_{r+1, n}(f)\left(y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha} \\
& \leq C_{r, \alpha} \sum_{h=0}^{r} \sum_{t=1}^{r+1-h} E \mid \sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t}=1}^{T} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t}}^{(h+t)},\right.  \tag{5.20}\\
& \ldots, X_{i_{h+t}^{(r+1)}}^{(r+} \\
& \left.y_{r+2}, \ldots, y_{k}\right)\left.\right|^{\alpha}
\end{align*}
$$

Let $\mathrm{q}=\rho(\mathrm{k}, \mathrm{p})\left(=\left(\mathrm{p}^{1 /(\mathrm{k}-1)}-1\right)^{-1}\right)$ and

$$
\begin{equation*}
\alpha_{r}=p(q /(q+1))^{r}=p^{1-r /(k-1)} \text { for } r=0,1, \ldots \tag{5.21}
\end{equation*}
$$

so $\alpha_{0}=\mathrm{p}$ and $\alpha_{\mathrm{k}-1}=1$. For $0 \leq \mathrm{h} \leq \mathrm{r}$ and $1 \leq \mathrm{t} \leq \mathrm{r}+1-\mathrm{h}$, let

$$
\begin{align*}
Y_{h, t}= & \sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t}=1}^{T}  \tag{5.22}\\
& S_{h, T}(f) \\
& \times\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+1}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right) .
\end{align*}
$$

Conditional on $\left\{X_{n}\right\},\left\{X_{n}^{(h+1)}\right\}, \ldots,\left\{X_{n}^{(h+t-1)}\right\}, Y_{h, t}$ is a sum of i.i.d. zero-mean random variables. For $1 \leq h \leq r$, since $1 \leq \alpha_{r}<\alpha_{h-1} \leq 2$, it follows from

Lemma 5 [see (5.3)] that

$$
\begin{align*}
& E\left\{E\left[\left|Y_{h, t} t^{\alpha_{r}}\right|\left\{X_{n}\right\},\left\{X_{n}^{(h+1)}\right\}, \ldots,\left\{X_{n}^{(h+t-1)}\right\}\right]\right\} \\
& \leq C_{h} E\left(E\left[\left|Y_{h, t} t^{\alpha_{h-1}}\right|\left\{X_{n}\right\},\left\{X_{n}^{(h+1)}\right\}, \ldots,\left\{X_{n}^{(h+t-1)}\right\}\right]\right)^{\alpha_{r} / \alpha_{h-1}} \\
& \leq C_{h} E\left\{T ^ { \alpha _ { r } / \alpha _ { h - 1 } } \left(E \left[\mid \sum_{i_{h+1}=1}^{T} \ldots \sum_{i_{h+t-1}=1}^{T} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{i_{h+t-1}}^{(h+t-1)},\right.\right.\right.\right.  \tag{5.23}\\
& \\
& \left.\quad X_{1}^{(h+t)}, \ldots, X_{1}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right)\left.\right|^{\alpha_{h-1}} \mid \\
& \left.\left.\left\{X_{n}\right\},\left\{X_{n}^{(h+1)}\right\}, \ldots,\left\{X_{n}^{(h+t-1)}\right\}\right]\right)
\end{align*}
$$

Repeating this argument then shows that $\mathrm{E}\left(\mathrm{E}\left[\left|\mathrm{Y}_{\mathrm{h}, \mathrm{t}}\right|^{\alpha_{r}} \mid\left\{\mathrm{X}_{\mathrm{n}}\right\}\right]\right)$ is bounded above by

$$
\begin{align*}
C_{h} E\left\{T ^ { t \alpha _ { r } / \alpha _ { h - 1 } } \left(E \left[\mid S_{h, T}(f)\left(X_{1}^{(h+1)}, \ldots, X_{1}^{(r+1)},\right.\right.\right.\right. \\
\left.\left.\left.\left.y_{r+2}, \ldots, y_{k}\right)\left.\right|^{\alpha_{h-1} \mid\left\{X_{n}\right\}}\right\}\right)^{\alpha_{r} / \alpha_{h-1}}\right\} \tag{5.24}
\end{align*}
$$

for $h=1, \ldots, r$ and $1 \leq t \leq r+1-h$. In the case $h=0$, since $S_{0, T}(f)=f$ by (5.6), a similar argument again gives (5.24) with $\alpha_{-1}=\mathrm{p}$ as an upper bound for $\mathrm{E}\left(\mathrm{E}\left[\left|\mathrm{Y}_{0, t} \mathrm{t}^{\alpha_{r}}\right|\left\{\mathrm{X}_{\mathrm{n}}\right\}\right]\right.$ ). We can also replace $\mathrm{t} \alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}$ by ( $\mathrm{r}+1$ h) $\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}$ in the upper bound (5.24). Putting this upper bound for $E\left(E\left[\left|Y_{h, t} t^{\alpha_{r}}\right|\left\{X_{n}\right\}\right]\right)$ into (5.20) yields

$$
\begin{aligned}
& E \max _{r+1 \leq n \leq T}\left|S_{r+1, n}(f)\left(y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha_{r}} \\
& \leq C_{r} \sum_{h=0}^{r} E\left\{T^{(r+1-h) \alpha_{r} / \alpha_{h-1}}\right. \\
& \times\left(E \left[\mid S_{h, T}(f)\left(X_{1}^{(h+1)}, \ldots, X_{1}^{(r+1)},\right.\right.\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\left.\left.\mathrm{y}_{\mathrm{r}+2}, \ldots, \mathrm{y}_{\mathrm{k}}\right)\left.\right|^{\alpha_{\mathrm{h}-1}} \mid\left\{\mathrm{X}_{\mathrm{n}}\right\}\right]\right)^{\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}}\right\} \tag{5.25}
\end{equation*}
$$

$$
\leq C_{r} E T^{\rho(k, p)}\left\{\sum _ { h = 1 } ^ { r } \left(E \mid S_{h, T}(f)\left(X_{1}^{(h+1)}, \ldots, X_{1}^{(r+1)},\right.\right.\right.
$$

$$
\left.\left.y_{r+2}, \ldots, y_{k}\right)\left.\right|^{\alpha_{h-1}}\right)^{\alpha_{\mathrm{r}} / \alpha_{h-1}}
$$

$$
\left.+\left(E\left|f\left(\tilde{X}_{1}^{(1)}, \ldots, \tilde{X}_{1}^{(r+1)}, y_{r+1}, \ldots, y_{k}\right)\right|^{p}\right)^{\alpha_{r} / p}\right\}
$$

where the last relation follows from Hölder's inequality, noting that by (5.21), for $1 \leq h \leq r$,

$$
\begin{aligned}
(\mathrm{r}+1-\mathrm{h})\left(\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}\right)\left(1-\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}\right)^{-1} & =(\mathrm{r}+1-\mathrm{h}) /\left(\mathrm{p}^{(\mathrm{r}+1-\mathrm{h}) /(\mathrm{k}-1)}-1\right) \\
& \leq\left(\mathrm{p}^{1 /(\mathrm{k}-1)}-1\right)^{-1}=\rho(\mathrm{k}, \mathrm{p})
\end{aligned}
$$

since the function $x /\left(e^{c x}-1\right)$ is decreasing in $x>0$ for any $c>0$. In this connection, also note that $(\mathrm{r}+1) \alpha_{\mathrm{r}} / \mathrm{p}=(\mathrm{r}+1) \mathrm{p}^{-\mathrm{r} /(\mathrm{k}-1)} \leq \rho(\mathrm{k}, \mathrm{p})$ since $(1+\varepsilon)^{r} \geq(\mathrm{r}+1) \varepsilon$ for $0<\varepsilon\left(=\mathrm{p}^{1 /(\mathrm{k}-1)}-1\right) \leq 1$ and $\mathrm{r}=1,2, \ldots$.

Since $E\left|f\left(X_{1}^{(1)}, \ldots, X_{1}^{(k)}\right)\right|^{p}<\infty$, it follows from (5.25) that for $1 \leq r<k$,

$$
\begin{gather*}
E\left\{\max _{r+1 \leq n \leq T}\left|S_{r+1, n}(f)\left(X_{1}^{(r+2)}, \ldots, X_{1}^{(k)}\right)\right|^{\alpha_{r}}\right\}<\infty \text { if }  \tag{5.26}\\
\max _{1 \leq h \leq r} E\left\{\left.S_{h, T}(f)\left(X_{1}^{(h+1)}, \ldots, X_{1}^{(k)}\right)\right|^{\alpha_{h-1}}\right\}<\infty .
\end{gather*}
$$

For $\mathrm{r}=\mathrm{h}=1, \alpha_{\mathrm{h}-1}=\alpha_{0}=\mathrm{p}(\in(1,2])$ and it follows from the MarcinkiewicZygmund inequality that

$$
\begin{aligned}
E\left|S_{1, T}(f)\left(X_{1}^{(2)}, \ldots, X_{1}^{(k)}\right)\right|^{p} & =E\left|\sum_{i=1}^{T} f\left(X_{i}, X_{1}^{(2)}, \ldots, X_{1}^{(k)}\right)\right|^{p} \\
& \leq C_{p} E\left\{\sum_{i=1}^{\infty} f^{2}\left(X_{i}, X_{1}^{(2)}, \ldots, X_{1}^{(k)}\right) I(T \geq i)\right\}^{p / 2} \\
& \leq C_{p} E\left\{\sum_{i=1}^{\infty}\left|f\left(X_{i}, X_{1}^{(2)}, \ldots, X_{1}^{(k)}\right)\right|^{p} I(T \geq i)\right\} \\
& =C_{p}(E T) E\left|f\left(X_{1}, \ldots, X_{k}\right)\right|^{p} .
\end{aligned}
$$

Hence, (5.26) gives

$$
E\left\{\max _{2 \leq n \leq T}\left|S_{2, n}(f)\left(X_{1}^{(3)}, \ldots, X_{1}^{(k)}\right)\right|^{\alpha_{1}}\right\}<\infty .
$$

Proceeding inductively, (5.26) yields for $r=k-1$ the desired conclusion since $\alpha_{k-1}=1$ and $S_{k, n}(f)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} f\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$ by (5.6).

Remark. For the special case $f\left(x_{1}, \ldots, x_{k}\right)=x_{1} \ldots x_{k}$,

$$
\begin{equation*}
S_{r, n}(f)\left(y_{r+1}, \ldots, y_{k}\right)=\left(\sum_{1 \leq i_{1}<\cdots<i_{r} \leq n} x_{i_{1}} \cdots x_{i_{r}}\right) y_{r+1} \cdots y_{k} \tag{5.27}
\end{equation*}
$$

and therefore we can simply identify $S_{r, n}(f)$ as $\Sigma_{1 \leq i_{1}<\cdots<i_{r} \leq n} X_{i_{1}} \cdots X_{i_{r}}$. The factorization (5.27) also implies that for $1 \leq \alpha \leq \mathrm{p}$,

$$
\begin{align*}
& E\left|\sum_{i_{h+1}=1}^{T} \cdots \sum_{i_{h+t}=1}^{T} S_{h, T}(f)\left(X_{i_{h+1}}^{(h+1)}, \ldots, X_{h+t}^{(h+t)}, \ldots, X_{h+t}^{(r+1)}, y_{r+2}, \ldots, y_{k}\right)\right|^{\alpha} \\
& \text { 8) }=E\left\{\left|S_{h, T}(f)\right|^{\alpha}\left|\sum_{i_{h+1}=1}^{T} X_{i_{h+1}}^{(h+1)}\right|^{\alpha} \ldots\right.  \tag{5.28}\\
& \left.\quad \times\left|\sum_{i_{h+t-1}=1}^{T} X_{i_{h+t-1}}^{(h+t-1)}\right|^{\alpha}\left|\sum_{i_{h+t}=1}^{T} X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(r+1)}\right|^{\alpha}\right\}\left|y_{r+2} \cdots y_{k}\right|^{\alpha} .
\end{align*}
$$

Using this identity and the independence of the $X_{i}$ and the $X_{n}^{(j)}$, we get

$$
\begin{aligned}
& E\left\{\left|S_{h, T}(f)\right|^{\alpha} E\left(\left|\sum_{i_{n+1}=1}^{T} X_{i_{h+1}}^{(h+1)}\right|^{\alpha} \mid\left\{X_{n}\right\}\right) \cdots\right. \\
& \left.\times E\left(\left|\sum_{i_{n+t}=1}^{T} X_{i_{n+t}}^{(h+t)}, \ldots, X_{i_{n+t}}^{(r+1)}\right|^{\alpha} \mid\left\{X_{n}\right\}\right)\right\} \\
& \leq E\left\{\left|S_{h, T}(f)\right|^{\alpha}\left(E\left(\left|\sum_{i_{h+1}=1}^{T} X_{i_{h+1}}^{(h+1)}\right|^{p} \mid\left\{X_{n}\right\}\right)\right)^{\alpha / p} \ldots\right. \\
& \left.\times\left(E\left(\left|\sum_{i_{n+t}=1}^{T} X_{i_{h+t}}^{(h+t)}, \ldots, X_{i_{h+t}}^{(r+1)}\right|^{p} \mid\left\{X_{n}\right\}\right)\right)^{\alpha / p}\right\} \\
& \leq\left.\mathrm{C}_{\mathrm{p}}\left(\mathrm{E}\left|\mathrm{X}_{1}\right|^{\mathrm{p}}\right)^{(\mathrm{r}+1-\mathrm{h}) \alpha / \mathrm{p}} \mathrm{ET}^{\mathrm{t} \alpha / \mathrm{p} \mid} \mathrm{S}_{\mathrm{h}, \mathrm{~T}}(\mathrm{f})\right|^{\alpha} \text { by (5.3). }
\end{aligned}
$$

Hence in this case, we can replace $\alpha_{\mathrm{h}-1}$ in (5.23) by p , which will be shown to lead to the weaker moment condition $\mathrm{ET}^{(\mathrm{k}-1) /(\mathrm{p}-1)}<\infty$ as assumed by Chow, de la Peña and Teicher (1993).

Consider the moment condition $E T^{q}<\infty$ for some $\mathrm{q}(\geq 1)$ not necessarily equal to the $\rho(\mathrm{k}, \mathrm{p})$ of Theorem 2. The bounds in (5.25) obtained via Hölder's inequality requires that $(\mathrm{r}+1-\mathrm{h})\left(\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}\right)\left(1-\alpha_{\mathrm{r}} / \alpha_{\mathrm{h}-1}\right)^{-1} \leq \mathrm{q}$ for $1 \leq$ $\mathrm{h} \leq \mathrm{r}$. In particular, the case $\mathrm{h}=\mathrm{r}$ entails that $\left(\alpha_{\mathrm{r}} / \alpha_{\mathrm{r}-1}\right)\left(1-\alpha_{\mathrm{r}} / \alpha_{\mathrm{r}-1}\right)^{-1} \leq$ q , so replacing " $\leq \mathrm{q}$ " by " $=\mathrm{q}$ " leads to $\alpha_{\mathrm{r}} / \alpha_{\mathrm{r}-1}=\mathrm{q} /(\mathrm{q}+1)$. Since $\alpha_{0}=\mathrm{p}$, this yields $\alpha_{\mathrm{r}}=\mathrm{p}(\mathrm{q} /(\mathrm{q}+1))^{\mathrm{r}}$ as in (5.21). The boundary condition $\alpha_{\mathrm{k}-1}=1$ then implies $q=\rho(k, p)$. In the multilinear case $f\left(x_{1}, \ldots, x_{k}\right)=x_{1} \cdots x_{k}$, (5.29) enables us to replace (5.25) by the sharper bound

$$
\begin{aligned}
& E \max _{r+1 \leq n \leq T}\left|S_{r+1, n}(f)\left(y_{r+2}, \ldots, y_{k}\right)\right|^{\beta_{r}} \\
& \quad \leq C_{p, r}\left(E\left|X_{1}\right|^{p}\right)^{(r+1-h) \beta_{r} / p} \sum_{h=0}^{r} E\left\{T^{(r+1-h) \beta_{r} / p}\left|S_{h, T}(f)\right|^{\beta_{r}}\right\}\left|y_{r+2} \cdots y_{k}\right|^{\beta_{r}}
\end{aligned}
$$

$$
\begin{aligned}
\leq & C_{p, r}\left(E\left|X_{1}\right|^{p}\right)^{(r+1-h)}\left|y_{r+2} \cdots y_{k}\right|^{\beta_{r}} \\
& \times \sum_{h=0}^{r}\left(E T^{(r+1-h)\left(\beta_{r} / p\right)\left(1-\beta_{r} / \beta_{h-1}\right)^{-1}}\right)^{1-\beta_{r} / \beta_{h-1}}\left(E\left|S_{h, T}(f)\right|^{\beta_{h-1}}\right)^{\beta_{r} / \beta_{h-1}}
\end{aligned}
$$

Hence in this case, instead of $(r+1-h)\left(\alpha_{r} / \alpha_{h-1}\right)\left(1-\alpha_{r} / \alpha_{h-1}\right)^{-1} \leq \mathrm{q}$, we require that

$$
\begin{equation*}
(\mathrm{r}+1-\mathrm{h})\left(\beta_{\mathrm{r}} / \mathrm{p}\right)\left(1-\beta_{\mathrm{r}} / \beta_{\mathrm{h}-1}\right)^{-1} \leq \mathrm{q} \quad \text { for } 1 \leq \mathrm{h} \leq \mathrm{r} \tag{5.30}
\end{equation*}
$$

Replacing " $\leq \mathrm{q}$ " by " $=\mathrm{q}$ " in the case $\mathrm{h}=\mathrm{r}$ leads to $\left(\beta_{\mathrm{r}} / \mathrm{p}\right)\left(1-\beta_{\mathrm{r}} / \beta_{\mathrm{r}-1}\right)^{-1}$ $=\mathrm{q}$, or equivalently, $\beta_{\mathrm{r}}=\mathrm{q} /\left(\mathrm{p}^{-1}+\mathrm{q} \beta_{\mathrm{r}-1}^{-1}\right)$. The initial condition $\beta_{0}=\mathrm{p}$ and the terminal condition $\beta_{k-1}=1$ then yield $\beta_{r}=p q /(q+r), q=(k-1)$. $(p-1)^{-1}$. Hence in the multilinear case, the weaker moment condition $E T^{(k-1) /(p-1)}<\infty$ suffices for the conclusions of Theorem 1. Moreover, the factorization (5.27) simplifies the result considerably.
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