# RANDOM WALKS ON DISCRETE GROUPS OF POLYNOMIAL VOLUME GROWTH 

By Georgios K. Alexopoulos<br>Université de Paris-Sud


#### Abstract

Let $\mu$ be a probability measure with finite support on a discrete group $\Gamma$ of polynomial volume growth. The main purpose of this paper is to study the asymptotic behavior of the convolution powers $\mu^{* n}$ of $\mu$. If $\mu$ is centered, then we prove upper and lower Gaussian estimates. We prove a central limit theorem and we give a generalization of the Berry-Esseen theorem. These results also extend to noncentered probability measures. We study the associated Riesz transform operators. The main tool is a parabolic Harnack inequality for centered probability measures which is proved by using ideas from homogenization theory and by adapting the method of Krylov and Safonov. This inequality implies that the positive $\mu$-harmonic functions are constant. Finally we give a characterization of the $\mu$-harmonic functions which grow polynomially.


1. Introduction and statement of the results. Let $\Gamma$ be a finitely generated discrete group of polynomial volume growth, let $\mu$ be a probability measure with finite support on $\Gamma$ and let $\mu^{* n}=\mu * \mu * \cdots * \mu$ be the $n$th convolution power of $\mu$.

The main purpose of this paper is to study the asymptotic behavior of $\mu^{* n}$. We obtain generalizations of certain results concerning the lattice valued distributions in $\mathbb{R}^{n}$ (cf. [20, 34]). We shall also extend certain results of $[2,15,23]$ to nonsymmetric probability measures.

The measure $\mu$ can be either centered or not centered. It turns out that if $\mu$ is not centered, then we can conjugate $\mu$ by a multiplicative function and obtain another centered measure $\mu^{\prime}$. So it is enough to consider only centered measures.

According to a famous theorem of Gromov [22], $\Gamma$ is a finite extension of a nilpotent subgroup $\Gamma_{N} \triangleleft \Gamma$. By considering a subgroup of $\Gamma_{N}$ if necessary we can assume that $\Gamma_{N}$ can be embedded as a lattice in a simply connected nilpotent Lie group $N$. We can associate with $\mu$ a centered left invariant sub-Laplacian on $N$ denoted by $L_{H \mu}$. $L_{H \mu}$ is defined by a formula similar to the one we have in classical homogenization theory (cf. [13, 26]).

Let $p_{t}^{H \mu}(x, y)$ be the heat kernel $L_{H \mu}$ [i.e., of the fundametal solution of the associated heat equation $\left.\left(\frac{\partial}{\partial t}+L\right) u=0\right]$. Comparing $\mu^{* n}$ with $p_{t}^{H \mu}(x, y)$, we can obtain information on the distribution of the mass of $\mu^{* n}$. Using this information, together with a result of Varopoulos [49] which gives a uniform upper bound
on $\mu^{* n}$, it is possible to adapt the method of Krylov and Safonov (cf. [29, 30, 41]) and obtain a parabolic Harnack inequality.

Applying this inequality we can obtain upper and lower Gaussian bounds for $\mu^{* n}$. We can also prove, adapting some ideas of Bergström (cf. [14, 41]), that as $n \rightarrow \infty$, the values of $\mu^{* n}$ approach the values of $p_{t}^{H \mu}(x, y)$ with uniform speed $1 / n^{\gamma / 2}$, for some $\gamma \in(0,1]$. Of course by the classical Berry-Esseen theorem (cf. [20, 34]), the optimal rate of convergence is $1 / \sqrt{n}$. This is proved with the same method a posteriori, once we have the appropriate estimate for the space differences of $\mu^{* n}$.

The Berry-Esseen estimate implies that, on large balls, the $\mu$-harmonic functions look like $L_{H \mu}$-harmonic functions. Using this observation, we can adapt some ideas of Avellaneda and Lin [3, 4, 8-10] and prove a Taylor formula for the $\mu$-harmonic functions. This formula gives Harnack inequalities for the time and space differences of $\mu^{* n}$. It can also be used to obtain a caracterization of the $\mu$-harmonic functions which grow polynomially.

Finally, we prove Berry-Esseen estimates for the time and space differences of $\mu^{* n}$. We apply these estimates to study the associated Riesz transform operators.
1.1. Centered probability measures. The group $\Gamma /[\Gamma, \Gamma]$ is finitely generated and Abelian and hence it can be written as a direct product $\mathbb{Z}^{k} \times A$, where $A$ is finite and Abelian. Let $\pi$ be the canonical projection $\pi: G \rightarrow \mathbb{Z}^{k}$ and let $H=\operatorname{Ker}(\pi)$.

Let $\mu$ be a probability measure on $\Gamma$ whose support is finite and generates $\Gamma$. We say that $\mu$ is centered if the first order moments of its projection $\pi(\mu)$ on $\mathbb{Z}^{k}$ vanish, that is, if $\sum_{x \in \Gamma} \pi(x)_{i} \mu(x)=0,1 \leq i \leq k$, where $y_{i}$ is the $i$ th coordinate of the element $y=\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{Z}^{k}, 1 \leq i \leq k$.
1.2. The passage from a noncentered to a centered probability measure. We say that $\chi: \Gamma \rightarrow \mathbb{R}^{+}$is multiplicative if $\chi(x y)=\chi(x) \chi(y), x, y \in \Gamma$. Note that then $\chi$ can be written as

$$
\chi=\phi \circ \pi \quad \text { with } \phi(x)=e^{\langle b, x\rangle}
$$

where $\pi$ is the quotient map $\pi: G \rightarrow \mathbb{Z}^{k} \cong G / H$ and where $\langle b, x\rangle=b_{1} x_{1}+\cdots+$ $b_{k} x_{k}$ for $b=\left(b_{1}, \ldots, b_{k}\right), x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$.

Let $\mu$ be a probability measure on $\Gamma$ whose support is finite and generates $\Gamma$. We have the following well-known lemma.

Lemma 1.1. If $\mu$ is not centered, there are a multiplicative function $\chi$, a constant $\beta_{\mu}>0$ and another centered probability measure $\mu^{\prime}$ on $\Gamma$ such that

$$
\begin{equation*}
\mu(x)=e^{-\beta_{\mu}} \mu^{\prime}(x) \chi(x), \quad x \in \Gamma . \tag{1.1}
\end{equation*}
$$

Note that (1.1) implies that

$$
\begin{equation*}
\mu^{* n}(x)=e^{-\beta_{\mu} n} \mu^{\prime * n}(x) \chi(x), \quad x \in \Gamma . \tag{1.2}
\end{equation*}
$$

Proof. Let $\pi(\mu)$ be the image of $\mu$ under the quotient map $\pi: \Gamma \rightarrow \mathbb{Z}^{k} \cong$ $G / H$ and let us consider the function

$$
F(a)=\sum_{x \in \mathbb{Z}^{k}} \pi(\mu)(x) e^{\langle a, x\rangle},
$$

where $\langle a, x\rangle=a_{1} x_{1}+\cdots+a_{k} x_{k}$ for $a=\left(a_{1}, \ldots, a_{k}\right), x=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$.
We observe that $F$ is a positive smooth function on $\mathbb{R}^{k}$ and that $F(a) \rightarrow \infty$ as $|a| \rightarrow \infty$. So $F$ attains its minimum $b_{\varphi}=\min \left\{F(a): a \in \mathbb{R}^{k}\right\}$ at some point $a_{0} \in \mathbb{R}^{k}$. Also $F(0)=1$ and, since $\varphi$ is not centered, $\nabla F(0) \neq 0$. Hence $b_{\varphi}=$ $F\left(a_{0}\right)<1$ and $a_{0} \neq 0$. The lemma follows by taking

$$
\beta_{\mu}=-\log b_{\mu}, \quad \chi(x)=e^{-\left\langle a_{0}, \pi(x)\right\rangle}
$$

and

$$
\mu^{\prime}(x)=\frac{1}{b_{\mu}} \mu(x) e^{\left\langle a_{0}, \pi(x)\right\rangle}, \quad x \in \Gamma .
$$

The fact that $\nabla F\left(a_{0}\right)=0$ implies that $\mu^{\prime}$ is indeed a centered probability measure.
1.3. The geometry of $\Gamma$ and the sub-Laplacian $L_{H \mu}$. Let us fix a subset $U$ of $\Gamma$ such that the following hold:

1. $U$ is finite and generates $\Gamma$;
2. $e \in U$ ( $e$ is the identity element of $\Gamma$ );
3. $U$ is symmetric; that is, $x \in U$ if and only if $x^{-1} \in U$.

Let $U^{n}=\left\{x_{1} x_{2} \cdots x_{n}: x_{i} \in U, 1 \leq i \leq n\right\}$ and set

$$
|x|_{\Gamma}=\min \left\{n: x \in U^{n}\right\} .
$$

Also, let $|A|$ denote the number of elements of $A \subseteq \Gamma$.
In this article we assume that $\Gamma$ has polynomial volume growth, that is, that there are constants $c>0$ and $A \in \mathbb{N}$ such that $\left|U^{n}\right| \leq c n^{A}$, for all $n \in \mathbb{N}$. By a theorem of Gromov [22], this assumption implies that there is a nilpotent subgroup $\Gamma_{N} \triangleleft \Gamma$ such that $\left|\Gamma / \Gamma_{N}\right|<\infty$. Hence, by a theorem of Bass [11], there is an integer $D \geq 0$ such that

$$
\begin{equation*}
\frac{1}{c} n^{D} \leq\left|U^{n}\right| \leq c n^{D}, \quad n \in \mathbb{N} . \tag{1.3}
\end{equation*}
$$

We call $D$ the homogeneous dimension of $\Gamma$. Note that $D$ does not depend on the choice of $U$.

Let $\pi$ the quotient map $\pi: \Gamma \rightarrow \Gamma / \Gamma_{N}$ and let us choose elements $g_{0}=e$, $g_{1}, \ldots, g_{k} \in \Gamma$ such that

$$
\Gamma / \Gamma_{N}=\left\{\pi\left(g_{0}\right), \pi\left(g_{1}\right), \ldots, \pi\left(g_{k}\right)\right\}
$$

Every element $g \in \Gamma$ can be written uniquely as $g=y g_{j}$, with $y \in \Gamma_{N}$, $0 \leq j \leq k$. We set

$$
\bar{g}=g_{j} \quad \text { and } \quad g_{N}=y
$$

$\Gamma_{N}$ has a torsion-free subgroup $\Gamma_{N}^{1} \triangleleft \Gamma_{N}$ of finite index, that is, such that $\left|\Gamma_{N} / \Gamma_{N}^{1}\right|<\infty$ (cf. [35]). Let $\Gamma_{N}^{2}=\bigcap_{0 \leq i \leq k} g_{i} \Gamma_{N}^{1} g_{i}^{-1}$. Then $\Gamma_{N}^{2}$ is still nilpotent and torsion free. Furthermore, $\Gamma_{N}^{2} \triangleleft \Gamma$ and $\left|\Gamma / \Gamma_{N}^{2}\right|<\infty$. So by replacing $\Gamma_{N}$ with $\Gamma_{N}^{2}$, if necessary, we assume that $\Gamma_{N}$ has the following properties:

1. $\Gamma_{N} \triangleleft \Gamma$;
2. $\left|\Gamma / \Gamma_{N}\right|<\infty$;
3. $\Gamma_{N}$ is finitely generated, nilpotent and torsion free.

Let $U_{\Gamma_{N}} \subseteq \Gamma_{N}$ be a finite and symmetric subset which generates $\Gamma_{N}$ and set

$$
\begin{equation*}
|x|_{\Gamma_{N}}=\min \left\{n \in \mathbb{N}: x \in U_{\Gamma_{N}}^{n}\right\}, \quad x \in \Gamma_{N} . \tag{1.4}
\end{equation*}
$$

Then there is a $c \geq 1$ such that

$$
\begin{equation*}
\frac{1}{c}|x|_{\Gamma_{N}} \leq\left|x g_{i}\right|_{\Gamma} \leq c|x|_{\Gamma_{N}} \tag{1.5}
\end{equation*}
$$

for all $x \in \Gamma_{N}$ and $0 \leq i \leq k$, or more generally

$$
\begin{equation*}
\frac{1}{c}\left|x^{-1} y\right|_{\Gamma_{N}} \leq\left|g^{-1} h\right|_{\Gamma} \leq c\left|x^{-1} y\right|_{\Gamma_{N}} \tag{1.6}
\end{equation*}
$$

for all $g=x g_{i}, h=y g_{j} \in \Gamma, x, y \in \Gamma_{N}, 0 \leq i, j \leq k$.
Property 3 above implies that $\Gamma_{N}$ is isomorphic to (and hence can be identified with) a uniform lattice in a simply connected nilpotent Lie group $N$ (cf. [35]). Note that $N / \Gamma_{N}$ is a compact neighborhood. Let us fix a fundamental domain $\Omega$ for $\Gamma_{N}$ and let $d g$ be the Haar measure on $N$ which satisfies dg-measure $(\Omega)=\operatorname{vol}\left(N / \Gamma_{N}\right)=1$.

Let $V$ be a compact neighborhood of the identity element $e$ of $N$ and set

$$
\begin{equation*}
|x|_{N}=\min \left\{n \in \mathbb{N}: x \in V^{n}, x \in N\right\} . \tag{1.7}
\end{equation*}
$$

Then there is a $c \geq 1$ such that

$$
\begin{equation*}
\frac{1}{c}|x|_{\Gamma_{N}} \leq|x|_{N} \leq c|x|_{\Gamma_{N}}, \quad x \in \Gamma_{N} \tag{1.8}
\end{equation*}
$$

The isomorphisms $y \rightarrow g_{i} y g_{i}^{-1}, 0 \leq k \leq k$, can be extended to isomorphisms of $N$ (cf. [35]). So we can consider the group

$$
G=\left\{y g_{i}, y \in N, 0 \leq i \leq k\right\}
$$

with multiplication law defined by

$$
x g_{i} y g_{j}=x g_{i} y g_{i}^{-1}\left(g_{i} g_{j}\right)_{N} \overline{g_{i} g_{j}}, \quad x, y \in N, 0 \leq i, j \leq k
$$

If $\Gamma$ is nilpotent, then a better way to proceed is to consider the torsion subgroup $\tau(\Gamma)$ of $\Gamma$ (cf. [12]). $\tau(\Gamma)$ is the set of elements of finite order in $\Gamma$, it is a normal subgroup of $\Gamma$ and $\Gamma / \tau(\Gamma)$ is torsion free. So, we can set $\Gamma_{N}=\Gamma / \tau(\Gamma)$.

Let $\mathfrak{n}$ be the Lie algebra of $N$. We identify $\mathfrak{n}$ with the left invariant vector fields on $N$.

By a left invariant sub-Laplacian on $N$, we mean an operator

$$
L=-\left(E_{1}^{2}+\cdots+E_{p}^{2}\right)+E_{0}
$$

where $E_{0}, E_{1}, \ldots, E_{p}$ are left invariant vector fields on $N$ and where the vector fields $E_{1}, \ldots, E_{p}$ satisfy Hörmander's condition; that is, they generate together with their successive Lie brackets $\left[E_{i_{1}},\left[E_{i_{2}},\left[\ldots, E_{i_{k}}\right] \ldots\right]\right]$, $1 \leq i_{j} \leq p, 1 \leq$ $j \leq k$, the Lie algebra $\mathfrak{n}$ of $N$.

We shall say that $L$ is centered if $E_{0} \in[\mathfrak{n}, \mathfrak{n}]$.
Let us fix a discrete probability measure $\mu$ on $\Gamma$, let $\operatorname{supp}(\mu)=\{g \in G$ : $\mu(g)>0\}$ and let us assume that the following hold:

1. $|\operatorname{supp}(\mu)|<\infty$;
2. $U \subseteq \operatorname{supp}(\mu)$;
3. $\mu$ is centered.

Our goal is to associate with $\mu$ a centered left invariant sub-Laplacian $L_{H \mu}$ on $N$, in such a way that the asymptotic behavior of the convolution powers $\mu^{* n}$ can be compared to the large-time behavior of the heat kernel $p_{t}^{H \mu}(x, y)$ of $L_{H \mu}$. If $\Gamma=\Gamma_{N}$ or $G$ is nilpotent, then the definition of $L_{H \mu}$ is rather straightforward (cf. [19]). In this case we use the notation $L_{\mu}$ and $p_{t}^{\mu}(x, y)$ instead of $L_{H \mu}$ and $p_{t}^{H \mu}(x, y)$, respectively. If $\Gamma$ is not nilpotent, then $L_{H \mu}$ is defined by a method inspired by the theory of the homogenization (cf. [13, 26]). We call $L_{H \mu}$ the homogenized sub-Laplacian (associated with $\mu$ ).
1.4. Notation. Given another measure $v$ we define the convolution $\mu * v$ by $\mu * \nu(x)=\sum_{y \in \Gamma} \mu(y) v\left(y^{-1} x\right) d y, x \in \Gamma$.

Given a kernel $K(x, y)$ we set

$$
K(x, A)=\sum_{y \in A} K(x, y) \quad \text { and } \quad K f(x)=\sum_{y \in \Gamma} K(x, y) f(y)
$$

If $S(x, y)$ is another kernel, then we denote by $K S$ the kernel

$$
K S(x, y)=\sum_{z \in \Gamma} K(x, z) S(z, y)
$$

We also set

$$
\begin{aligned}
\|K\|_{1} & =\sup \left\{\|K(x, .)\|_{1},\|K(., y)\|_{1} ; x, y \in \Gamma\right\} \\
\|K\|_{\infty} & =\sup \{|K(x, y)|: x, y \in \Gamma\} .
\end{aligned}
$$

To simplify the notation, we set $\mu^{* n}=\mu^{n}, n \in \mathbb{N}$, and $\mu^{0}=\delta_{e}$, where $\delta_{x}$ is the Dirac mass at $x$. We also denote by $\mu^{n}$ the kernel

$$
\mu^{n}(x, y)=\mu^{* n}\left(x^{-1} y\right), \quad x, y \in \Gamma .
$$

For $n=1$, we just write $\mu(x, y)$ instead of $\mu^{1}(x, y)$.
Note that $\mu^{n+1}=\mu \mu^{n}$ and that

$$
\mu^{n} f(x)=\sum_{y \in \Gamma} \mu^{n}(x, y) f(y)=\sum_{y \in \Gamma} \mu^{* n}(y) f(x y) .
$$

We say that a function $u$ is $\mu$-harmonic in $A \subseteq \Gamma$ if $\mu u(x)=u(x), x \in A$.
We say that a function $u$ is a space-time $\mu$-harmonic function in $A \subseteq \mathbb{Z} \times \Gamma$ if $(\mu u(n, \cdot))(x)=u(n+1, x),(n, x) \in A$.

We denote by $\partial_{1}$ and $\partial_{z}, z \in \Gamma$, respectively the difference operators

$$
\partial_{1} u(n, x)=u(n+1, x)-u(n, x) \quad \text { and } \quad \partial_{z} u(n, x)=u(n, x z)-u(n, x) .
$$

Note that $u$ is a space-time $\mu$-harmonic function if and only if $\left(\partial_{1}+(I-\mu)\right) u=0$.
We also set

$$
\partial_{z} \mu^{* n}(x)=\mu^{* n}(x z)-\mu^{* n}(x) \quad \text { and } \quad \partial_{1} \mu^{* n}(x)=\mu^{*(n+1)}(x)-\mu^{* n}(x)
$$

If $A \subseteq \Gamma$, then we set

$$
\nabla_{A} u(n, x)=\sup \left\{\left|\partial_{z} u(n, x)\right| ; z \in U\right\} .
$$

We say that a function $f$ is of type P if $f(x g)=f(g), x \in \Gamma_{N}, g \in \Gamma$.
If $f$ is such a function, then we denote by $\langle f\rangle$ its mean value

$$
\langle f\rangle=\frac{1}{k+1} \sum_{0 \leq i \leq k} f\left(g_{i}\right)
$$

Note that if $f$ is a function of type P , then $\mu f$ is also a function of type P . If we also have $\langle f\rangle=0$, then the function

$$
u=\sum_{n \geq 0} \mu^{n} f
$$

is well defined and satisfies

$$
(I-\mu) u=f
$$

If $\Gamma$ is nilpotent and we set $\Gamma_{N}=\Gamma / \tau(\Gamma)$, then the type P functions will just be the constant functions.

If $K(x, y)$ is a kernel initially defined on $N$, then we use the same notation $K(x, y)$ to denote its restriction to $\Gamma_{N}$ and its extension to $\Gamma$. The extension of $K(x, y)$ to $\Gamma$ is defined by

$$
K\left(x g_{i}, y g_{j}\right)=\frac{1}{k+1} K(x, y), \quad x, y \in N, 0 \leq i, j \leq k
$$

If $\Gamma$ is nilpotent and we set $\Gamma_{N}=\Gamma / \tau(\Gamma)$, then we extend $K(x, y)$ to $\Gamma$ by setting

$$
K(z x, w y)=\frac{1}{|\tau(\Gamma)|} K(\dot{x}, \dot{y}),
$$

where $z, w \in \tau(\Gamma)$ and $\dot{x}=x \tau(\Gamma), \dot{y}=y \tau(\Gamma), x, y \in \Gamma$.
In particular, we use this notation for the heat kernels $p_{t}^{H \mu}(x, y), p_{t}^{\mu}(x, y)$ and their derivatives $X_{1} \cdots X_{n} p_{t}^{H \mu}(x, y), X_{1} \cdots X_{n} p_{t}^{\mu}(x, y), X_{1}, \ldots, X_{n} \in \mathfrak{n}$.

A function $f$ on $\Gamma_{N}$ will be extended to $\Gamma$ by setting

$$
f\left(x g_{i}\right)=f(x), \quad x \in \Gamma_{N}, 0 \leq i \leq k .
$$

If $\Gamma$ is nilpotent and we set $\Gamma_{N}=\Gamma / \tau(\Gamma)$, then we extend $f$ to $\Gamma$ by setting $f(z x)=f(\dot{x})$, for $z \in \tau(\Gamma)$ and $\dot{x}=x \tau(\Gamma), x \in \Gamma$.

We do this, in particular, when $f$ is a harmonic function or a polynomial.
We denote by $\llbracket a, b \rrbracket$ the interval $[a, b] \cap \mathbb{Z}$.
Given a nonempty subset $A$ of $\Gamma$ we set $A^{0}=\{e\}$ and $A^{r}=A^{[r]}, r>0$.
The different constants are always denoted by the same letter $c$. When their dependence or independence is significant, it is clearly stated.
1.5. A parabolic Harnack inequality. The following Harnack inequality plays a central role in this article.

Theorem 1.2. For all $a, b \geq 1$ there are $\beta>\alpha>1, c>1$ and $\lambda>0$ such that, for all $r \geq 1$ and all $u \geq 0$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket 0,\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{c r},
$$

we have

$$
\begin{equation*}
\sup \left\{u ; \llbracket \alpha r^{2},\left(\alpha+a^{2}\right) r^{2} \rrbracket \times U^{a r}\right\} \leq \lambda \inf \left\{u ; \llbracket \beta r^{2},\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{b r}\right\} \tag{1.9}
\end{equation*}
$$

For the case when $\mu$ is symmetric [i.e., $\mu\left(x^{-1}\right)=\mu(x), x \in \Gamma$ ], the above inequality was proved in [23] by a different method.

We prove this inequality by adapting the method of Krylov and Safonov [29]. This method uses certain information on the growth of the positive space-time $\mu$-harmonic functions. To obtain this information we use the following three results.

The first two results concern the distribution of the mass of the convolution powers $\mu^{* n}$ as $n \rightarrow \infty$ :

Proposition 1.3. For all $a>1$ there are $r_{0} \geq 1$ and $\partial>0$ such that

$$
\begin{equation*}
\sum_{y \in U^{r}} \mu^{n}(x, y)>\partial \tag{1.10}
\end{equation*}
$$

for all $(n, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}, r \geq r_{0}$.
Proposition 1.4. For all $\partial>0$ there is an $a>1$ such that

$$
\begin{equation*}
\sum_{y \notin U^{a r}} \mu^{n}(e, y)<\partial, \tag{1.11}
\end{equation*}
$$

for all $k \in \llbracket 1, r^{2} \rrbracket$.
The third result is a theorem of Varopoulos [49] which asserts that the convolution powers $\mu^{* n}$ decay with a certain uniform speed as $n \rightarrow \infty$ :

THEOREM 1.5 [49]. Let $\mu$ be a (not necessarily centered) probability measure whose support generates $\Gamma$. Then there is a constant $c>0$ such that

$$
\begin{equation*}
\left\|\mu^{* n}\right\|_{\infty} \leq c n^{-D / 2}, \quad n \in \mathbb{N} . \tag{1.12}
\end{equation*}
$$

If $u$ is a function defined on $B \subseteq \mathbb{Z} \times \Gamma$, then let us set

$$
\operatorname{Osc}(u, B)=\sup \{|u(k, x)-u(m, y)|:(k, x),(m, y) \in B\} .
$$

To prove Theorem 1.2, we proceed as follows. Using the above three results, we prove an analogue of the first growth lemma of [29]. From this and arguing in the same way as in [29] we obtain a second growth lemma.

A direct consequence of the second growth lemma is the following:
PRoposition 1.6. There are $c \geq 1$ and $\gamma \in(0,1]$ such that, for all $t \in \mathbb{R}$, $r \geq 1$ and all functions $u$ satisfying $\left(\partial_{1}+(I-\mu)\right) u=0$ in $\llbracket t-c^{2} r^{2}, t \rrbracket \times U^{c r}$,

$$
\begin{equation*}
\operatorname{Osc}\left(u, \llbracket t-r^{2}, t \rrbracket \times U^{r}\right) \leq \gamma \operatorname{Osc}\left(u, \llbracket t-c^{2} r^{2}, t \rrbracket \times U^{c r}\right) \tag{1.13}
\end{equation*}
$$

Theorem 1.2 follows from the second growth lemma and the above proposition by a standard argument (see, e.g., [7, 30, 40, 44]). It can also be proved by arguing in the same way as in [29] (but this is less obvious).

An immediate consequence of (1.9) and (1.13) is the following:
Corollary 1.7. Every positive $\mu$-harmonic function is constant.
1.6. Gaussian estimates. Making use of the Harnack inequality (1.9) we prove the following upper Gaussian estimate:

Theorem 1.8. There is a constant $c>0$ such that

$$
\begin{equation*}
\mu^{* n}(x) \leq c n^{-D / 2} \exp \left(-\frac{|x|_{\Gamma}^{2}}{c n}\right), \quad x \in \Gamma, n \in \mathbb{N} . \tag{1.14}
\end{equation*}
$$

Once we have the upper Gaussian estimate then, again by using the Harnack inequality (1.9), we can obtain a lower Gaussian estimate (cf. [23] and [50], pages 47-50):

Corollary 1.9. There is a constant $c>0$ such that

$$
\begin{equation*}
\mu^{* n}(x) \geq \frac{1}{c} n^{-D / 2} \exp \left(-c \frac{|x|_{\Gamma}^{2}}{n}\right) \tag{1.15}
\end{equation*}
$$

for all $n \in \mathbb{N}$ and $x \in \Gamma$ satisfying $|x|_{\Gamma} \leq n / c$.
Combining (1.2) and (1.14) we have the following:
Corollary 1.10. Let us assume that $\mu$ is not centered and let $\beta_{\mu}$ and $\chi$ be as in Lemma 1.1. Then there is a $c>0$ such that

$$
\begin{equation*}
\mu^{* n}(x) \leq c n^{-D / 2} \exp \left(-\beta_{\mu} n\right) \chi(x) \exp \left(-\frac{|x|_{\Gamma}^{2}}{c n}\right) \tag{1.16}
\end{equation*}
$$

for all $x \in \Gamma$ and $n \in \mathbb{N}$.
1.7. A Taylor formula for the space-time $\mu$-harmonic functions. Using the exponential coordinates we shall identify $N$, as a differential manifold, with $\mathbb{R}^{q}$. So a monomial $P(x)$ on $N$ will be just a monomial on $\mathbb{R}^{q}$. A monomial $P(x)$ on $\Gamma_{N}$ will be just the restriction to $\Gamma_{N}$ of a monomial $P(x)$ on $N$. We extend the monomials $P(x)$ to $\Gamma$ by setting $P\left(x g_{i}\right)=P(x), x \in \Gamma_{N}, 1 \leq i \leq k$.

In the rest of this article, we do not make any distinction between the restriction of a monomial $P(x)$ to $\Gamma_{N}$ and its extension to $\Gamma$.

For every monomial $P(x)$, there are an integer $d \geq 0$ and a constant $c>0$ such that

$$
\begin{equation*}
\frac{1}{c} n^{d} \leq \sup \left\{|P(x)|, x \in U^{n}\right\} \leq c n^{d}, \quad n \in \mathbb{N} \tag{1.17}
\end{equation*}
$$

We say then that $P(x)$ has homogeneous degree $\operatorname{deg}_{H} P=d$.
We say that $P(t, x)$ is a monomial on $\mathbb{Z} \times \Gamma($ resp. $\mathbb{R} \times G)$ if $P(t, x)=t^{m} Q(x)$, with $Q(x)$ a monomial on $\Gamma$ (resp. $G$ ). We define the homogeneous degree $\operatorname{deg}_{H} P(t, x)$ of $P(t, x)$ by

$$
\operatorname{deg}_{H} P(t, x)=2 m+\operatorname{deg}_{H} Q(x) .
$$

By polynomials we of course mean linear combinations of monomials. The homogeneous degree of a polynomial is therefore the maximum of the homogeneous degrees of its monomials.

To fix the notation, we use

$$
P_{0}(t, x), P_{2}(t, x), \ldots, P_{v_{d}}(t, x)
$$

from now on to denote the monomials with homogeneous degree less than or equal to $d$. With every such monomial $P_{i}(t, x)$ we associate another, more convenient "corrected" monomial $Q_{P_{i}}^{\psi}(t, x)$ written as

$$
Q_{P_{i}}^{\psi}(t, x)=P_{i}(t, x)+\sum_{0 \leq j \leq v_{k-1}} \psi_{j}^{i}(x) P_{j}(t, x),
$$

where $k=\operatorname{deg}_{H} P_{i}$ and where the functions $\psi_{j}^{i}$ are of type P .
Note that when $\Gamma$ is nilpotent the $\psi_{j}^{i}$ will just be constant functions.
The following result gives a Taylor formula for the space-time $\mu$-harmonic functions.

Theorem 1.11. For all $n \in \mathbb{N}$ there is a constant $c_{n}>0$ such that, for all $R \geq r \geq 1$ and all functions $u$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-R^{2}, R^{2} \rrbracket \times U^{R},
$$

we have

$$
\begin{align*}
& \sup \left\{\left|u-\sum_{0 \leq i \leq \nu_{n}} A_{i} R^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\psi}\right| ; \llbracket r^{2}, r^{2} \rrbracket \times U^{r}\right\}  \tag{1.18}\\
& \quad \leq c_{n}\left(\frac{R}{r}\right)^{-(n+1)}\|u\|_{\infty}
\end{align*}
$$

where the constants $A_{i}$ satisfy

$$
\left|A_{i}\right| \leq c_{n}\|u\|_{\infty}
$$

for all $0 \leq i \leq \nu_{n}$, and

$$
\left(\partial_{1}+(I-\mu)\right)\left(\sum_{v_{d-1}<i \leq v_{d}} A_{i} Q_{P_{i}}^{\psi}\right)=0
$$

for all $1 \leq d \leq n$.
The proof of the above result is based on ideas of Avellaneda and Lin (cf. [9, 10]). These ideas have already been used in the context of Lie groups in $[3,4,8]$. The interest of the method lies in the fact that we do not make use of any a priori control on the differences.
1.8. $\mu$-harmonic functions of polynomial growth. We say that a function $u$ on $\Gamma$ grows polynomially if there is a $c>0$ such that

$$
\begin{equation*}
\sup \left\{|u| ; U^{n}\right\} \leq c n^{c}, \quad n \in \mathbb{N} \tag{1.19}
\end{equation*}
$$

The following result is a consequence of Theorem 1.11:
THEOREM 1.12. Every $\mu$-harmonic function $u$ which grows polynomially is equal to a linear combination of the monomials $Q_{P_{i}}^{\psi}$.

A result of this type was first proved by Avellaneda and Lin [10] in the case of differential operators with periodic coefficients in $\mathbb{R}^{n}$. It was generalized in [8] in the context of connected Lie groups of polynomial volume growth, where it was used to prove a Sobolev inequality. We state below the discrete analogue of that inequality. The proof is similar and is omitted.

COROLLARY 1.13. Let $f$ be a function, not necessarily with compact support, such that $\nabla_{U} f \in L^{p}, 1<p<D$. Then there are a universal constant $c>0$ and a constant $C_{f}$ depending on $f$ such that $f-C_{f} \in L^{D p /(D-p)}$, and

$$
\left\|f-C_{f}\right\|_{D p /(D-p)} \leq c\left\|\nabla_{U} f\right\|_{p}
$$

1.9. Harnack inequalities for the differences. A consequence of Theorem 1.11 is the following result:

THEOREM 1.14. For all $a, b \geq 1$ and all $k \in \mathbb{N}$ there are $\beta>\alpha>1, c>1$ and $\lambda>0$ such that, for all $z \in U, r \geq 1$ and all $u \geq 0$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket 0, c r^{2} \rrbracket \times U^{c r}
$$

we have

$$
\begin{align*}
& \sup \left\{\left|\partial_{1}^{k} \partial_{z} u\right| ; \llbracket \alpha r^{2},\left(\alpha+a^{2}\right) r^{2} \rrbracket \times U^{a r}\right\} \\
& \quad \leq \lambda r^{-2 k-1} \inf \left\{u ; \llbracket \beta r^{2},\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{b r}\right\} \tag{1.20}
\end{align*}
$$

If $\Gamma$ is nilpotent, then we can also control higher order spacial differences:
THEOREM 1.15. If $\Gamma=\Gamma_{N}$, then for all $a, b \geq 1$ and all $k, m \in \mathbb{N}$ there are $\beta>\alpha>1, c>1$ and $\lambda>0$ such that, for all $z_{1}, \ldots, z_{m} \in U, r \geq 1$ and all $u \geq 0$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket 0, c r^{2} \rrbracket \times U^{c r},
$$

we have

$$
\begin{align*}
& \sup \left\{\left|\partial_{1}^{k} \partial_{z_{1}} \cdots \partial_{z_{m}} u\right| ; \llbracket \alpha r^{2},\left(\alpha+a^{2}\right) r^{2} \rrbracket \times U^{a r}\right\}  \tag{1.21}\\
& \quad \leq \lambda r^{-2 k-m} \inf \left\{u ; \llbracket \beta r^{2},\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{b r}\right\} .
\end{align*}
$$

Note that if $\Gamma$ is not nilpotent, then (1.21) is not necessarily true for $m \geq 2$. This is due to the existence of the functions $\psi_{j}^{i}$ in the definition of the monomials $Q_{P_{i}}^{\psi}$ [see Sections 1.7 and 19 as well as (1.30) below].
1.10. Berry-Esseen estimates. Let $p_{t}^{H \mu}(x, y)$ be the heat kernel of the homogenized sub-Laplacian $L_{H \mu}$ associated with $\mu$. As mentioned in Section 1.4, we extend $p_{t}^{H \mu}(x, y)$ to $G$, by setting

$$
\begin{equation*}
p_{t}^{H \mu}\left(x g_{i}, y g_{j}\right)=\frac{1}{k+1} p_{t}^{H \mu}(x, y), \quad x, y \in N, 0 \leq i, j \leq k \tag{1.22}
\end{equation*}
$$

We have the following analogue of the Berry-Esseen theorem (cf. [20, 26, 28, 34, 51]):

THEOREM 1.16. There is $a c>0$ such that

$$
\begin{equation*}
\left|\mu^{n}(x, y)-p_{n}^{H \mu}(x, y)\right| \leq c n^{-(D+1) / 2} \tag{1.23}
\end{equation*}
$$

for all $x, y \in \Gamma$ and $n \in \mathbb{N}$.
The reader can observe that by a straightforward adaptation of the proof of the above result we can also obtain a similar $L^{1}$ estimate, that is, that there is a $c>0$ such that

$$
\left\|\mu^{n}-p_{n}^{H \mu}\right\|_{1} \leq c / \sqrt{n}, \quad n \in \mathbb{N} .
$$

It was proved in [2,7] that there are constants $c, C_{L} \geq 0$ such that

$$
\begin{equation*}
\left|p_{t}^{H \mu}(e, e)-C_{L_{H \mu}} t^{-D / 2}\right| \leq c t^{-(D+1) / 2}, \quad t \geq 1 \tag{1.24}
\end{equation*}
$$

Combining (1.23) and (1.24) we have the following:
Corollary 1.17. There are constants $c, C_{\mu} \geq 0$ such that

$$
\begin{equation*}
\left|\mu^{* n}(e)-C_{\mu} n^{-D / 2}\right| \leq c n^{-(D+1) / 2}, \quad n \in \mathbb{N} . \tag{1.25}
\end{equation*}
$$

Combining (1.2) and (1.25) we have the following:
Corollary 1.18. Let us assume that $\mu$ is not centered and let $\beta_{\mu}$ be as in Lemma 1.1. Then there are constants $c, C_{\mu} \geq 0$ such that

$$
\begin{equation*}
\left|\mu^{* n}(e)-C_{\mu} n^{-D / 2} e^{-\beta_{\mu} n}\right| \leq c n^{-(D+1) / 2} e^{-\beta_{\mu} n}, \quad n \in \mathbb{N} . \tag{1.26}
\end{equation*}
$$

By interpolating (1.14) and (1.22) we can have the following:

Corollary 1.19. For all $\varepsilon \in(0,1)$ there is a $c>0$ such that

$$
\begin{equation*}
\left|\mu^{n}(x, y)-p_{n}^{H \mu}(x, y)\right| \leq c n^{-(D+\varepsilon) / 2} \exp \left(-\frac{\left|x^{-1} y\right|_{\Gamma}^{2}}{c n}\right) \tag{1.27}
\end{equation*}
$$

for all $x, y \in \Gamma$ and $n \in \mathbb{N}$.
Concerning the space and time differences we have the following results:
THEOREM 1.20. There is a constant $c>0$ such that

$$
\begin{equation*}
\left|\partial_{1} \mu^{n}(x, y)-\partial_{1} p_{n}^{H \mu}(x, y)\right| \leq c n^{-(D+3) / 2} \tag{1.28}
\end{equation*}
$$

for all $x, y \in \Gamma$ and $n \in \mathbb{N}$.
THEOREM 1.21. If $\Gamma$ is nilpotent, then there is a constant $c>0$ such that, for all $z \in U$ and all $x, y \in \Gamma$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\partial_{z} \mu^{n}(x, y)-\partial_{z} p_{n}^{\mu}(x, y)\right| \leq c n^{-(D+2) / 2} \tag{1.29}
\end{equation*}
$$

If $\Gamma$ is not nilpotent, then the situation is quite different. More precisely, if $X_{1}, \ldots, X_{q}$ is a convenient basis of $\mathfrak{n}$ and if $\psi^{1}, \ldots, \psi^{n_{1}}$ are the associated first order correctors (see Section 14 for the exact definitions), then we have the following result:

THEOREM 1.22. There is $a c>0$ such that, for all $z \in U$ and all $x, y \in \Gamma$ and $n \in \mathbb{N}$,

$$
\begin{align*}
& \left|\partial_{z} \mu^{n}(x, y)-\partial_{z} p_{n}^{H \mu}(x, y)-\sum_{1 \leq j \leq n_{1}}\left(\partial_{z} \psi^{j}(x)\right) X_{j} p_{n}^{H \mu}(x, y)\right|  \tag{1.30}\\
& \quad \leq c n^{-(D+2) / 2} .
\end{align*}
$$

Combining (1.14) and (1.30) we have the following:
Corollary 1.23. For all $\varepsilon \in(0,1)$ there is a constant $c>0$ such that, for all $z \in U$ and all $x, y \in \Gamma$ and $n \in \mathbb{N}$,

$$
\begin{align*}
& \left|\partial_{z} \mu^{n}(x, y)-\partial_{z} p_{n}^{H \mu}(x, y)-\sum_{1 \leq j \leq n_{1}}\left(\partial_{z} \psi^{j}(x)\right) X_{j} p_{n}^{H \mu}(x, y)\right|  \tag{1.31}\\
& \quad \leq c n^{-(D+1+\varepsilon) / 2} \exp \left(-\frac{\left|x^{-1} y\right|_{\Gamma}^{2}}{c n}\right) .
\end{align*}
$$

Inequalities (1.27) and (1.31) above actually hold with $\varepsilon=1$. This can be proved by arguing in a similar way as in the proofs of Theorems 1.16 and 1.22 . However, the proofs become much more technical, while (1.27) and (1.31) are sufficient for the application that we have in mind, namely the proof of Theorem 1.24.
1.11. Riesz transforms. Let us denote by $(I-\mu)^{-1 / 2}$ the operator defined by $(I-\mu)^{-1 / 2}=\sum_{n \geq 0} a_{n} \mu^{n}$, where the $a_{n}$ 's are as in $(1-t)^{-1 / 2}=\sum_{n \geq 0} a_{n} t^{n}$.

ThEOREM 1.24. For all $z \in \Gamma$ the Riesz transform operators $R_{z}=\partial_{z}(I-$ $\mu)^{-1 / 2}$ and $R_{z}^{*}=(I-\mu)^{-1 / 2} \partial_{z}$ are bounded on $L^{p}$, for $1<p<\infty$ and from $L^{1}$ to weak- $L^{1}$.

If $\Gamma$ is nilpotent, then we can also consider higher order Riesz transforms.

THEOREM 1.25. If $\Gamma$ is nilpotent, then for all $z_{1}, \ldots, z_{k} \in \Gamma$ the Riesz transform operators $R_{k}=\partial_{z_{1}} \cdots \partial_{z_{k}}(I-\mu)^{-k / 2}$ and $R_{k}^{*}=(I-\mu)^{-k / 2} \partial_{z_{k}} \cdots \partial_{z_{1}}$, are bounded on $L^{p}$, for $1<p<\infty$ and from $L^{1}$ to weak- $L^{1}$.

If $\Gamma$ is not nilpotent then, as we can see from (1.31), the second order Riesz transforms $R_{2}=\partial_{z_{1}} \partial_{z_{2}}(I-\mu)^{-1}$ and $R_{2}^{*}=(I-\mu)^{-1} \partial_{z_{2}} \partial_{z_{1}}$ may be unbounded even on $L^{2}$ (cf. [3]).
2. Organization of the article. We have tried to give the proof of the results in the simplest possible context. The proof of the parabolic Harnack inequality (1.9) from Varopoulos's theorem (Theorem 1.5) and by assuming Propositions 1.3 and 1.4, does not use any particular result from the structure of $\Gamma$ and so it is given already in Section 3. The construction of the operator $L_{H \mu}$ is much simpler when $\Gamma=\Gamma_{N}$. So those proofs that are essentially the same, whether $\Gamma=\Gamma_{N}$ or not, are only given in the case $\Gamma=\Gamma_{N}$. This is the case for the Gaussian estimate (1.14), the Taylor formula (1.18) and the main part of the proof of Propositions 1.3 and 1.4.

The proof of the Berry-Esseen estimate (1.23) is much more complicated when $\Gamma \neq \Gamma_{N}$. So, to illustrate the ideas better, we also give the proof in the case $\Gamma=\Gamma_{N}$.
3. The proof of the Harnack inequality from Varopoulos's theorem and

Propositions 1.3 and 1.4. In this section we give the proof of Theorem 1.2 from Varopoulos's theorem (Theorem 1.5) and by assuming Propositions 1.3 and 1.4. This has already been done in [7] in the context of left invariant sub-Laplacians on connected Lie groups of polynomial volume growth. We give below an adaptation of that proof in the context of discrete groups.

We first prove an analogue of the first growth lemma of [29] by using (1.10), (1.11) and (1.12).

Next, we prove an analogue of the second growth lemma of [29]. To do this, we follow closely [29] and we adapt in our context their covering lemmas.

The proof of Proposition 1.6 and of Theorem 1.2 from the second growth lemma is standard in the literature (cf. [7, 30, 40, 44]; since it is also long, it will be omitted. We point out again that the argument given in [29] can also be used.

If $A \subseteq \mathbb{Z} \times \Gamma$, then we denote by $|A|$ the number of its elements.
If $A \subseteq \mathbb{R} \times \Gamma$, then we set

$$
|A|=\sum_{x \in \Gamma}\left|A_{x}\right|
$$

where $\left|A_{x}\right|$ is the Lebesgue measure of $A_{x}=A \cap \mathbb{R} \times\{x\}$.
3.1. The first growth lemma. If $B \subseteq \mathbb{Z} \times \Gamma, A \subseteq B$ and $(t, x) \in B$ then, adopting the notation of [29], we set

$$
\begin{array}{r}
\Psi((t, x), A, B)=\inf \{u(t, x): u \geq 0, u(s, y) \geq 1 \text { for }(s, y) \in A \\
\left.\quad \text { and }\left(\partial_{1}+(I-\mu)\right) u=0 \text { in } B\right\} .
\end{array}
$$

If $A^{\prime} \subseteq B$, then we set

$$
\Psi\left(A^{\prime}, A, B\right)=\inf \left\{\Psi((t, x), A, B):(t, x) \in A^{\prime}\right\}
$$

Note that if $v \geq 0, u=\mu v$ and $a=\min \{\mu(x), x \in U\}$, then

$$
\begin{equation*}
u(x) \geq a v(x y), \quad y \in U \tag{3.1}
\end{equation*}
$$

LEMMA 3.1 (First growth lemma). For all $a>1$, there are $r_{0} \geq 1, c>a$ and $\partial, \xi \in(0,1)$ such that

$$
\begin{equation*}
\Psi\left(\llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}, A, \llbracket 0, a^{2} r^{2} \rrbracket \times U^{c r}\right)>\delta \tag{3.2}
\end{equation*}
$$

for all $r \geq r_{0}$ and every $A \subseteq \llbracket 0, r^{2} \rrbracket \times U^{r}$ satisfying

$$
|A|>\xi\left|\llbracket 0, r^{2} \rrbracket \times U^{r}\right|
$$

An immediate consequence of (3.1) and (3.2) is the following:
COROLLARY 3.2. For all $a>1$ there are $c>a, r_{0} \geq 1, m \in \mathbb{N}$ and $\partial>0$ such that for all $r \geq r_{0}$ and all $u \geq 0$ satisfying

$$
\left(\partial_{1}+(I-\Phi)\right) u=0 \quad \text { in } \llbracket 0, a^{2} r^{2} \rrbracket \times U^{c r}
$$

we have

$$
\begin{equation*}
\inf \left\{u ; \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}\right\} \geq \delta u(1, e) r^{-m} \tag{3.3}
\end{equation*}
$$

Moreover, if for some $1 \leq R \leq r$,

$$
\inf \left\{u ; \llbracket 0, R^{2} \rrbracket \times U^{R}\right\} \geq 1
$$

then

$$
\begin{equation*}
\inf \left\{u ; \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}\right\} \geq \delta\left(\frac{R}{r}\right)^{m} \tag{3.4}
\end{equation*}
$$

3.2. Proof of Lemma 3.1. The following lemma is an immediate consequence of Theorem 1.5 and Proposition 1.3.

LEMMA 3.3. For all $a>1$ there are $r_{0} \geq 1, \partial>0$ and $\xi \in(0,1)$ such that

$$
\begin{equation*}
\sum_{y \in A} \mu^{n}(x, y)>\delta \tag{3.5}
\end{equation*}
$$

for all $r \geq r_{0},(n, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}$ and $A \subseteq U^{r}$ satisfying

$$
|A|>\xi\left|U^{r}\right|
$$

Let $Z_{n}$ be the random walk with transition probabilities

$$
P\left[Z_{n+1}=y \mid Z_{n}=x\right]=\mu(x, y)
$$

Let us also denote by $P_{x}, x \in G$, the probability measures satisfying

$$
P_{x}\left[Z_{0}=x\right]=1 \quad \text { and } \quad P_{x}\left[Z_{n}=y\right]=\mu^{n}(x, y)
$$

If $r>0$ and $x \in \Gamma$, then we denote by $\tau_{r}^{x}$ the first exit time

$$
\tau_{r}^{x}=\min \left\{n \in \mathbb{N}: Z_{n} \notin x U^{r}\right\}
$$

LEMMA 3.4. For all $\varepsilon>0$ there is a constant $c=c(\varepsilon)>0$ such that, for all $r \geq 1$,

$$
\begin{equation*}
P_{x}\left[\tau_{c r}^{x} \leq r^{2}\right] \leq \varepsilon \tag{3.6}
\end{equation*}
$$

Proof. By Proposition 1.3, there is a $\delta>0$ such that, for all $r \geq 1$,

$$
\sum_{y \in U^{r}} \mu^{n}(e, y) \geq \partial, \quad 1 \leq n \leq r^{2}
$$

Let us fix $\varepsilon>0$. Then, by Proposition 1.4, there is a $c \geq 1$ such that, for all $r \geq 1$,

$$
\sum_{y \notin U^{c r}} \mu^{r^{2}}(e, y) \leq \varepsilon \delta
$$

By choosing a larger constant $c$ if necessary we can also assume that $x U^{r} \cap U^{c r}$ $=\varnothing$ for $x \notin U^{2 c r}, r \geq 1$.

We have

$$
\begin{aligned}
\varepsilon \delta & \geq \sum_{y \notin x U^{c r}} \mu^{r^{2}}(x, y) \\
& =P_{x}\left[Z_{r^{2}} \notin x U^{c r}\right] \\
& \geq E^{P_{x}}\left[\mu^{r^{2}-\tau_{2 c r}^{x}}\left(Z_{\tau_{2 c r}^{x}}, G \backslash U^{c r}\right) ; \tau_{2 c r}^{x} \leq r^{2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \geq E^{P_{x}}\left[\mu^{r^{2}-\tau_{2 c r}^{x}}\left(Z_{\tau_{2 c r}^{x}}, Z_{\tau_{2 c r}^{x}} U^{r}\right) ; \tau_{2 c r}^{x} \leq r^{2}\right] \\
& =E^{P_{x}}\left[\mu^{r^{2}-\tau_{2 c r}^{x}}\left(e, U^{r}\right) ; \tau_{2 c r}^{x} \leq r^{2}\right] \\
& \geq \delta P_{x}\left[\tau_{2 c r}^{x} \leq r^{2}\right]
\end{aligned}
$$

and hence

$$
P_{x}\left[\tau_{2 c r}^{x} \leq r^{2}\right] \leq \varepsilon,
$$

which proves the lemma.
Proof of Lemma 3.1. Let $t_{0} \in \llbracket 0, \frac{1}{2} a^{-2} r^{2} \rrbracket$ and let

$$
A_{t_{0}}=A \cap\left\{t_{0}\right\} \times U^{r} .
$$

Let $c>a$ and let $u \geq 0$ satisfy $u(s, y) \geq 1$, for $(s, y) \in A$ and $\left(\partial_{1}+(I-\mu)\right)$ $u=0$ in $\llbracket 0, a^{2} r^{2} \rrbracket \times U^{2 c r}$. Then, for all $(t, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}$,

$$
\begin{align*}
u(t, x) & \geq E^{P_{x}}\left[u\left(t_{0}, Z_{t-t_{0}}\right) ; \tau_{c r}^{x}>t-t_{0}\right] \\
& \geq E^{P_{x}}\left[\mathbb{1}_{A_{0}}\left(Z_{t-t_{0}}\right) ; \tau_{c r}^{x}>t-t_{0}\right]  \tag{3.7}\\
& =\mu^{t-t_{0}}\left(x, A_{t_{0}}\right)-P_{x}\left[\tau_{c r}^{x} \leq t-t_{0}\right] .
\end{align*}
$$

Now, by Lemma 3.3, there are $\partial>0, r_{0} \geq 1$ and $\xi_{0} \in(0,1)$ such that

$$
\mu^{t-t_{0}}\left(x, A_{t_{0}}\right)>2 \delta
$$

for all $(t, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}$, if $r \geq r_{0}$ and $A_{t_{0}}$ satisfies

$$
\begin{equation*}
\left|A_{t_{0}}\right|>\xi_{0}\left|U^{r}\right| . \tag{3.8}
\end{equation*}
$$

If we assume that $|A|>\xi\left|\llbracket 0, r^{2} \rrbracket \times U^{r}\right|$, with $\xi \in\left[\xi_{0}, 1\right)$ close enough to 1 , then $A$ will always have a section $A_{t_{0}}$ with $t_{0} \in \llbracket 0, \frac{1}{2} a^{-2} r^{2} \rrbracket$ and satisfying (3.8).

Also, by Lemma 3.4, if the constant $c$ is large enough, then there is a $\delta>0$ such that

$$
P_{x}\left[\tau_{c r}^{x} \leq t-t_{0}\right]<\delta, \quad t \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket,
$$

and hence, for all $(t, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}$,

$$
\begin{aligned}
u(t, x) & \geq \mu^{t-t_{0}}\left(x, A_{t_{0}}\right)-P_{x}\left[\tau_{c r}^{x} \leq t-t_{0}\right] \\
& \geq 2 \delta-\delta=\delta,
\end{aligned}
$$

which proves the lemma.

### 3.3. The second growth lemma.

Lemma 3.5 (Second growth lemma). For all $b>1$, there are $\beta>1, c>1$, $\delta>0$ and $m \in \mathbb{N}$ such that

$$
\begin{align*}
& \Psi\left(\llbracket \beta r^{2},\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{b r}, A, \llbracket 0,\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{c r}\right) \\
& \quad>\delta\left(\frac{|A|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|}\right)^{m} \tag{3.9}
\end{align*}
$$

for all $r \geq 1$ and every $A \subseteq \llbracket 1, r^{2} \rrbracket \times U^{r}$.
The above lemma will actually be a consequence of the following:
LEMMA 3.6. For all $b \geq 1$, there are $c, \beta>0, \delta>0, \delta^{\prime}>0, \theta>0$ and $m \in \mathbb{N}$ such that for all $r \geq 1$ and every $A \subseteq \llbracket 1, r^{2} \rrbracket \times U^{r}$ either

$$
\begin{align*}
& \Psi\left(\llbracket \beta r^{2},\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{b r}, A, \llbracket 0,\left(\beta+b^{2}\right) r^{2} \rrbracket \times U^{c r}\right) \\
& \quad>\partial\left(\frac{|A|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|}\right)^{m} \tag{3.10}
\end{align*}
$$

or there is an $A_{0} \subseteq \llbracket 1, r^{2} \rrbracket \times U^{r}$ such that

$$
\begin{equation*}
\left|A_{0}\right|>(1+\theta)|A| \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi\left(A_{0}, A, \llbracket 0, r^{2} \rrbracket \times U^{c r}\right)>\delta^{\prime} \tag{3.12}
\end{equation*}
$$

3.4. Proof of Lemma 3.6. We use the notation

$$
Q(s, t, x)=\llbracket t-\frac{1}{2} s^{2}, t+\frac{1}{2} s^{2} \rrbracket \times x U^{s}
$$

By Lemma 3.1, there are $s_{0} \geq 1, \delta_{1}, \xi \in(0,1)$ and $c_{1}>4$ such that

$$
\begin{equation*}
\Psi\left(\left[\llbracket \frac{1}{16} s^{2}, 16 s^{2} \rrbracket \times U^{4 s}, V, \llbracket 0,16 s^{2} \rrbracket \times U^{c s}\right)>\delta_{1}\right. \tag{3.13}
\end{equation*}
$$

for all $s \geq s_{0}$ and every measurable subset $V \subseteq \llbracket 0, s^{2} \rrbracket \times U^{s}$ satisfying

$$
|V| \geq \xi\left|\llbracket 0, s^{2} \rrbracket \times U^{s}\right|
$$

Let us fix $r_{0}>3 s_{0}$. Then by (3.1) there are $k>r_{0}^{2}, c_{2} \geq 1$ and $\delta_{2}>0$ such that

$$
\begin{equation*}
\Psi\left(Q\left(r_{0}, 2 k, x\right),\{(k, x)\}, \llbracket 0,2 k+\frac{1}{2} r_{0}^{2} \rrbracket \times x U^{c_{2} r_{0}}\right)>\delta_{2} \tag{3.14}
\end{equation*}
$$

Let us assume that $r^{2} \geq 6 k, c>c_{1}+c_{2}$ and consider the sets

$$
A_{1}=A \cap \llbracket 3 k, r^{2}-3 k \rrbracket \times U^{r} \quad \text { and } \quad A_{2}=A \backslash A_{1}
$$

Note that for $r^{2}<6 k$ the lemma follows from (3.1).
Let $\eta \in(0,1)$ be determined later.

Case I $\left(\left|A_{1}\right| \leq \eta|A|\right)$. Then $\left|A_{2}\right|>(1-\eta)|A|$ and hence

$$
\begin{aligned}
\frac{|A|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|} & \leq \frac{1}{1-\eta} \frac{\left|A_{2}\right|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|} \\
& \leq \frac{1}{1-\eta} \frac{\left|\llbracket 1,3 k \rrbracket \times U^{r}\right|+\left|\llbracket r^{2}-3 k, r^{2} \rrbracket \times U^{r}\right|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|} \\
& \leq \frac{6 k+2}{(1-\eta) r^{2}}
\end{aligned}
$$

If $A \neq \varnothing$, then there is a $(t, x) \in \llbracket 1, r^{2} \rrbracket \times U^{r}$ such that $u(t, x) \geq 1$ and so (3.10) follows from (3.3).

Case II $\left(\left|A_{1}\right|>\eta|A|\right)$. Let

$$
A_{k}=\left\{(t, x):(t-k, x) \in A_{1}\right\}
$$

Then

$$
A_{k} \subseteq \llbracket 4 k, r^{2}-2 k \rrbracket \times U^{r} \quad \text { and } \quad\left|A_{k}\right|=\left|A_{1}\right|>\eta|A|
$$

We set

$$
A_{\delta_{2}}=\bigcup_{(t, x) \in A_{k}} Q\left(r_{0}, t, x\right) \cap \llbracket 1, r^{2} \rrbracket \times U^{r}
$$

Then of course $A_{k} \subseteq A_{\delta_{2}}$ and, by (3.14),

$$
\begin{equation*}
\Psi\left(A_{\delta_{2}}, A, \llbracket 0, r^{2} \rrbracket \times U^{c r}\right)>\delta_{2} \tag{3.15}
\end{equation*}
$$

We consider the set of balls

$$
\begin{aligned}
\mathcal{Q}= & \left\{\llbracket t, t+s^{2} \rrbracket \times x U^{s} \subseteq \llbracket 1, r^{2} \rrbracket \times U^{r}: s \geq s_{0}\right. \\
& \left.|x|_{\Gamma}+|y|_{\Gamma} \leq r, y \in U^{s} \text { and }\left|Q \cap A_{\delta_{2}}\right| \geq \xi|Q|\right\} .
\end{aligned}
$$

With every ball $Q=\llbracket t, t+s^{2} \rrbracket \times x U^{s} \in \mathcal{Q}$ we associate a ball $Q^{0}$ as follows:
If $s+|x|_{\Gamma}<r$, then we set $Q^{\prime}=\llbracket t, t+(s+1)^{2} \rrbracket \times x U^{s+1}$. If $s+|x|_{\Gamma} \geq r$, then we consider $y_{1}, \ldots, y_{|x|_{\Gamma}} \in U$ such that $x=y_{1} \cdots y_{|x|_{\Gamma}}$ and we set $x^{\prime}=$ $y_{1} \cdots y_{|x|_{\Gamma-1}}$ and $Q^{\prime}=\llbracket t, t+(s+1)^{2} \rrbracket \times x^{\prime} U^{s+1}$. If $Q^{\prime}=\left|Q^{\prime} \cap A_{\delta_{2}}\right|<\xi\left|Q^{\prime}\right|$, then we take $Q^{0}=Q^{\prime}$. If not, then we repeat the same proceedure.

We set

$$
Q^{0}=\left\{Q^{0}: Q \in Q\right\} \quad \text { and } \quad W^{0}=\bigcup_{Q^{0} \in \mathcal{Q}^{0}} Q^{0}
$$

Note that $A_{k} \subseteq W^{0}$.

LEMMA 3.7. There is a $\theta_{1}=\theta_{1}(\xi)>0$ such that

$$
\begin{equation*}
\left|W^{0}\right|>\left(1+\theta_{1}\right)\left|A_{k}\right| \tag{3.16}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left|W^{0}\right|>\left(1+\theta_{1}\right) \eta|A| \tag{3.17}
\end{equation*}
$$

The proof of the above lemma is given later.
By using (3.13) repeatedly, we can see that there are $\delta_{3}>0, \delta_{3} \leq \min \left(\delta_{1}, \delta_{2}\right)$ and $m \in \mathbb{N}$ such that, for all $\sigma \geq 1$ and $s \geq s_{0}$,

$$
\begin{align*}
& \Psi\left(\llbracket s^{2}, 16 \sigma^{2} s^{2} \rrbracket \times U^{4 s}, \llbracket s^{2}, 16 s^{2} \rrbracket \times U^{4 s}, \llbracket s^{2}, 16 \sigma^{2} s^{2} \rrbracket \times U^{c \sigma s}\right)  \tag{3.18}\\
& \quad \geq \delta_{3} \sigma^{-m}
\end{align*}
$$

Let us fix $\sigma>2$ such that

$$
\begin{equation*}
\left(1+\theta_{1}\right) \frac{16(\sigma-1)^{2}-1}{16(\sigma-1)^{2}}>1+\frac{\theta_{1}}{2} . \tag{3.19}
\end{equation*}
$$

If $Q^{0}=\llbracket t, t+s^{2} \rrbracket \times x U^{s} \in Q^{0}$, then we set

$$
Q^{1}=\llbracket t, t+16 \sigma^{2} s^{2} \rrbracket \times x U^{s}, \quad Q^{1}=\left\{Q^{1}, Q^{0} \in Q^{0}\right\}
$$

and

$$
W^{1}=\bigcup_{Q^{1} \in Q^{1}} Q^{1}
$$

We also set

$$
Q_{\mathbb{R}}^{1}=\left(t, t+16(\sigma-1)^{2} s^{2}\right) \times x U^{s}
$$

and define $Q_{\mathbb{R}}^{1}$ and $W_{\mathbb{R}}^{1}$ similarly.
If $Q^{1}=\llbracket t, t+16 \sigma^{2} s^{2} \rrbracket \times x U^{s} \in \mathcal{Q}^{1}$, then we set

$$
Q^{2}=\llbracket t+s^{2}, t+16 \sigma^{2} s^{2} \rrbracket \times x U^{s}, \quad Q^{2}=\left\{Q^{2}, Q^{1} \in Q^{1}\right\}
$$

and

$$
W^{2}=\bigcup_{Q^{2} \in \mathbb{Q}^{2}} Q^{2} .
$$

We also set

$$
Q_{\mathbb{R}}^{2}=\left(t+s^{2}, t+16(\sigma-1)^{2} s^{2}\right) \times x U^{s}
$$

and define $Q_{\mathbb{R}}^{2}$ and $W_{\mathbb{R}}^{2}$ similarly.
It follows from (3.15) and (3.18) that if $\delta_{4}=\delta_{1} \delta_{3} \sigma^{-m}$, then

$$
\begin{equation*}
\Psi\left(W^{2}, A, \llbracket 0, c^{2} r^{2} \rrbracket \times U^{c r}\right)>\delta_{4} \tag{3.20}
\end{equation*}
$$

Let

$$
\gamma=\frac{|A|}{\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|}
$$

and let $\omega \in(0,1)$ be determined later.

Case IIa ( $\left.\left|W^{2} \backslash \llbracket 1, r^{2} \rrbracket \times U^{r}\right| \geq \omega|A|\right)$. This assumption implies that

$$
\left|W^{2} \backslash \llbracket 1, r^{2} \rrbracket \times U^{r}\right| \geq \omega \gamma\left|\llbracket 1, r^{2} \rrbracket \times U^{r}\right|
$$

So there is a ball

$$
Q^{2}=\llbracket t+s^{2}, t+16 \sigma^{2} s^{2} \rrbracket \times x U^{s} \in Q^{2}
$$

such that

$$
16 \sigma^{2} s^{2} \geq \omega \gamma r^{2}
$$

Now, by Corollary 3.2, for all $a_{1}>0$, there are $c \geq a_{1}, \delta_{5}>0$ and $m \in \mathbb{N}$ such that if $s_{0}$ is chosen large enough and $R \geq 4 \sigma s$,

$$
\begin{align*}
& \Psi\left(\llbracket t+R^{2}, t+\left(1+a_{1}^{2}\right) R^{2} \rrbracket \times x U^{a_{1} R}, Q^{2}, \llbracket t, t+\left(1+a_{1}^{2}\right) R^{2} \rrbracket \times x U^{c R}\right) \\
& \quad \geq \delta_{5}\left(\frac{4 \sigma s}{R}\right)^{m}  \tag{3.21}\\
& \quad \geq \delta_{5} \omega^{m / 2}\left(\frac{r}{R}\right)^{m} \gamma^{m / 2}
\end{align*}
$$

The lemma follows from (3.21) above, by taking $a_{1}$ large enough and by replacing $R$ by an appropriate multiple of $r$.

Case $\operatorname{IIb}\left(\left|W^{2} \backslash \llbracket 1,1+r^{2} \rrbracket \times U^{r}\right|<\omega|A|\right)$. Let us first observe that

$$
\begin{equation*}
\left|W^{0}\right| \leq\left|W_{\mathbb{R}}^{1}\right| \tag{3.22}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left|W_{\mathbb{R}}^{2}\right| \leq\left|W^{2}\right| . \tag{3.23}
\end{equation*}
$$

The following lemma is the analogue of Lemma 2.3 in [29], page 158.
LEMMA 3.8.

$$
\begin{equation*}
\left|W_{\mathbb{R}}^{1}\right| \leq \frac{16(\sigma-1)^{2}}{16(\sigma-1)^{2}-1}\left|W_{\mathbb{R}}^{2}\right| . \tag{3.24}
\end{equation*}
$$

The proof of the above lemma is given in Section 3.6.
Combining (3.19), (3.22), (3.23) and (3.24) we have

$$
\begin{aligned}
\left|W^{2}\right| & \geq \frac{16(\sigma-1)^{2}-1}{16(\sigma-1)^{2}}\left|W^{0}\right| \\
& \geq \frac{16(\sigma-1)^{2}-1}{16(\sigma-1)^{2}}\left(1+\theta_{1}\right) \eta|A| \\
& \geq\left(1+\frac{\theta_{1}}{2}\right) \eta|A| .
\end{aligned}
$$

We set

$$
A_{0}=W^{2} \cap \llbracket 1, r^{2} \rrbracket \times U^{r} .
$$

Then

$$
\begin{aligned}
\left|A_{0}\right| & =\left|W^{2} \cap \llbracket 1, r^{2} \rrbracket \times U^{r}\right| \\
& =\left|W^{2}\right|-\left|W^{2} \backslash \llbracket 1, r^{2} \rrbracket \times U^{r}\right| \\
& \geq\left|W^{2}\right|-\omega|A| \\
& \geq\left(1+\frac{\theta_{1}}{2}\right) \eta|A|-\omega|A| \\
& \geq\left[\left(1+\frac{\theta_{1}}{2}\right) \eta-\omega\right]|A| .
\end{aligned}
$$

It follows that if we chose $\eta \in(0,1)$ so that

$$
\left(1+\frac{\theta_{1}}{2}\right) \eta>1+\frac{\theta_{1}}{4}
$$

and

$$
\omega \in\left(0, \frac{\theta_{1}}{8}\right)
$$

then we would have

$$
\left|A_{0}\right|>\left(1+\frac{\theta_{1}}{8}\right)|A|
$$

which proves (3.11).
3.5. Proof of Lemma 3.7. If $Q=Q(s, t, x)=\llbracket t-\frac{1}{2} s^{2}, t+\frac{1}{2} s^{2} \rrbracket \times x U^{s}$, then we denote by $Q^{*}$ the ball

$$
Q^{*}(s, t, x)=\llbracket t-\frac{25}{2} s^{2}, t+\frac{25}{2} s^{2} \rrbracket \times x U^{5 s} .
$$

Using a standard Vitalli type of argument (cf., e.g., $[7,27,39]$ ) we can prove that there is a finite sequence of balls $Q_{1}^{0}, Q_{2}^{0}, Q_{3}^{0}, \ldots, Q_{n}^{0} \in \mathcal{Q}^{0}$ such that the following hold:

1. $Q_{i}^{0} \in \mathbb{Q}^{0}, 1 \leq i \leq n$;
2. $Q_{i}^{0} \cap Q_{j}^{0}=\varnothing, i \neq j, 1 \leq i, j \leq n$;
3. $W^{0} \subseteq \bigcup_{i=1}^{n} Q_{i}^{0 *}$.

By (1.3) there is a constant $c \geq 1$ such that

$$
\frac{1}{c} \leq \frac{\left|Q^{*}(s, t, x)\right|}{|Q(s, t, x)|} \leq c
$$

for all $s \geq 1$.
So

$$
\begin{align*}
\frac{\left|W^{0}\right|}{\left|A_{k}\right|} & =\frac{\left|A_{k}\right|+\left|W^{0} \backslash A_{k}\right|}{\left|A_{k}\right|}=1+\frac{\left|W^{0} \backslash A_{k}\right|}{\left|A_{k}\right|} \\
& \geq 1+\frac{\left|W^{0} \backslash A_{\delta_{1}}\right|}{\left|W^{0}\right|} \geq 1+\frac{\left|W^{0} \backslash A_{\delta_{1}}\right|}{\left|\bigcup_{i=1}^{n} Q_{i}^{0 *}\right|}  \tag{3.25}\\
& \geq 1+\frac{\left|W^{0} \backslash A_{\delta_{1}}\right|}{\sum_{i=1}^{n}\left|Q_{i}^{0 *}\right|} \geq 1+\frac{\left|W^{0} \backslash A_{\delta_{1}}\right|}{c \sum_{i=1}^{n}\left|Q_{i}^{0}\right|} \\
& \geq 1+\frac{\left|\bigcup_{i=1}^{n} Q_{i}^{0} \backslash A_{\delta_{1}}\right|}{c \sum_{i=1}^{n}\left|Q_{i}^{0}\right|}=1+\frac{\sum_{i=1}^{n}\left|Q_{i}^{0} \backslash A_{\delta_{1}}\right|}{c \sum_{i=1}^{n}\left|Q_{i}^{0}\right|} .
\end{align*}
$$

Since $\left|Q^{i} \cap A_{\delta_{1}}\right|<\xi\left|Q_{i}^{0}\right|$, we have

$$
\begin{align*}
\left|Q_{i}^{0} \backslash A_{\delta_{1}}\right| & =\left|Q_{i}^{0}\right|-\left|Q_{i}^{0} \cap A_{\delta_{1}}\right|  \tag{3.26}\\
& \geq\left|Q_{i}^{0}\right|-\xi\left|Q_{i}^{0}\right|=(1-\xi)\left|Q_{i}^{0}\right| .
\end{align*}
$$

Combining (3.25) and (3.26) we have that

$$
\begin{aligned}
\frac{\left|W^{0}\right|}{\left|A_{k}\right|} & \geq 1+\frac{\sum_{i=1}^{n}(1-\xi)\left|Q_{i}^{0}\right|}{c \sum_{i=1}^{n}\left|Q_{i}^{0}\right|} \\
& =1+\frac{1-\xi}{c}
\end{aligned}
$$

which proves the lemma.
3.6. Proof of Lemma 3.8. If $x \in U^{r}$, then we set

$$
W_{\mathbb{R} x}^{1}=W_{\mathbb{R}}^{1} \cap \mathbb{R} \times\{x\} \quad \text { and } \quad W_{\mathbb{R} x}^{2}=W_{\mathbb{R}}^{2} \cap \mathbb{R} \times\{x\}
$$

for $x \in U^{r}$.
It is enough to prove that

$$
\begin{equation*}
\left|W_{\mathbb{R} x}^{1}\right| \leq \frac{(\sigma-1)^{2} \eta^{2}}{(\sigma-1)^{2} \eta^{2}-1}\left|W_{\mathbb{R} x}^{2}\right| \tag{3.27}
\end{equation*}
$$

This follows from Lemma 2.2 in [29], page 157, by taking

$$
\kappa=\frac{16(\sigma-1)^{2} \eta^{2}}{16(\sigma-1)^{2} \eta^{2}-1}
$$

and by setting

$$
g\left(\left(t_{1}, t_{2}\right)\right)=\left(t_{2}-\kappa\left(t_{2}-t_{1}\right), t_{2}\right)
$$

4. A first difference estimate. Repeated use of Proposition 1.6 yields the following:

THEOREM 4.1. There are $\gamma \in(0,1]$ and $c>0$ such that, for all $r \geq 1$, $z, x \in U$ and every function $u$ satisfying $\left(\partial_{1}+(I-\mu)\right) u=0$ in $\llbracket-r^{2}, 0 \rrbracket \times U^{r}$,

$$
\begin{equation*}
\left|\partial_{z} u(0, x)\right| \leq c r^{-\gamma}\|u\|_{\infty} \tag{4.1}
\end{equation*}
$$

Combining this result with Varopoulos's theorem (Theorem 1.5) we have the following:

COROLLARY 4.2. There are $\gamma \in(0,1]$ and $c>0$ such that, for all $n \in \mathbb{N}$, $z \in U$,

$$
\begin{equation*}
\left\|\partial_{z} \mu^{* n}\right\|_{\infty} \leq c n^{-(D+\gamma) / 2} \tag{4.2}
\end{equation*}
$$

5. Results on the algebraic structure of $\boldsymbol{N}$. In this section we recall certain well-known results on the algebraic structure of $N$ (cf. [19, 21, 33, 45, 46, 50]).
5.1. The filtration of the Lie algebra. Let $\mathfrak{n}$ be the Lie algebra of $N$, which we identify with the left invariant vector fields on $N$.

We set $\mathfrak{n}_{1}=\mathfrak{n}$ and $\mathfrak{n}_{i+1}=\left[\mathfrak{n}_{1}, \mathfrak{n}_{i}\right], i \geq 1$. Since $\mathfrak{n}$ is nilpotent, we have the filtration

$$
\mathfrak{n}=\mathfrak{n}_{1} \supseteq \mathfrak{n}_{2} \supseteq \cdots \supseteq \mathfrak{n}_{m} \supseteq \mathfrak{n}_{m+1}=\{0\}, \quad \mathfrak{n}_{m} \neq\{0\}
$$

We consider linear subspaces $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{m}$ of $\mathfrak{n}$ such that

$$
\mathfrak{n}_{i}=\mathfrak{a}_{i} \oplus \cdots \oplus \mathfrak{a}_{m}, \quad 1 \leq i \leq m
$$

We set

$$
\begin{aligned}
n_{0} & =0, \quad n_{i}=\operatorname{dim}\left(\mathfrak{a}_{1} \oplus \cdots \oplus \mathfrak{a}_{i}\right), \quad 1 \leq i \leq m \\
\sigma(j) & =i, \quad \text { for } n_{i-1}<j \leq n_{i} \\
q & =n_{m}=\operatorname{dim}(\mathfrak{n})
\end{aligned}
$$

Notice that the homogeneous dimension $D$ of $N$ is given by

$$
D=\sigma(1)+\cdots+\sigma(q)
$$

We consider a basis $\left\{X_{1}, \ldots, X_{q}\right\}$ of $\mathfrak{n}$ such that $\left\{X_{n_{i-1}+1}, \ldots, X_{n_{i}}\right\}$ is a basis of $\mathfrak{a}_{i}, 1 \leq i \leq m$.

On the linear space $\mathfrak{n}$, we define the Lie bracket $[\cdot, \cdot]_{0}$ by setting

$$
\left[X_{i}, X_{j}\right]_{0}=\operatorname{pr}_{\mathfrak{a}_{\sigma(i)+\sigma(j)}}\left[X_{i}, X_{j}\right]
$$

We denote by $\mathfrak{n}_{0}$ the Lie algebra $\mathfrak{n}_{0}=\left(\mathfrak{n},[\cdot, \cdot]_{0}\right)$. Note that $\mathfrak{n}_{0}$ is nilpotent.
5.2. Dilations and the exponential coordinates. Using the exponential coordinates of the second kind (or Malcev coordinates)

$$
\phi: \mathbb{R}^{q} \rightarrow N, \quad \phi: x=\left(x_{q}, \ldots, x_{1}\right) \rightarrow \exp x_{q} X_{q} \cdots \exp x_{1} X_{1}
$$

we identify $N$, as a differential manifold, with $\mathbb{R}^{q}$.
Let $\tau_{\varepsilon}, \varepsilon>0$, be the family of dilations of $N$ defined by

$$
\tau_{\varepsilon}:\left(x_{q}, \ldots, x_{1}\right) \rightarrow\left(\varepsilon^{\sigma(q)} x_{q}, \ldots, \varepsilon^{\sigma(1)} x_{1}\right) .
$$

Also, let $*_{\varepsilon}, \varepsilon>0$, be the family of group products defined by

$$
x *_{\varepsilon} y=\tau_{\varepsilon}\left[\left(\tau_{\varepsilon^{-1}} x\right)\left(\tau_{\varepsilon^{-1}} y\right)\right]
$$

and let

$$
x *_{0} y=\lim _{\varepsilon \rightarrow 0} x *_{\varepsilon} y .
$$

Then $N_{0}=\left(N, *_{0}\right)$ is a stratified nilpotent Lie group whose Lie algebra is isomorphic to $\mathfrak{n}_{0}$. We identify $\mathfrak{n}_{0}$ with the $*_{0}$-left invariant vector fields.

If $X \in \mathfrak{n}$ is a left invariant vector field on $N$, then we denote by $X_{0}$ the $*_{0}$-left invariant vector field satisfying $X_{0}(e)=X(e)$.

In particular we denote by $X_{0 i}$ the $*_{0}$-left invariant vector fields satisfying $X_{0 i}(0)=X_{i}(0), 1 \leq i \leq q$.

Note that

$$
\begin{equation*}
X_{0 i}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{\sigma(i)}} d \tau_{\varepsilon}\left(X_{i}\right), \quad 1 \leq i \leq q, \tag{5.1}
\end{equation*}
$$

and that

$$
\begin{equation*}
X_{0 i}=\frac{1}{\varepsilon^{\sigma(i)}} d \tau_{\varepsilon}\left(X_{0 i}\right), \quad 1 \leq i \leq q . \tag{5.2}
\end{equation*}
$$

We now give an expression of the left invariant vectors fields of $N$ as vector fields on $\mathbb{R}^{q}$.

If $X=a_{1} X_{1}+\cdots+a_{q} X_{q}$, then we set $\operatorname{pr}_{i}(X)=a_{i}, i=1, \ldots, q$.
We also denote by $\overline{\mathrm{ad}} X_{i}$ the linear transformations of $\mathfrak{n}$ defined by

$$
\overline{\operatorname{ad}}\left(X_{i}\right) X_{j}= \begin{cases}0, & \text { for } i \geq j, \\ \operatorname{ad}\left(X_{i}\right) X_{j}, & \text { for } i<j .\end{cases}
$$

Lemma 5.1 (cf. [4]). Let $X$ be a left invariant vector field on $N$. Then $X(x)=a_{q}(x) \frac{\partial}{\partial x_{q}}+\cdots+a_{1}(x) \frac{\partial}{\partial x_{1}}$ with

$$
\begin{align*}
a_{i}(x)= & \operatorname{pr}_{i}\left[e^{x_{i-1} \overline{\mathrm{a}} X_{i-1}} \cdots e^{x_{1} \overline{\mathrm{a}} X_{1}}(X)\right] \\
= & \operatorname{pr}_{i}\left[\sum_{\lambda_{1} \sigma(1)+\cdots+\lambda_{i-1} \sigma(i-1) \leq \sigma(i)-1} \frac{1}{\lambda_{1}!} \cdots \frac{1}{\lambda_{i-1}!} x_{1}^{\lambda_{1}} \cdots x_{i-1}^{\lambda_{i-1}}\right.  \tag{5.3}\\
& \left.\times\left(\overline{\mathrm{ad}} X_{i-1}\right)^{\lambda_{i-1}} \cdots\left(\overline{\mathrm{ad}} X_{1}\right)^{\lambda_{1}}(X)\right] .
\end{align*}
$$

Note that if $X_{0}$ is the associated $*_{0}$-left invariant vector field satisfying $X_{0}(e)=$ $X(e)$, then $X_{0}(x)=a_{0 q}(x) \frac{\partial}{\partial x_{q}}+\cdots+a_{01}(x) \frac{\partial}{\partial x_{1}}$ with

$$
\begin{align*}
a_{0 i}(x)=\operatorname{pr}_{i}\left[\sum_{\lambda_{1} \sigma(1)+\cdots+\lambda_{i-1} \sigma(i-1)=\sigma(i)-1}\right. & \frac{1}{\lambda_{1}!} \cdots \frac{1}{\lambda_{i-1}!} x_{1}^{\lambda_{1}} \cdots x_{i-1}^{\lambda_{i-1}}  \tag{5.4}\\
& \left.\times\left(\overline{\mathrm{ad}} X_{i-1}\right)^{\lambda_{i-1}} \cdots\left(\overline{\mathrm{ad}} X_{1}\right)^{\lambda_{1}}(X)\right]
\end{align*}
$$

Let us set, for $f \in C^{\infty}$ and $\ell \in \mathbb{N}$,

$$
\begin{aligned}
\nabla^{\ell} f(x) & =\sum_{\substack{a \leq \ell \\
\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{a}\right) \geq \ell}}\left|\frac{\partial}{\partial x_{i_{1}}} \cdots \frac{\partial}{\partial x_{i_{a}}} f(x)\right| \\
\nabla_{X}^{\ell} f(x) & =\sum_{\substack{a \leq \ell \\
\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{a}\right) \geq \ell}}\left|X_{i_{1}} \cdots X_{i_{a}} f(x)\right|
\end{aligned}
$$

Then it follows from (5.3) that there are $c>0$ and $k \in \mathbb{N}$ such that, for all $x \in N$ and $f \in C^{\infty}$,

$$
\begin{equation*}
\frac{1}{c(1+|x|)^{k}} \nabla^{\ell} f(x) \leq \nabla_{X}^{\ell} f(x) \leq c(1+|x|)^{k} \nabla^{\ell} f(x) \tag{5.5}
\end{equation*}
$$

### 5.3. Taylor expansions.

LEMMA 5.2. Let $f \in C^{\infty}$. Then

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} f(0)=X_{i} f(0), & 1 \leq i \leq q  \tag{5.6}\\
\frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}} f(0)=X_{i} X_{j} f(0), & 1 \leq j \leq i \leq n_{1} \tag{5.7}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}} f(0)= & X_{i} X_{j} f(0)  \tag{5.8}\\
& -\sum_{n_{1}<\lambda \leq q}\left(\operatorname{pr}_{\lambda}\left[X_{i}, X_{j}\right]\right) X_{\lambda} f(0), \quad 1 \leq i<j \leq n_{1}
\end{align*}
$$

Proof. Equation (5.6) follows immediately from (5.3). Equation (5.7) follows also from (5.3), since

$$
X_{i} X_{j} f(0)=\frac{\partial}{\partial y_{i}} X_{j} f(0)=\frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}} f(0), \quad 1 \leq j \leq i \leq n_{1}
$$

Finally, to prove (5.8) we observe that

$$
\frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}} f(0)=\frac{\partial}{\partial x_{j}} \frac{\partial}{\partial x_{i}} f(0)
$$

and hence, by (5.6) and (5.7),

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}} f(0) & =X_{j} X_{i} f(0) \\
& =\left(X_{i} X_{j}-\left[X_{i}, X_{j}\right]\right) f(0) \\
& =X_{i} X_{j} f(0)-\sum_{n_{1}<\lambda \leq q}\left(\operatorname{pr}_{\lambda}\left[X_{i}, X_{j}\right]\right) X_{\lambda} f(0)
\end{aligned}
$$

Let us now assume that $V$ is a compact neighborhood of the identity element $e$ of $N$ which, viewed as subset of $\mathbb{R}^{q}$, is also convex. Also, let us denote by $P_{i}$ the monomial $p_{i}(x)=x_{i}, x=\left(x_{1}, \ldots, x_{q}\right) \in \mathbb{R}^{q}, 1 \leq i \leq q$.

LEMMA 5.3. Let $V$ be as above. Then there is a constant $c>0$ such that, for all $f \in C^{\infty}(N)$ and all $x \in N, y \in V$,

$$
\begin{equation*}
f(x y)=f(x)+F_{x}(y) \quad \text { with }\left|F_{x}(y)\right| \leq c\left\|\nabla_{X} f\right\|_{L^{\infty}(x V)} \tag{5.9}
\end{equation*}
$$

$$
\begin{equation*}
f(x y)=f(x)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) X_{i} f(x)+F_{x}(y) \tag{5.10}
\end{equation*}
$$

with $\left|F_{x}(y)\right| \leq c\left\|\nabla_{X}^{2} f\right\|_{L^{\infty}(x V)}$ and

$$
\begin{aligned}
f(x y)= & f(x)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) X_{i} f(x)+\frac{1}{2} \sum_{1 \leq i, j \leq n_{1}} P_{i}(y) P_{j}(y) X_{i} X_{j} f(x) \\
& +\sum_{\substack{n_{1}<i \leq n_{2}}}\left(P_{i}(y)-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} P_{\lambda}(y) P_{\mu}(y) \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right]\right) X_{i} f(x) \\
& +F_{x}(y)
\end{aligned}
$$

with $\left|F_{x}(y)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)}$.
Proof. We only give the proof of (5.11). The proofs of (5.9) and (5.10) are similar. Let $f^{\prime}(y)=f(x y)$. If $y \in V$, then by the Taylor formula (in $\mathbb{R}^{q}$ )

$$
\begin{aligned}
f^{\prime}(y)= & f^{\prime}(0)+\sum_{1 \leq i \leq q} P_{i}(y) \frac{\partial}{\partial y_{i}} f^{\prime}(0) \\
& +\frac{1}{2} \sum_{1 \leq i, j \leq q} P_{i}(y) P_{j}(y) \frac{\partial}{\partial y_{i}} \frac{\partial}{\partial y_{j}} f^{\prime}(0)+F^{\prime}(y)
\end{aligned}
$$

$$
\begin{aligned}
= & f^{\prime}(0)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) \frac{\partial}{\partial y_{i}} f^{\prime}(0)+\frac{1}{2} \sum_{1 \leq i, j \leq n_{1}} P_{i}(y) P_{j}(y) \frac{\partial}{\partial y_{i}} \frac{\partial}{\partial y_{j}} f^{\prime}(0) \\
& +\sum_{n_{1}<i \leq n_{2}} P_{i}(y) \frac{\partial}{\partial y_{i}} f^{\prime}(0)+F^{\prime \prime}(y),
\end{aligned}
$$

where

$$
\left|F^{\prime}(y)\right| \leq c\left\|\nabla^{3} f^{\prime}\right\|_{L^{\infty}(V)}
$$

and hence also

$$
\left|F^{\prime \prime}(y)\right| \leq c\left\|\nabla^{3} f^{\prime}\right\|_{L^{\infty}(V)}
$$

So, by Lemma 5.2,

$$
\begin{aligned}
f^{\prime}(y)= & f^{\prime}(0)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) X_{i} f^{\prime}(0)+\frac{1}{2} \sum_{1 \leq i, j \leq n_{1}} P_{i}(y) P_{j}(y) X_{i} X_{j} f^{\prime}(0) \\
& +\sum_{n_{1}<i \leq q}\left(P_{i}(y)-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} P_{\lambda}(y) P_{\mu}(y) \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right]\right) X_{i} f^{\prime}(0) \\
& +F^{\prime \prime}(y) .
\end{aligned}
$$

If we set

$$
F(y)=F^{\prime \prime}(y)+\sum_{n_{2}<i \leq q}\left(P_{i}(y)-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} P_{\lambda}(y) P_{\mu}(y) \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right]\right) X_{i} f^{\prime}(0)
$$

then, by (5.5),

$$
|F(y)| \leq c\left\|\nabla_{X}^{3} f^{\prime}\right\|_{L^{\infty}(V)} .
$$

Also,

$$
\begin{aligned}
f^{\prime}(y)= & f^{\prime}(0)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) X_{i} f^{\prime}(0)+\frac{1}{2} \sum_{1 \leq i, j \leq n_{1}} P_{i}(y) P_{j}(y) X_{i} X_{j} f(0) \\
& +\sum_{n_{1}<i \leq n_{2}}\left(P_{i}(y)-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} P_{\lambda}(y) P_{\mu}(y) \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right]\right) X_{i} f^{\prime}(0) \\
& +F(y) .
\end{aligned}
$$

Given the left invariance of the vector fields $X_{i}$, this implies (5.11).
Corollary 5.4. There is a constant $c>0$ such that, for all $f \in C^{\infty}(N)$ and all $x \in N, y \in V$, the following hold:
(i) if $1 \leq v \leq n_{1}$, then

$$
\begin{equation*}
X_{\nu} f(x y)=X_{\nu} f(x)+\sum_{1 \leq i \leq n_{1}} P_{i}(y) X_{i} X_{v} f(x)+F_{x}(y) \tag{5.1}
\end{equation*}
$$

with $\left|F_{x}(y)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)}$;
(ii) if $n_{1}<\nu \leq n_{2}$,
(5.13) $\quad X_{\nu} f(x y)=X_{\nu} f(x)+F_{x}(y) \quad$ with $\left|F_{x}(y)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)}$.
6. Centered sub-Laplacians on $N$. Let $L=-\left(E_{1}^{2}+\cdots+E_{p}^{2}\right)+E_{0}$ be a left invariant sub-Laplacian on $N$ and let us assume that it is centered, that is, that $E_{0} \in[\mathfrak{n}, \mathfrak{n}]$.

Let $\left\{X_{1}, \ldots, X_{q}\right\}$ be the basis of $\mathfrak{n}$ introduced in Section 5. Since the vector fields $E_{i}$ are linear combinations of the vector fields $X_{i}$, the sub-Laplacian $L$ can also be written as

$$
\begin{equation*}
L=-\sum_{1 \leq i, j \leq q} a_{i j} X_{i} X_{j}-\sum_{n_{1}<i \leq q} a_{i} X_{i} \tag{6.1}
\end{equation*}
$$

Note that $a_{i j}=a_{j i}, 1 \leq i, j \leq q$. Also the assumption that the vector fields $E_{1}, \ldots, E_{p}$ satisfy Hörmander's condition implies that the ( $n_{1} \times n_{1}$ ) matrix $B=\left(b_{i j}\right)$ with entries $b_{i j}=a_{i j}, 1 \leq i, j \leq n_{1}$, is positive definite.

We associate with $L$ the limit (at $\infty$ ) sub-Laplacian

$$
L_{0}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{2}} d \tau_{\varepsilon}(L)=-\sum_{1 \leq i, j \leq n_{1}} a_{i j} X_{0 i} X_{0 j}-\sum_{n_{1}<i \leq n_{2}} a_{i} X_{0 i}
$$

Note that $L_{0}$ is dilation invariant; that is, it satisfies

$$
\begin{equation*}
L_{0}=\frac{1}{\varepsilon^{2}} d \tau_{\varepsilon}\left(L_{0}\right), \quad \varepsilon>0 \tag{6.2}
\end{equation*}
$$

6.1. Polynomials. Since we have identified $N$, as a differential manifold, with $\mathbb{R}^{q}$ using the exponential coordinates of the second kind, the monomials on $\mathbb{R} \times N$ will just be monomials on $\mathbb{R} \times \mathbb{R}^{q}$.

Let $P(t, x)=t^{i_{0}} x_{1}^{i_{1}} \cdots x_{q}^{i_{q}}$ be such a monomial. Then the homogeneous degree $\operatorname{deg}_{H} P$ of $P$ is also given by

$$
\operatorname{deg}_{H} P=2 i_{0}+i_{1} \sigma(1)+\cdots+i_{q} \sigma(q)
$$

By (5.3),

$$
\begin{equation*}
\operatorname{deg}_{H}\left(\frac{\partial}{\partial t}+L\right) P(x) \leq \operatorname{deg}_{H} P(t, x)-2 \tag{6.3}
\end{equation*}
$$

Also, by (5.4),

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) P(t, x)=\left(\frac{\partial}{\partial t}+L_{0}\right) P(t, x)+Q(t, x) \tag{6.4}
\end{equation*}
$$

where $Q(t, x)$ is a polynomial satisfying

$$
\operatorname{deg}_{H} Q \leq \operatorname{deg}_{H} P-3 .
$$

Using induction on the dimension $q$ of the Lie algebra $\mathfrak{n}$ of $N$ and the homogeneous degree $\operatorname{deg}_{H} P$ of $P$ we can prove that there is a polynomial $Q(t, x)$ satisfying

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+L_{0}\right) Q(t, x)=P(t, x),  \tag{6.5}\\
\operatorname{deg}_{H} Q(t, x)=\operatorname{deg}_{H} P(t, x)+2
\end{gather*}
$$

Combining (6.3), (6.4) and (6.5) we have the following:
Lemma 6.1. With every monomial $P(t, x)$ as above we can associate a polynomial

$$
Q_{P}(t, x)=P(t, x)+W(t, x)
$$

satisfying

$$
\begin{align*}
\operatorname{deg}_{H} W & \leq \operatorname{deg}_{H} P-1, \\
\left(\frac{\partial}{\partial t}+L_{0}\right) P(t, x) & =\left(\frac{\partial}{\partial t}+L\right) Q_{P}(t, x) \tag{6.6}
\end{align*}
$$

Note that the polynomial $Q_{P}(t, x)$ in the above lemma, is not necessarily unique.

From now on, for all $d \in \mathbb{N}$, we denote by

$$
P_{0}(t, x), P_{2}(t, x), \ldots, P_{v_{d}}(t, x)
$$

the monomials with homogeneous degree less than or equal to $d$. Given a centered left invariant sub-Laplacian $L$ on $N$ (in this article, this is either $L_{\mu}$ or $L_{H \mu}$ ), we associate with those monomials, polynomials

$$
Q_{P_{0}}(t, x), Q_{P_{2}}(t, x), \ldots, Q_{P_{v_{d}}}(t, x)
$$

satisfying (6.6).
Note that, for $0 \leq i \leq \nu_{2}$, we can take $Q_{P_{i}}=P_{i}$. Note also that $\nu_{0}=0$, $\nu_{1}=n_{1}$ and $\nu_{1}<n_{2}<\nu_{2}$. So, we assume that $P_{0}(t, x)=Q_{P_{0}}(t, x)=1$, that $P_{i}(t, x)=Q_{P_{i}}(t, x)=x_{i}$, for $1 \leq i \leq n_{2}$, and that $P_{i}=Q_{P_{i}}$, for $\nu_{1}<i \leq \nu_{2}$.
6.2. A Taylor formula for the heat functions. The following Taylor formula for the heat functions is proved in [7].

Theorem 6.2. For all $n \in \mathbb{N}$ there is a $c_{n}>0$ such that for all $r, R \in \mathbb{N}$, $R \geq r \geq 1$, and all functions $u$ satisfying

$$
\left(\frac{\partial}{\partial t}+L\right) u=0 \quad \text { in }\left(-R^{2}, R^{2}\right) \times V^{R}
$$

we have

$$
\begin{align*}
& \sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i} R^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}\right| ;\left(r^{2}, r^{2}\right) \times V^{r}\right\}  \tag{6.7}\\
& \quad<c_{n}\left(\frac{R}{r}\right)^{-(n+1)}\|u\|_{\infty},
\end{align*}
$$

where the constants $A_{i}$ satisfy

$$
\left|A_{i}\right| \leq c_{n}\|u\|_{\infty}
$$

for all $0 \leq i \leq \nu_{n}$ and

$$
\left(\frac{\partial}{\partial t}+L\right)\left(\sum_{v_{d-1}<i \leq v_{d}} A_{i} Q_{P_{i}}\right)=0
$$

for all $1<k \leq n$.

### 6.3. A Harnack inequality.

ThEOREM 6.3 [7]. Let $V$ be a compact connected neighborhood of the identity element $e$ of $N$, let $\alpha, a, \beta, b \in \mathbb{N}, 1 \leq \alpha<\alpha+a<\beta$, and let $k, \ell \in \mathbb{N}$. Then there is a $c \in \mathbb{N}$ such that for all $r \in \mathbb{N}, r \geq 1$, and all $u \geq 0$ satisfying

$$
\left(\frac{\partial}{\partial t}+L\right) u=0 \quad \text { in }\left(0,\left(\beta^{2}+b^{2}\right) r^{2}\right) \times V^{c r}
$$

we have

$$
\begin{align*}
& \sup \left\{\left|\frac{\partial^{k}}{\partial t^{k}} X_{i_{1}} \cdots X_{i_{\ell}} u\right| ;\left(\alpha r^{2},\left(\alpha+a^{2}\right) r^{2}\right) \times V^{a r}\right\}  \tag{6.8}\\
& \quad \leq c r^{-2 k-\sigma\left(i_{1}\right)-\cdots-\sigma\left(i_{\ell}\right)} \inf \left\{u ;\left(\beta r^{2},\left(\beta+b^{2}\right) r^{2}\right) \times V^{b r}\right\} .
\end{align*}
$$

6.4. Estimates for the heat kernel. The heat kernel $p_{t}(x, y)$ of $L$ satisfies the following Gaussian estimate (cf. [7]).

THEOREM 6.4. There is a constant $c>0$ such that, for all $x, y \in N$ and $t \geq 1$,

$$
\begin{equation*}
\frac{1}{c} t^{-D / 2} \exp \left(-c \frac{\left|x^{-1} y\right|_{N}^{2}}{t}\right) \leq p_{t}(x, y) \leq c t^{-D / 2} \exp \left(-\frac{\left|x^{-1} y\right|_{N}^{2}}{c t}\right) \tag{6.9}
\end{equation*}
$$

Combining (6.9) with (6.8) we have the following:

COROLLARY 6.5. For all $k, \ell \in \mathbb{N}$ there is a constant $c>0$ such that

$$
\begin{equation*}
\left|\frac{\delta^{k}}{\partial t^{k}} X_{i_{1}} \cdots X_{i_{n}} p_{t}(x, y)\right| \leq c t^{-\left(D+2 k+\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{\ell}\right)\right) / 2} \exp \left(-\frac{\left|x^{-1} y\right|_{N}^{2}}{c t}\right) \tag{6.10}
\end{equation*}
$$

for all $t \geq 1, x, y \in N$ and for all $1 \leq i_{j} \leq q, 1 \leq j \leq n$.
Let $p_{t}^{0}(x, y)$ be the heat kernel of $L_{0}$. Then we have the following analogue of the classical Berry-Esseen estimate (cf. [7, 20]):

THEOREM 6.6. There is a constant $c>0$ such that, for all $t \geq 1$ and $x \in N$,

$$
\begin{equation*}
\left|p_{t}(x, e)-p_{t}^{0}(x, e)\right| \leq c t^{-(D+1) / 2} \tag{6.11}
\end{equation*}
$$

It follows from (6.2) that

$$
p_{t}^{0}(x, y)=\varepsilon^{D} p_{\varepsilon^{2} t}^{0}\left(\tau_{\varepsilon} x, \tau_{\varepsilon} y\right), \quad \varepsilon>0
$$

and hence there is a $C_{L_{0}}>0$ such that

$$
\begin{equation*}
p_{t}^{0}(e, e)=C_{L_{0}} t^{-D / 2} \tag{6.12}
\end{equation*}
$$

Combining (6.11) with (6.12) we have the following:
COROLLARY 6.7. There are constants $C_{L}>0$ and $c>0$ such that

$$
\begin{equation*}
\left|p_{t}(x, e)-C_{L} t^{-D / 2}\right| \leq c t^{-(D+1) / 2}, \quad t \geq 1 \tag{6.13}
\end{equation*}
$$

7. A smooth substitute for $|\boldsymbol{x}|_{N}$. The following proposition furnishes a positive smooth function $\rho(x)$ on a simply connected nilpotent Lie group $N$, which will replace $|x|_{N}$ in the proof of the Gaussian estimate (1.14). This function will be a convenient power of the Green function of a symmetric sub-Laplacian $L$ on $N$.

We use the notation of the previous section.

Proposition 7.1. There is a function $\rho(x) \in C^{\infty}(N)$ with the following properties: For all $n \in \mathbb{N}$ there is a constant $c \geq 1$ such that, for all $x \in N$ and all $1 \leq i_{j} \leq q, 1 \leq j \leq n$,

$$
\begin{align*}
\rho(x) & \geq 0, \quad x \in N, \\
\frac{1}{c}|x|_{N} & \leq \rho(x) \leq c|x|_{N} \quad \text { for }|x| \geq 2  \tag{7.1}\\
\left|X_{i_{1}} \cdots X_{i_{n}} \rho(x)\right| & \leq \frac{c}{|x|_{N}^{\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{n}\right)-1}} \quad \text { for }|x| \geq 2
\end{align*}
$$

Proof. If the homogeneous dimension $D$ of $N$ is $D \leq 2$, then $N$ is isomorphic either to $\mathbb{R}$ or to $\mathbb{R}^{2}$ and then we can take as $\rho$ the Euclidean norm. So let us assume that $D>2$. Let $L$ be a symmetric left invariant sub-Laplacian on $N$ and let $p_{t}(x, y)$ be its heat kernel. The Green function of $L$ is given by

$$
G_{L}(x, y)=\int_{0}^{\infty} p_{t}(x, y) d t
$$

Let $G_{L}(x)=G_{L}(x, e)$. Then it follows from (6.9) that there is a $c>0$ such that

$$
\begin{equation*}
\frac{1}{c} \frac{1}{|x|_{N}^{D-2}} \leq G_{L}(x) \leq c \frac{1}{|x|_{N}^{D-2}}, \quad|x|_{N} \geq 2 \tag{7.2}
\end{equation*}
$$

Since $L G_{L}(x)=0$, in $N \backslash\{e\}$ it follows from (6.10) that for all $n \in \mathbb{N}$ there is a $c>0$ such that

$$
\begin{equation*}
\left|X_{i_{1}} X_{i_{2}} \cdots X_{i_{n}} G_{L}(x)\right| \leq \frac{c}{|x|_{N}^{D-2+\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{n}\right)}}, \quad|x|_{N} \geq 2,0 \leq \varepsilon \leq 1 \tag{7.3}
\end{equation*}
$$

The function

$$
\rho(x)=\left(G_{L}(x)\right)^{-1 /(D-2)}
$$

satisfies (7.1).
8. Construction of the sub-Laplacian $L_{\mu}$ when $\Gamma$ is nilpotent. In this section we give the definition of the operator $L_{H \mu}$ when $\Gamma$ is nilpotent. If $\Gamma$ is not nilpotent, then the action of $\Gamma / \Gamma_{N}$ on $\Gamma_{N}$ gives rise to phenomena of homogenization and this makes the definition of $L_{H \mu}$ more complicated. To make this distinction, in the nilpotent case, we use the notation $L_{\mu}$ instead of $L_{H \mu}$.

We assume that $\Gamma=\Gamma_{N}$. If $\Gamma$ is nilpotent and the torsion subgroup $\tau(\Gamma)$ is not trivial, then we define $L_{\mu}$ to be the same as the operator $L_{\pi(\mu)}$ associated with the image $\pi(\mu)$ of $\mu$ under the quotient map $\pi: \Gamma \rightarrow \Gamma_{N}=\Gamma / \tau(\Gamma)$.

We use the notation of Sections 5 and 6.
The operator $L_{\mu}$ will be a centered sub-Laplcian which can be written as

$$
L_{\mu}=-\sum_{1 \leq i, j \leq n_{1}} a_{i j} X_{i} X_{j}-\sum_{n_{1}<i \leq n_{2}} a_{i} X_{i}
$$

The coefficients $a_{i j}$ and $a_{i}$ are defined as follows.
The coefficients $a_{i j}$ are given by

$$
a_{i j}=\frac{1}{2} \sum_{x \in \Gamma} P_{i}(x) P_{j}(x) \mu(x), \quad 1 \leq i, j \leq n_{1}
$$

Let

$$
b_{i}=\sum_{x \in \Gamma} P_{i}(x) \mu(x), \quad 1 \leq i \leq n_{2}
$$

Note that since $\mu$ is centered $b_{i}=0,1 \leq i \leq n_{1}$.
The coefficients $a_{i}$ of $L_{\mu}$ are given by

$$
a_{i}=b_{i}-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} a_{\lambda \mu} \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right], \quad n_{1}<i \leq n_{2}
$$

Let $V$ be as in in Section 5.3 and let us assume that $V$ is large enough that supp $\mu \subseteq V$.

The following lemma explains the relation between $\mu$ and $L_{\mu}$. It is an immediate consequence of Lemma 5.3.

LEMMA 8.1. There is a constant $c>0$ such that, for all functions $f \in$ $C^{\infty}(N)$ and all $x \in N$,

$$
\begin{equation*}
|(I-\mu) f(x)| \leq c\left\|\nabla_{X}^{2} f\right\|_{L^{\infty}(x V)} \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
(I-\mu) f(x)=L_{\mu} f(x)+F(x) \tag{8.2}
\end{equation*}
$$

with

$$
|F(x)| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(g V)}
$$

COROLLARY 8.2. There is a constant $c>0$ such that, for all functions $u(t, x) \in C^{\infty}(\mathbb{R} \times N)$ and all $x \in N$,

$$
\begin{align*}
u(t+1, x)-\mu u(t, x) & =\left(\partial_{1}+(I-\mu)\right) u(t, x) \\
& =\left(\frac{\partial}{\partial t}+L_{\mu}\right) u(t, x)+F(t, x) \tag{8.3}
\end{align*}
$$

where $F(t, x)$ satisfies

$$
|F(t, x)| \leq c\left\|\left|\frac{\partial^{2}}{\partial s^{2}} u\right|+\left|\nabla_{X}^{3} u\right|\right\|_{L^{\infty}([t, t+1] \times x V)}
$$

The following lemma asserts that $L_{\mu}$ is indeed a sub-Laplacian.

LEMMA 8.3. The $n_{1} \times n_{1}$ matrix $\left(a_{i j}\right)$ is positive definite.
Proof. It is enough to prove that

$$
\begin{equation*}
\sum_{1 \leq i, j \leq n_{1}} a_{i j} \xi_{i} \xi_{j}>0 \tag{8.4}
\end{equation*}
$$

for all $\xi=\left(\xi_{1}, \ldots, \xi_{n_{1}}\right) \in \mathbb{R}^{n_{1}}, \xi \neq 0$.

To this end, let us fix $\xi=\left(\xi_{1}, \ldots, \xi_{n_{1}}\right) \neq 0$ and consider the function

$$
\begin{aligned}
u(x) & =\left(\xi_{1} P_{1}(x)+\cdots+\xi_{n_{1}} P_{n_{1}}(x)\right)^{2} \\
& =\sum_{1 \leq i, j \leq n_{1}} \xi_{i} \xi_{j} P_{i}(x) P_{j}(x) .
\end{aligned}
$$

By (8.2),

$$
(I-\mu)\left(P_{i}(x) P_{j}(x)\right)=L_{\mu}\left(P_{i}(x) P_{j}(x)\right)=-\left(a_{i j}+a_{j i}\right)
$$

and hence

$$
(I-\mu) u(x)=2 \sum_{1 \leq i, j \leq n_{1}} a_{i j} \xi_{i} \xi_{j} .
$$

If we had

$$
\sum_{1 \leq i, j \leq n_{1}} a_{i j} \xi_{i} \xi_{j}=0
$$

then we would have $(I-\mu) u=0$, that is, $\sum_{y \in \Gamma} u(x y) \mu(y)=u(x), x \in N$. Since $u(x)=0$, this would imply that $u(x)=0$ for all $x \in \Gamma_{N}$, which is false. Hence, (8.4) holds and the lemma follows.
9. Proof of Propositions $\mathbf{1 . 3}$ and 1.4 when $\Gamma$ is nilpotent. The goal of this section is to prove Propositions 1.3 and 1.4 when $\Gamma$ is nilpotent. Note that there is no loss of generality if we assume that the torsion subgroup $\tau(\Gamma)$ is trivial and hence that $\Gamma=\Gamma_{N}$.

We use the same notation $p_{t}^{\mu}(x, y)$ to denote both the heat kernel of the subLaplacian $L_{\mu}$ and its restriction to $\Gamma_{N}$.

The proofs are based on the following lemma.
Lemma 9.1. There is a constant $c>0$ such that, for all $n \in \mathbb{N}, T \geq 1$,

$$
\begin{equation*}
\left\|p_{n+T}^{\mu}-\mu^{n} p_{T}^{\mu}\right\|_{\infty} \leq c T^{-(D+1) / 2} \tag{9.1}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
p_{n+T}^{\mu}-\mu^{n} p_{T}^{\mu} & =p_{n+T}^{\mu}-\mu^{n-1} p_{1+T}^{\mu}+\mu^{n-1} p_{1+T}^{\mu}-\mu^{n} p_{T}^{\mu} \\
& =\sum_{0 \leq i \leq n-1} \mu^{i}\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right) . \tag{9.2}
\end{align*}
$$

On the other hand, it follows from (8.3) that

$$
p_{t+1}^{\mu}-\mu p_{t}^{\mu}=\left(\frac{\partial}{\partial t}+L_{\mu}\right) p_{t}^{\mu}+V_{t}=V_{t}
$$

with $V_{t}$ satisfying

$$
\left|V_{t}(x, y)\right| \leq c_{1}\left\|\left|\frac{\partial^{2}}{\partial s^{2}} p_{s}^{\mu}(\cdot, y)\right|+\left|\nabla_{X}^{3} p_{s}^{\mu}(\cdot, y)\right|\right\|_{L^{\infty}([t, t+1] \times x V)}
$$

So, by (6.10) there is a $c>0$ such that

$$
\begin{equation*}
\left\|p_{t+1}^{\mu}-\mu p_{t}^{\mu}\right\|_{\infty} \leq c t^{-(D+3) / 2}, \quad t \geq 1 \tag{9.3}
\end{equation*}
$$

Combining (9.2) and (9.3) we have

$$
\begin{aligned}
\left\|p_{n+T}^{\mu}-\mu^{n} p_{T}^{\mu}\right\|_{\infty} & \leq \sum_{0 \leq i \leq n-1}\left\|\mu^{i}\right\|_{1}\left\|p_{n-i+T}^{\mu}(x, y)-\mu p_{n-i-1+T}^{\mu}\right\|_{\infty} \\
& \leq c \sum_{0 \leq i \leq n-1}(n-i-1+T)^{-(D+3) / 2} \\
& \leq c T^{-(D+1) / 2},
\end{aligned}
$$

which proves the lemma.
9.1. Proof of Proposition 1.3. We have

$$
\begin{aligned}
\sum_{y \in U^{r}} \mu^{n}(x, y) \geq & \frac{1}{\left\|p_{T}^{\mu}\right\|_{\infty}} \sum_{y \in U^{r}} \mu^{n}(x, y) p_{T}^{\mu}(y, e) \\
= & \frac{1}{\left\|p_{T}^{\mu}\right\|_{\infty}}\left(\mu^{n} p_{T}^{\mu}(x, e)-\sum_{\left\{y \notin U^{r}\right\}} \mu^{n}(x, y) p_{T}^{\mu}(y, e)\right) \\
\geq & \frac{1}{\left\|p_{T}^{\mu}\right\|_{\infty}}\left(p_{n+T}^{\mu}(x, e)-\left\|\mu^{n} p_{T}^{\mu}-p_{n+T}^{\mu}\right\|_{\infty}\right. \\
& \left.\quad-\sum_{\left\{y \notin U^{r}\right\}} \mu^{n}(x, y) p_{T}^{\mu}(y, e)\right) .
\end{aligned}
$$

Let us fix $a>1$. Then, by (6.9), there is a $c>1$ such that, for all $r, T \geq 1$,

$$
\inf \left\{p_{t+T}^{\mu}(x, e): x \in U^{a r}, a^{-2} r^{2} \leq t \leq a^{2} r^{2}\right\} \geq \frac{1}{c}\left(a^{2} r^{2}+T\right)^{-D / 2}
$$

and

$$
\sup \left\{p_{T}^{\mu}(x, e): x \notin U^{r}\right\} \leq c T^{-D / 2} \exp \left(-\frac{r^{2}}{c T}\right)
$$

Also, by (9.1) there is a constant $c^{\prime}>0$ such that, for all $t, T \geq 1$,

$$
\left\|\mu^{n} p_{T}^{\mu}-p_{n+T}^{\mu}\right\|_{\infty} \leq c^{\prime} T^{-(D+1) / 2}
$$

It follows that, for all $(n, x) \in \llbracket a^{-2} r^{2}, a^{2} r^{2} \rrbracket \times U^{a r}$,

$$
\begin{aligned}
& \sum_{y \in U^{r}} \mu^{n}(x, y) \\
& \quad \geq \frac{1}{c} T^{D / 2}\left(\frac{1}{c}\left(a^{2} r^{2}+T\right)^{-D / 2}-c^{\prime} T^{-(D+1) / 2}-c T^{-D / 2} \exp \left(-\frac{r^{2}}{c T}\right)\right) .
\end{aligned}
$$

If $T=\varepsilon r^{2}$, for some $\varepsilon \in(0,1)$, then we have

$$
\begin{aligned}
\sum_{y \in U^{r}} \mu^{n}(x, y) \geq & \frac{1}{c} \varepsilon^{D / 2}\left(\frac{1}{c}\left(a^{2}+\varepsilon\right)^{-D / 2}-c \varepsilon^{-(D+1) / 2} r^{-1}-c \varepsilon^{-D / 2} \exp \left(-\frac{1}{c \varepsilon}\right)\right) \\
\geq & \frac{1}{c} \varepsilon^{D / 2}\left(\frac{1}{c}\left(a^{2}+1\right)^{-D / 2}\right. \\
& \left.\quad-c \varepsilon^{-(D+1) / 2} r^{-1}-c \varepsilon^{-D / 2} \exp \left(-\frac{1}{c \varepsilon}\right)\right) .
\end{aligned}
$$

The proposition follows by choosing first $\varepsilon$ small enough and next $r$ large enough.
9.2. Proof of Proposition 1.4. Define $V$ as in Section 5.3, let $a_{1}>a_{2} \geq 1$ and set

$$
M=\sup \left\{\int_{V^{a_{2} r}} p_{r^{2}}^{\mu}(y, z) d z: y \notin U^{a_{1} r}\right\} .
$$

We have, for $r \in \mathbb{N}$,

$$
\begin{aligned}
\sum_{y \in U^{a_{1} r}} \mu^{r^{2}}(e, y) & \geq \sum_{y \in U^{a_{1} r}} \int_{V^{a_{2} r}} \mu^{r^{2}}(e, y) p_{r^{2}}^{\mu}(y, z) d z \\
& =\int_{V^{a_{2} r}} \mu^{r^{2}} p_{r^{2}}^{\mu}(e, z) d z-\sum_{\left\{y \notin U^{a_{1} r}\right\}} \int_{V^{a_{2} r}} \mu^{r^{2}}(e, y) p_{r^{2}}^{\mu}(y, z) d z \\
& \geq \int_{V^{a_{2} r}} \mu^{r^{2}} p_{r^{2}}^{\mu}(e, z) d z-M \\
& =\int_{V^{a_{2} r}} p_{2 r^{2}}^{\mu}(e, z) d z+\int_{V^{a_{2} r}}\left(\mu^{r^{2}} p_{r^{2}}^{\mu}-p_{2 r^{2}}^{\mu}\right)(e, z) d z-M \\
& \geq \int_{V^{a_{2} r}} p_{2 r^{2}}^{\mu}(e, z) d z-\left\|\mu^{r^{2}} p_{r^{2}}^{\mu}-p_{2 r^{2}}^{\mu}\right\|_{\infty}\left|V^{a_{2} r}\right|-M .
\end{aligned}
$$

Now, by (9.1) there is a $c_{1}>0$ such that, for all $r \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\mu^{r^{2}} p_{r^{2}}^{\mu}-p_{2 r^{2}}^{\mu}\right\|_{\infty} \leq c_{1} r^{-D-1} \tag{9.5}
\end{equation*}
$$

Also, there is a $c_{2}>0$ such that

$$
\begin{equation*}
\left|V^{r}\right| \leq c_{2} r^{D}, \quad r \in \mathbb{N} . \tag{9.6}
\end{equation*}
$$

Combining (9.4), (9.5) and (9.6) we have

$$
\begin{equation*}
\sum_{y \in U^{a_{1} r}} \mu^{r^{2}}(e, y) \geq \int_{V^{a_{2} r}} p_{2 r^{2}}^{\mu}(e, z) d z-c_{1} c_{2} a_{2}^{D} r^{-1}-M . \tag{9.7}
\end{equation*}
$$

Now let us fix $\delta>0$ and let us chose $a_{2}>1$ such that, for all $r \geq 1$,

$$
\int_{V^{a_{2} r}} p_{2 r^{2}}^{\mu}(e, z) d z \geq 1-\frac{\delta}{3} .
$$

Let us choose $a_{1}>a_{2}$ so that $M \leq \partial / 3$ and $r_{0} \geq 1$ so that

$$
c_{1} c^{2} a_{2}^{D} r_{0}^{-1} \leq \frac{\delta}{3} .
$$

Then it follows from (9.7) that

$$
\sum_{y \in U^{a_{1} r}} \mu^{r^{2}}(e, y) \geq 1-\delta
$$

and the proposition follows.
10. The proof of the Gaussian estimate when $\Gamma$ is nilpotent. In this section we give the proof of the Gaussian estimate (1.14) when the group $\Gamma$ is nilpotent. Note that there is no loss of generality if we assume that the torsion subgroup $\tau(\Gamma)$ is trivial and hence that $\Gamma=\Gamma_{N}$.
10.1. The functions $\rho_{k}, k \geq 1$. Let $\rho(x)$ be as in Section 7 and let the family of dilations $\tau_{\varepsilon}, \varepsilon>0$, be as in Section 5.2.

Let $V$ be a compact neighborhood of the identity element $e$ of $N$, as in Section 5.3, and let $|\cdot|_{N}$ be defined as in (1.7). Then there is a $C>1$ such that

$$
\begin{equation*}
\tau_{1 / C k} V^{k} \subseteq V, \quad k \in \mathbb{N} . \tag{10.1}
\end{equation*}
$$

Let $0 \leq \phi \in C^{\infty}(N)$, such that

$$
\phi(x)= \begin{cases}0, & \text { for }|x|_{N} \leq 1, \\ 1, & \text { for }|x|_{N} \geq 4,\end{cases}
$$

and set

$$
\phi_{k}(x)=\phi\left(\tau_{1 / C \sqrt{k}} x\right), \quad k \geq 1
$$

Then

$$
\begin{equation*}
\phi_{k}(x)=0, \quad|x|_{N} \leq \sqrt{k}, \tag{10.2}
\end{equation*}
$$

and there is a constant $\zeta>0$ such that

$$
\begin{equation*}
\phi_{k}(x)=1, \quad|x|_{N} \geq \zeta \sqrt{k} . \tag{10.3}
\end{equation*}
$$

Also, if $\left\{X_{1}, \ldots, X_{q}\right\}$ is the basis of $\mathfrak{n}$ introduced in Section 5.1, then for every $n \in \mathbb{N}$ there is a constant $c>0$ such that

$$
\begin{equation*}
\left|X_{i_{1}} X_{i_{2}} \cdots X_{i_{n}} \phi_{k}(x)\right| \leq c k^{-\left(\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{n}\right)\right) / 2} \tag{10.4}
\end{equation*}
$$

for all $x \in N$ and $1 \leq i_{j} \leq q, 1 \leq j \leq n$.
We set

$$
\rho_{k}(x)=\phi_{k}(x) \rho(x) .
$$

In the next lemma we gather the properties of the functions $\rho_{k}(x)$ that we need in the proof of Gaussian estimate (1.14). These properties are immediate consequences of (7.1).

Lemma 10.1. For all $n \in \mathbb{N}$ there is a constant $c \geq 1$ such that, for all $k \geq 1$ and all $1 \leq i_{j} \leq q, 1 \leq j \leq n$,

$$
\begin{align*}
\rho_{k}(x) & \geq 0, \quad x \in N, \\
\rho_{k}(x) & =0 \quad \text { for }|x|_{N} \leq \sqrt{k}, \\
\frac{1}{c}|x|_{N} & \leq \rho_{k}(x) \leq c|x|_{N} \quad \text { for }|x| \geq \zeta \sqrt{k},  \tag{10.5}\\
\left|X_{i_{1}} \cdots X_{i_{n}} \rho_{k}(x)\right| & \leq \frac{c}{|x|_{N}^{\sigma\left(i_{1}\right)+\cdots+\sigma\left(i_{n}\right)-1}}, \quad x \in N .
\end{align*}
$$

10.2. The functions $H_{k}, k \geq 1$. For fixed constants $A>0$ and $B>0$ we consider the family of functions $H_{k}, k \geq 1$, defined by

$$
H_{k}(t, x)=\exp \left(-\frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{A(k+t)}\right), \quad t \geq 0, x \in N
$$

Lemma 10.2. There are constants $A>0$ and $B>0$ such that

$$
\begin{equation*}
H_{k}(t+1, x)>\mu H_{k}(t, x) \tag{10.6}
\end{equation*}
$$

for all $(t, x) \in[0, k] \times N$ and $k \geq 1$.
Proof. We observe that

$$
H_{k}(t+1, x)-\mu H_{k}(t, x)=H_{k}(t+1, x)-H_{k}(t, x)+(I-\mu) H_{k}(t, x)
$$

and that

$$
\begin{equation*}
H_{k}(t+1, x)-H_{k}(t, x) \geq \inf _{t \leq s \leq t+1} \frac{\partial}{\partial s} H_{k}(s, x) . \tag{10.7}
\end{equation*}
$$

Let $V$ be a compact neighborhood of $e$, as in Section 5.3, and let us assume that $\operatorname{supp} \mu \subseteq V$. Then, by Lemma 8.1,

$$
\begin{equation*}
\left|(I-\mu) H_{k}(t, x)\right| \leq c \sup _{y \in x V}\left|\nabla_{X}^{2} H_{k}(t, y)\right| . \tag{10.8}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{\partial}{\partial t} H_{k}(t, x)=\frac{1}{A} \frac{1}{k+t} \frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{k+t} H_{k}(t, x) \tag{10.9}
\end{equation*}
$$

Also, for all $X, Y \in \mathfrak{n}$,

$$
\begin{align*}
Y H_{k}(t, x)= & -\frac{1}{A} \frac{1}{k+t} 2\left(\rho_{k}(x)+B \sqrt{k}\right) Y \rho_{k}(x) H_{k}(t, x), \\
X Y H_{k}(t, x)= & -\frac{1}{A} \frac{1}{k+t} 2 X \rho_{k}(x) Y \rho_{k}(x) H_{k}(t, x)  \tag{10.10}\\
& -\frac{1}{A} \frac{1}{k+t} 2\left(\rho_{k}(x)+B \sqrt{k}\right) X Y \rho_{k}(x) H_{k}(t, x) \\
& +\frac{1}{A^{2}} \frac{1}{(k+t)^{2}} 4\left(\rho_{k}(x)+B \sqrt{k}\right)^{2} X \rho_{k}(x) Y \rho(x) H_{k}(t, x) .
\end{align*}
$$

Case $\mathrm{I}\left(|x|_{N} \leq \sqrt{k}-1\right.$ and $\left.t \in[0, k]\right)$. By construction, for all $|x|_{N} \leq \sqrt{k}$,

$$
H_{k}(t, x)=\exp \left(-\frac{B^{2} k}{A(k+t)}\right) .
$$

Hence, for all $|x|_{N} \leq \sqrt{k}-1$,

$$
H_{k}(t+1, x)>H_{k}(t, x)=\left(\mu H_{k+1}(t, \cdot)\right)(x) .
$$

Case II $\left(\sqrt{k}-1 \leq|x|_{N} \leq \zeta \sqrt{k}+1\right.$ and $\left.0 \leq t \leq k\right)$. By (10.7) and (10.9) there is a $c_{1}>0$ such that

$$
\begin{aligned}
H_{k}(t+1, x)-H_{k}(t, x) & \geq \frac{1}{A} \frac{1}{k+t+1} \frac{B^{2} k}{k+t+1} H_{k}(t, x) \\
& \geq \frac{1}{A} \frac{1}{k+t} c_{1} \frac{B^{2}}{2} H_{k}(t, x) .
\end{aligned}
$$

Also, by (10.8) and (10.10) there is a constant $c_{2}>0$ such that

$$
\begin{array}{r}
\left|(I-\mu) H_{k}(t, x)\right| \leq \frac{1}{A} \frac{1}{k+t}\left[\left(c_{2} \sqrt{k}+B \sqrt{k}\right) c_{2} \frac{1}{\sqrt{k}}+c_{2}\right. \\
+\left(c_{2} \sqrt{k}+B \sqrt{k}\right) \frac{1}{\sqrt{k}} \\
\left.\quad+\frac{1}{A} \frac{1}{k}\left(c_{2} \sqrt{k}+B \sqrt{k}\right)^{2}\right] H_{k}(t, x) \\
\leq \frac{1}{A} \frac{1}{k+t}\left[c_{2}\left(c_{2}+B\right)+c_{2}+\left(c_{2}+B\right)\right. \\
\\
\left.+\frac{1}{A}\left(c_{2}+B\right)^{2}\right] H_{k}(t, x) .
\end{array}
$$

Hence

$$
\begin{aligned}
& H_{k}(t+1, x)-\mu H_{k}(t, x) \\
& \quad \geq \frac{1}{A} \frac{1}{k+t}\left[c_{1} \frac{B^{2}}{2}-c_{2}\left(c_{2}+B\right)-c_{2}-\left(c_{2}+B\right)-\frac{1}{A}\left(c_{2}+B\right)^{2}\right] H_{k}(t, x) .
\end{aligned}
$$

So, by choosing $B$ large enough that

$$
c_{1} \frac{B^{2}}{4}>c_{2}+c_{2}\left(c_{2}+B\right)+c_{2}\left(c_{2}+B\right)
$$

and $A$ large enough that

$$
c_{1} \frac{B^{2}}{4}>\frac{1}{A}\left(c_{2}+B\right)^{2}
$$

we have

$$
H_{k}(t+1, x)>\mu H_{k}(t, x) .
$$

Case III $\left(|x|_{N}>\zeta \sqrt{k}+1\right.$ and $\left.0 \leq t \leq k\right)$. By (10.7) and (10.9), there is a $c_{1}>0$ such that

$$
H_{k}(t+1, x)-H_{k}(t, x) \geq \frac{1}{A} \frac{1}{k+t} \frac{\left(c_{1}|x|_{N}+B \sqrt{k}\right)^{2}}{2 k} H_{k}(t, x) .
$$

Also, by (10.8) and (10.10) there is a $c_{2}>0$ such that

$$
\begin{aligned}
& \left|(I-\mu) H_{k}(t, x)\right| \\
& \begin{aligned}
\leq \frac{1}{A} \frac{1}{k+t} & {\left[c_{2}\left(c_{2}|x|_{N}+B \sqrt{k}\right) \frac{1}{|x|_{N}}+\right.} \\
+ & c_{2}+c_{2}\left(c_{2}|x|_{N}+B \sqrt{k}\right) \frac{1}{|x|_{N}} \\
& \left.+c_{2} \frac{1}{A} \frac{1}{k}\left(c_{2}|x|_{N}+B \sqrt{k}\right)^{2}\right] H_{k}(t, x)
\end{aligned} \\
& =\frac{1}{A} \frac{1}{k+t}\left[c_{2}^{2}+c_{2} B \frac{\sqrt{k}}{|x|_{N}} c_{2}+c_{2}^{2}+c_{2} B \frac{\sqrt{k}}{|x|_{N}}\right. \\
& \\
& \left.+c_{2} \frac{1}{A} \frac{\left(c_{2}|x|_{N}+B \sqrt{k}\right)^{2}}{k}\right] H_{k}(t, x)
\end{aligned} \quad \begin{aligned}
& \leq \frac{1}{A} \frac{1}{k+t}\left[c_{2}^{2}+c_{2}^{2} B+c_{2}^{2}+c_{2} B+c_{2} \frac{1}{A} \frac{\left(c_{2}|x|_{N}+B \sqrt{k}\right)^{2}}{k}\right] H_{k}(t, x)
\end{aligned}
$$

Hence

$$
\begin{aligned}
& H_{k}(t+1, x)-\mu H_{k}(t, x) \\
& \qquad \begin{aligned}
\geq \frac{1}{A} \frac{1}{k+t}\left[\frac{\left(c_{1}|x|_{N}+B \sqrt{k}\right)^{2}}{2 k}\right. & -c_{2}^{2}-c_{2}^{2} B-c_{2}^{2}-c_{2} B \\
& \left.-c_{2} \frac{1}{A} \frac{\left(c_{2}|x|_{N}+B \sqrt{k}\right)^{2}}{k}\right] H_{k}(t, x) .
\end{aligned}
\end{aligned}
$$

So, by choosing $B$ large enough that

$$
\frac{\left(c_{1}|x|_{N}+B \sqrt{k}\right)^{2}}{4 k}>c_{2}+c_{2}^{2}+c_{2}+B c_{2}^{2}+c_{2} B
$$

and $A$ large enough that

$$
\frac{1}{4}\left(c_{1}|x|_{N}+B \sqrt{k}\right)^{2}>c_{2} \frac{1}{A}\left(c_{2}|x|_{N}+B \sqrt{k}\right)^{2}
$$

we have

$$
H_{k}(t+1, x)>\mu H_{k}(t, x) .
$$

10.3. Proof of Theorem 1.8. It is enough to prove that there is a $c>0$ such that

$$
\begin{equation*}
\mu^{n}(x, e) \leq c n^{-D / 2} \exp \left(-\frac{|x|_{N}^{2}}{c n}\right), \quad n \geq 1, x \in N \tag{10.11}
\end{equation*}
$$

Let us fix constants $A>0$ and $B>0$ such that the family of functions

$$
H_{k}(t, x)=\exp \left(-\frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{A(k+t)}\right), \quad k \geq 1,
$$

satisfy (10.6).
Let us consider the function

$$
u(n, x)=\sum_{y \in U \sqrt{k}} \mu^{n}(x, y), \quad x \in \Gamma_{N}, n \in \mathbb{N} .
$$

Let us also fix a constant $C>0$ such that

$$
C H_{k}(0, x)>1, \quad|x|_{N} \leq 3 \sqrt{k}
$$

and consider the function

$$
F(n, x)=C H_{k}(n, x)-u(n, x) .
$$

Then $F(n, x)$ satisfies

$$
\begin{aligned}
& F(n+1, x)>\mu F(n, x), \quad x \in \Gamma_{N}, n \in[0, k] \\
& \quad F(0, x)>0, \quad x \in \Gamma_{N},
\end{aligned}
$$

and hence

$$
\begin{equation*}
F(t, x)>0, \quad t \in[0, k], x \in \Gamma_{N} \tag{10.12}
\end{equation*}
$$

It follows that, for all $x \in \Gamma_{N}$ and $k \geq 1$,

$$
\sum_{y \in U \sqrt{\sqrt{k}}} \mu^{k}(x, y) \leq C \exp \left(-\frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{2 A k}\right) .
$$

On the other hand, it follows from (1.9) that there are $\beta \in \mathbb{N}$ and $\lambda>0$ such that, for all $x \in \Gamma_{N}$ and $n \in \mathbb{N}$,

$$
\mu^{n}(x, e) \leq \lambda \inf \left\{\mu^{\beta n}(x, y), y \in U^{\sqrt{n}}\right\}
$$

Since $\left|U^{n}\right| \leq c n^{D}, n \in \mathbb{N}$, we have that

$$
\begin{aligned}
\mu^{n}(x, e) & \leq \lambda \frac{1}{\left|U^{\sqrt{n}}\right|} \sum_{y \in U^{\sqrt{n}}} \mu^{\beta n}(x, y) \\
& \leq \lambda c n^{-D / 2} C \exp \left(-\frac{\left(\rho_{\beta n}(x)+B \sqrt{\beta n}\right)^{2}}{2 A \beta n}\right)
\end{aligned}
$$

for all $x \in \Gamma_{N}$ and $n \geq 1$. This proves (10.11) and the theorem follows.
11. The proof of the Berry-Esseen estimate when $\Gamma$ is nilpotent. In this section we assume that $\Gamma=\Gamma_{N}$. If $\Gamma$ is nilpotent and the torsion subgroup $\tau(\Gamma)$ is not trivial, then we can just extend the different kernels from $\Gamma_{N}=\Gamma / \tau(\Gamma)$ to $\Gamma$, as explained in Section 1.4, and then the proofs remain exactly the same.

Let $L_{\mu}$ be the centered left invariant sub-Laplacian associated with $\mu$ and let $p_{t}^{\mu}(x, y)$ be its heat kernel $L_{\mu}$.

By (4.2) there are $\gamma \in(0,1]$ and $c>0$ such that

$$
\begin{equation*}
\left\|\nabla_{U} \mu^{n}\right\|_{\infty} \leq c n^{-(D+\gamma) / 2}, \quad n \in \mathbb{N} \tag{11.1}
\end{equation*}
$$

In this section we prove the following Berry-Esseen estimate (cf. [20, 34]):
THEOREM 11.1. There is a $c>1$ such that, for all $x, y \in \Gamma_{N}$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\mu^{n}(x, y)-p_{n}^{\mu}(x, y)\right| \leq c n^{-(D+\gamma) / 2} \tag{11.2}
\end{equation*}
$$

Once we have proved Theorem 1.14, then (11.1) and hence (11.2) will hold with $\gamma=1$.

For the case when $\mu$ is symmetric, the above result was proved for $\gamma=1$ in [2]. We give below an adaptation of that proof.

Let $\Omega$ be a fundametal domain for $\Gamma_{N}$ (see Section 1.3) and let

$$
S_{t}(x, y)=\int_{\Omega} p_{t}^{\mu}(x h, y) d h, \quad x, y \in \Gamma_{N}
$$

The proof of (11.2) is based on the following two lemmas, which are inspired by [14] (see also [7, 41]).

LEMMA 11.2. $\quad$ There are constants $a, b \geq 1$ such that, for all $T \geq 1$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\mu^{n}-p_{n}^{\mu}\right\|_{\infty} \leq a\left\|\left(\mu^{n}-p_{n}^{\mu}\right) S_{T}\right\|_{\infty}+b \sqrt{T} n^{-(D+\gamma) / 2} \tag{11.3}
\end{equation*}
$$

LEMMA 11.3. $\quad$ There is a constant $c \geq 1$ such that if, for some $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\mu^{k}-p_{k}^{\mu}\right\|_{\infty} \leq A k^{-(D+\gamma) / 2} \quad \text { for all } 1 \leq k \leq n-1 \tag{11.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\left(\mu^{n}-p_{n}^{\mu}\right) S_{T}\right\|_{\infty} \leq c\left(1+\frac{A}{\sqrt{T}}\right) n^{-(D+\gamma) / 2} \tag{11.5}
\end{equation*}
$$

Proof of Theorem 11.1. If

$$
\left\|\mu^{k}-p_{k}^{\mu}\right\|_{\infty} \leq A k^{-(D+\gamma) / 2}, \quad 1 \leq k \leq n-1
$$

then by (11.3) and (11.5),

$$
\begin{aligned}
\left\|\mu^{n}-p_{n}^{\mu}\right\|_{\infty} & \leq \alpha c\left(1+\frac{A}{\sqrt{T}}\right) n^{-(D+\gamma) / 2}+b \sqrt{T} n^{-(D+\gamma) / 2} \\
& \leq\left(a c+a c \frac{A}{\sqrt{T}}+b \sqrt{T}\right) n^{-(D+\gamma) / 2}
\end{aligned}
$$

So (11.2) can be proved by induction provided that for all $A$ large enough there is a $T \geq 1$ such that

$$
\begin{equation*}
a c+a c \frac{A}{\sqrt{T}}+b \sqrt{T} \leq A \tag{11.6}
\end{equation*}
$$

To this end, let us consider the function

$$
\varphi(x)=a c+a c A \frac{1}{x}+b x
$$

(note that $a, b, c \geq 1$ ) and take

$$
A \geq 9 a^{2} b^{2} c^{2} \quad \text { and } \quad T=\frac{a c A}{b}
$$

Then we have

$$
\varphi(\sqrt{T}) \leq A
$$

This proves (11.6) and the theorem follows.
11.1. Proof of Lemma 11.2. Let us set

$$
H_{n}(x, y)=\mu^{n}(x, y)-p_{n}^{\mu}(x, y)
$$

and assume that

$$
-\left\|H_{n}\right\|_{\infty}=\min \left\{H_{n}(x, y), x, y \in \Gamma_{N}\right\}
$$

(the case $\left\|H_{n}\right\|_{\infty}=\max \left\{H_{n}(x, y), x, y \in \Gamma_{N}\right\}$ can be treated in the same way). There are $x_{0}, y_{0} \in \Gamma_{N}$ such that

$$
H_{n}\left(x_{0}, y_{0}\right)=-\left\|H_{n}\right\|_{\infty} .
$$

Then

$$
\begin{aligned}
-\left\|H_{n} S_{T}\right\|_{\infty} \leq & \sum_{z \in \Gamma_{N}} H_{n}\left(x_{0}, z\right) S_{T}\left(z, y_{0}\right) \\
= & H_{n}\left(x_{0}, y_{0}\right) \sum_{\left|y_{0}^{-1} z\right| \Gamma_{N} \leq c \sqrt{T}} S_{T}\left(z, y_{0}\right) \\
& +\sum_{\left.\left|y_{0}^{-1} z\right|\right|_{\Gamma_{N} \leq c \sqrt{T}}}\left[H_{n}\left(x_{0}, z\right)-H_{n}\left(x_{0}, y_{0}\right)\right] S_{T}\left(z, y_{0}\right) \\
& +\sum_{\left|y_{0}^{-1} z\right|_{\Gamma_{N} \geq c \sqrt{T}}} H_{n}\left(x_{0}, z\right) S_{T}\left(z, y_{0}\right) \\
\leq & -\left\|H_{n}\right\|_{\infty} \sum_{\left|y_{0}^{-1} z\right| \Gamma_{N} \leq c \sqrt{T}} S_{T}\left(z, y_{0}\right) \\
& +c \sqrt{T}\left\|\nabla_{U} H_{n}\left(x_{0}, \cdot\right)\right\|_{\infty} \sum_{\left|y_{0}^{-1} z\right|_{\Gamma_{N}} \leq c \sqrt{T}} S_{T}\left(z, y_{0}\right) \\
& +\left\|H_{n}\right\|_{\infty} \sum_{\left|y_{0}^{-1} z\right|_{\Gamma_{N} \geq c \sqrt{T}}} S_{T}\left(z, y_{0}\right) .
\end{aligned}
$$

Hence, if

$$
\lambda=\sum_{\left|y_{0}^{-1} z\right|_{\Gamma_{N}} \leq c \sqrt{T}} S_{T}\left(z, y_{0}\right),
$$

then

$$
-\left\|H_{n} S_{T}\right\|_{\infty} \leq-\left\|H_{n}\right\|_{\infty} \lambda+c \sqrt{T} \lambda n^{-(D+\gamma) / 2}+\left\|H_{n}\right\|_{\infty}(1-\lambda),
$$

or

$$
(2 \lambda-1)\left\|H_{n}\right\|_{\infty} \leq\left\|H_{n} S_{T}\right\|_{\infty}+c \lambda \sqrt{T} \lambda n^{-(D+\gamma) / 2} .
$$

By choosing $c$ large enough, so that $\lambda>1 / 2$, we get

$$
\left\|H_{n}\right\|_{\infty} \leq \frac{1}{2 \lambda-1}\left\|H_{n} S_{T}\right\|_{\infty}+\frac{c \lambda}{2 \lambda-1} \sqrt{T} n^{-(D+\gamma) / 2}
$$

which proves the lemma.
11.2. Proof of Lemma 11.3. It follows from (6.10) that there is a $c>0$ such that, for all $x, y \in \Gamma_{N}$ and $t \geq 1$,

$$
\left|p_{t+T}^{\mu}(x, y)-p_{t}^{\mu} S_{T}(x, y)\right| \leq c t^{-(D+1) / 2}
$$

So, it is enough to prove that

$$
\begin{equation*}
\left\|\mu^{n} S_{T}-p_{n+T}^{\mu}\right\|_{\infty} \leq c\left(1+\frac{A}{\sqrt{T}}\right) n^{-(D+\gamma) / 2} \tag{11.7}
\end{equation*}
$$

We have

$$
\begin{aligned}
p_{n+T}^{\mu}-\mu^{n} S_{T}= & p_{n+T}^{\mu}-\mu^{n-1} p_{1+T}^{\mu}+\mu^{n-1} p_{1+T}^{\mu}-\mu^{n} S_{T} \\
= & \sum_{0 \leq i \leq n-2} \mu^{i}\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right)+\mu^{n-1}\left(p_{1+T}^{\mu}-\mu S_{T}\right) \\
= & \sum_{0 \leq i \leq n / 2} \mu^{i}\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right) \\
& +\sum_{n / 2<i \leq n-2}\left(\mu^{i}-p_{i}^{\mu}\right)\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right) \\
& +\left(\mu^{n-1}-p_{n-1}^{\mu}\right)\left(p_{1+T}^{\mu}-\mu S_{T}\right) \\
& +\sum_{n / 2<i \leq n-2} p_{i}^{\mu}\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right) \\
& +p_{n-1}^{\mu}\left(p_{1+T}^{\mu}-\mu S_{T}\right)
\end{aligned}
$$

Now, by (6.10) and (8.3),

$$
\begin{align*}
& \sum_{0 \leq i \leq n / 2}\left\|\mu^{i}\right\|_{1}\left\|p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right\|_{\infty} \\
& \quad \leq c \sum_{0 \leq i \leq n / 2}(n-i-1+T)^{-(D+3) / 2}  \tag{11.9}\\
& \quad \leq c\left(\frac{n}{2}+T\right)^{-(D+1) / 2} \\
& \quad \leq c n^{-(D+1) / 2}
\end{align*}
$$

By the induction hypothesis (11.4),

$$
\begin{align*}
& \sum_{n / 2<i \leq n-2}\left\|\mu^{i}-p_{i}^{\mu}\right\|_{\infty}\left\|p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right\|_{1} \\
& \quad \leq \sum_{n / 2<i \leq n-2} A i^{-(D+\gamma / 2}(n-i-1+T)^{-3 / 2}  \tag{11.10}\\
& \quad \leq c A \frac{1}{\sqrt{T}} n^{-(D+\gamma) / 2}
\end{align*}
$$

To estimate the term $p_{1+T}^{\mu}-\mu S_{T}$, let us consider the function $\varphi=\sum_{g \in \Gamma_{N}} \mu(g) \times$ $\mathbb{1}_{g \Omega}$. Then

$$
\mu S_{T}(x, y)=\int \varphi(h) p_{T}^{\mu}(x h, y) d h, \quad x, y \in \Gamma_{N}
$$

Since $\|\varphi\|_{1}=1$, it follows from (6.10) that

$$
\left\|\mu S_{T}-p_{T}^{\mu}\right\|_{1} \leq \frac{c}{\sqrt{T}}, \quad T \geq 1
$$

Since we also have

$$
\left\|p_{T+1}^{\mu}-p_{T}^{\mu}\right\|_{1} \leq \frac{c}{T}, \quad T \geq 1
$$

we conclude that

$$
\begin{align*}
\left\|\left(\mu^{n-1}-p_{n-1}^{\mu}\right)\left(p_{1+T}^{\mu}-\mu S_{T}\right)\right\|_{\infty} & \leq\left\|\mu^{n-1}-p_{n-1}^{\mu}\right\|_{\infty}\left\|p_{1+T}^{\mu}-\mu S_{T}\right\|_{1} \\
& \leq c A \frac{1}{\sqrt{T}} n^{-(D+\gamma) / 2} \tag{11.11}
\end{align*}
$$

To estimate the remaining term in (11.8) we observe that

$$
\begin{align*}
& \sum_{n / 2<i \leq n-2} p_{i}^{\mu}\left(p_{n-i+T}^{\mu}-\mu p_{n-i-1+T}^{\mu}\right)+p_{n-1}^{\mu}\left(p_{1+T}^{\mu}-\mu S_{T}\right) \\
& \quad=p_{[n / 2]+1}^{\mu} p_{n-[n / 2]-1+T}^{\mu}-p_{n-1}^{\mu} \mu S_{T}  \tag{11.12}\\
& \quad+\sum_{n / 2<i \leq n-2}\left(p_{i}^{\mu} \mu-p_{i+1}^{\mu}\right) p_{n-i-1+T}^{\mu}
\end{align*}
$$

By (6.10) and (8.3),

$$
\begin{align*}
\sum_{n / 2<i \leq n-2}\left\|p_{i}^{\mu} \mu-p_{i+1}^{\mu}\right\|_{\infty}\left\|p_{n-i-1+T}^{\mu}\right\|_{1} & \leq \sum_{n / 2<i \leq n-2} c i^{-(D+3) / 2}  \tag{11.13}\\
& \leq c n^{-(D+1) / 2}
\end{align*}
$$

Also, by (6.10), for all $x, y \in \Gamma_{N}$,

$$
\left|p_{n+T}^{\mu}(x, y)-\sum_{z \in \Gamma_{N}} p_{[n / 2]+1}^{\mu}(x, z) p_{n-[n / 2]-1+T}^{\mu}(z, y)\right| \leq c n^{-(D+1) / 2}
$$

and

$$
\left|p_{n+T}^{\mu}(x, y)-\sum_{z \in \Gamma_{N}} p_{n-1}^{\mu}(x, z)\left(\mu S_{T}\right)(z, y)\right| \leq c n^{-(D+1) / 2}
$$

Hence

$$
\begin{equation*}
\left\|p_{[n / 2]+1}^{\mu} p_{n-[n / 2]-1+T}^{\mu}-p_{n-1}^{\mu} \mu S_{T}\right\|_{\infty} \leq c n^{-(D+1) / 2} \tag{11.14}
\end{equation*}
$$

The lemma follows by summing (11.9)-(11.14).
12. Proof of the Taylor formula. In this section we give the proof of the Taylor formula (1.18) under the assumption that the Berry-Esseen estimate (11.2) holds.

We assume that $\Gamma_{N}=\Gamma$. The proof in the general case under a similar assumption (cf. Section 17) is exactly the same.

If $\Gamma$ is nilpotent and the torsion subgroup $\tau(\Gamma)$ is not trivial, then we can just extend the different kernels and functions from $\Gamma_{N}=\Gamma / \tau(\Gamma)$ to $\Gamma$, as explained in Section 1.4, and then the proofs remain exactly the same.
12.1. Polynomials on $\Gamma_{N}$. We use the notation of Sections 5 and 6.

Let us fix a monomial $P(t, x)=t^{i_{0}} x_{1}^{i_{1}} \cdots x_{q}^{i_{q}}$. Then, by Corollary 8.3,

$$
\left(\partial_{1}+(I-\mu)\right) P(t, x)=\left(\frac{\partial}{\partial t}+L_{\mu}\right) P(t, x)+Q(t, x)
$$

where $Q(t, x)$ is a polynomial satisfying

$$
\begin{equation*}
\operatorname{deg}_{H} Q \leq \operatorname{deg}_{H} P-3 \tag{12.1}
\end{equation*}
$$

On the other hand, it follows from (6.5) and (6.6) that, given any monomial $P(t, x)$ as above, there is a polynomial $W(t, x)$ such that

$$
\left(\frac{\partial}{\partial t}+L_{\mu}\right) W(t, x)=P(t, x)
$$

and

$$
\begin{equation*}
\operatorname{deg}_{H} W(t, x)=\operatorname{deg}_{H} P(t, x)+2 \tag{12.2}
\end{equation*}
$$

The following proposition is a consequence of the above observations.
Proposition 12.1. Given any monomial $P(t, x)$ on $N$, there is a polynomial $P^{\mu}(t, x)$ satisfying

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+L_{\mu}\right) P & =\left(\partial_{1}+(I-\mu)\right) P^{\mu} \\
P^{\mu} & =P+W  \tag{12.3}\\
\operatorname{deg}_{H} W & \leq \operatorname{deg}_{H} P-1
\end{align*}
$$

Let the polynomials $P_{i}, i=0,1,2, \ldots$, be as in Section 6.1 and let us associate with those monomials and the sub-Laplacian $L_{\mu}$, polynomials $Q_{P_{i}}$, $i=0,1,2, \ldots$, satisfying (6.6). We associate with the polynomials $Q_{P_{i}}, i=$ $0,1,2, \ldots$, and fix, polynomials $Q_{P_{i}}^{\mu}, i=0,1,2, \ldots$, satisfying (12.3) above.

Note that for $0 \leq i \leq \nu_{2}$ we can take $Q_{P_{i}}^{\mu}=P_{i}$. Note also that $\nu_{0}=0, v_{1}=n_{1}$ and $n_{1} \leq n_{2}<\nu_{2}$. So we assume that $P_{0}(t, x)=Q_{P_{0}}^{\mu}(t, x)=1$, that $P_{i}(t, x)=$ $Q_{P_{i}}^{\mu}(t, x)=x_{i}$, for $1 \leq i \leq \nu_{2}$, and that $P_{i}=Q_{P_{i}}^{\mu}$, for $\nu_{1}<i \leq \nu_{2}$.
12.2. A uniform approximation of a space-time $\mu$-harmonic function by an $L_{\mu}$-heat function. In this section we use the Berry-Esseen estimate (11.2) to prove the following lemma:

Lemma 12.2. Let $V$ be as in Section 5.3 and let us assume that $\operatorname{supp} \mu \subseteq V$. Then there is a constant $c>0$ and $\beta \in(0,1)$ such that for all $\Theta_{1} \geq 4 \Theta_{2}, \Theta_{2} \geq 2, r \geq 1$ and all functions $u$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-\Theta_{1}^{2} r^{2}, \Theta_{1}^{2} r^{2} \rrbracket \times U^{\Theta_{1} r}
$$

we can associate a function $u^{\mu}$ satisfying

$$
\left(\frac{\partial}{\partial t}+L_{\mu}\right) u^{\mu}=0 \quad \text { in }\left(-\Theta_{2}^{2} r^{2}, \Theta_{2}^{2} r^{2}\right) \times V^{\Theta_{1} r}
$$

as well as $\left\|u^{\mu}\right\|_{\infty} \leq\|u\|_{\infty}$ and

$$
\begin{equation*}
\sup \left\{\left|u-u^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \leq c \Theta_{2}^{-\beta} r^{-\beta}+c e^{-\Theta_{1}^{2} / c \Theta_{2}^{2}} \tag{12.4}
\end{equation*}
$$

As in Section 3.2, we use $Z_{n}$ to denote the right random walk with transition kernel $\mu(x, y)$ and by $\tau_{r}^{x}$ the stopping time

$$
\tau_{r}^{x}=\inf \left\{n: Z_{n} \notin x U^{r}\right\} .
$$

Using the Gaussian estimate (1.14), we can obtain the following improvement of Lemma 3.4.

Lemma 12.3. There is a constant $c>0$ such that, for all $r, n \in \mathbb{N}$,

$$
\begin{equation*}
P_{x}\left[\tau_{r}^{x} \leq n\right] \leq c \exp \left(-\frac{r^{2}}{c n}\right) \tag{12.5}
\end{equation*}
$$

Proof. The proof follows the same lines as the proof of Lemma 3.4.
Let $a \geq 1$ such that $x U^{r} \cap y U^{r}=\varnothing$ when $y \notin x U^{a r}$. We have

$$
\begin{aligned}
\sum_{y \notin x U^{r}} \mu^{n}(x, y) & =P_{x}\left[Z_{n} \notin x U^{r}\right] \\
& \geq E^{P_{x}}\left[\mu^{n-\tau_{a r}^{x}}\left(Z_{\tau_{a r}^{x}}, \Gamma_{N} \backslash x U^{r}\right) ; \tau_{a r}^{x} \leq n\right] \\
& \geq E^{P_{x}}\left[\mu^{n-\tau_{a r}^{x}}\left(Z_{\tau_{a r}^{x}}, Z_{\tau_{a r}^{x}} U^{r}\right) ; \tau_{a r}^{x} \leq n\right] \\
& \geq E^{P_{x}}\left[\mu^{n-\tau_{a r}^{x}}\left(e, U^{r}\right) ; \tau_{a r}^{x} \leq n\right] .
\end{aligned}
$$

Now, we observe that (12.5) is interesting only for $r^{2} \geq n$ and that in that case, by (1.14), there is a $\delta>0$ such that

$$
\mu^{n-\tau_{a r}^{x}}\left(e, U^{r}\right) \geq \delta .
$$

So

$$
\sum_{y \notin x U^{r}} \mu^{n}(x, y) \geq \delta P_{x}\left[\tau_{a r}^{x} \leq r^{2}\right] .
$$

Since, by (1.14), there is a constant $c>0$ such that, for all $r, n \in \mathbb{N}$,

$$
\sum_{y \notin x U^{r}} \mu^{n}(x, y) \leq c \exp \left(-\frac{r^{2}}{c n}\right),
$$

we conclude that

$$
P_{x}\left[\tau_{a r}^{x} \leq n\right] \leq \frac{1}{\delta} c \exp \left(-\frac{r^{2}}{c n}\right)
$$

which proves the lemma.
Lemma 12.4. Let $r, n \in \mathbb{N}$ and let $u$ be a function satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-2 n, 2 n \rrbracket \times x U^{2 r} .
$$

Then

$$
\begin{equation*}
\left|u(n, x)-\sum_{y \in x U^{r}} \mu^{n}(x, y) u(0, y)\right| \leq 2\|u\|_{\infty} P_{x}\left[\tau_{r}^{x} \leq n\right] . \tag{12.6}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
u(n, x)= & E^{P_{x}}\left[u\left(0, Z_{n}\right) ; \tau_{r}^{x}>n\right]+E^{P_{x}}\left[u\left(\tau_{r}^{x}, Z_{\tau_{r}^{x}}\right) ; \tau_{r}^{x} \leq n\right] \\
= & \sum_{y \in x U^{r}}\left(\mu^{n}(x, y)-E^{P_{x}}\left[\mu^{n-\tau_{r}^{x}}\left(Z_{\tau_{r}^{x}}, y\right) ; \tau_{r}^{x} \leq n\right]\right) u(0, y) \\
& +E^{P_{x}}\left[u\left(\tau_{r}^{x}, Z_{\tau_{r}^{x}}\right) ; \tau_{r}^{x} \leq n\right] .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|u(n, x)-\sum_{y \in x U^{r}} \mu^{n}(x, y) u(0, y)\right| \\
& \quad \leq\|u\|_{\infty}\left(E^{P_{x}}\left[\mu^{n-\tau_{r}^{x}}\left(Z_{\tau_{r}^{x}}, x U^{r}\right) ; \tau_{r}^{x} \leq n\right]+P_{x}\left[\tau_{r}^{x} \leq n\right]\right) \\
& \quad \leq 2\|u\|_{\infty} P_{x}\left[\tau_{r}^{x} \leq n\right]
\end{aligned}
$$

and the lemma follows.
Proof of Lemma 12.2. Let $u$ satisfy

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-\Theta_{1}^{2} r^{2}, \Theta_{1}^{2} r^{2} \rrbracket \times x U^{\Theta_{1} r}
$$

and let us define, for $n>-\Theta_{2}^{2} r^{2}$ and $x \in \Gamma_{N}$,

$$
u_{1}(n, x)=\sum_{y \in U^{\Theta_{1} r / 2}} \mu^{n+\Theta_{2}^{2} r^{2}}(x, y) u\left(-\Theta_{2}^{2} r^{2}, y\right)
$$

and for $t>-\Theta_{2}^{2} r^{2}, x \in N$,

$$
u^{\mu}(t, x)=\sum_{y \in U^{\Theta_{1} r / 2}} p_{t+\Theta_{2}^{2} r^{2}}^{\varphi}(x, y) u\left(-\Theta_{2}^{2} r^{2}, y\right) .
$$

Now by (12.5) and (12.6),

$$
\begin{align*}
\sup \left\{\left|u-u_{1}\right| ; \llbracket-\Theta_{2}^{2} r^{2}, \Theta_{2}^{2} r^{2} \rrbracket \times U^{\Theta_{2} r}\right\} & \leq 2\|u\|_{\infty} P_{x}\left[\tau_{\Theta_{1} r / 2}^{x} \leq \Theta_{2}^{2} r^{2}\right] \\
& \leq c\|u\|_{\infty} e^{-\Theta_{1}^{2} / c \Theta_{2}^{2}} . \tag{12.7}
\end{align*}
$$

Also, by interpolating the Berry-Esseen estimate (11.2) and the Gaussian estimates (1.14) and (6.9), we have that there is a $\beta \in(0,1 / 2)$ such that

$$
\left\|\mu^{n}-p_{n}^{\mu}\right\|_{1} \leq c n^{-\beta}, \quad n \in \mathbb{N}
$$

It follows that

$$
\begin{equation*}
\sup \left\{\left|u_{1}-u^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \leq c\|u\|_{\infty} \Theta_{2}^{-\beta} r^{-\beta} \tag{12.8}
\end{equation*}
$$

The lemma follows by summing (12.7) and (12.8).
12.3. The iteration argument. The following lemmas are inspired by Avellaneda and $\operatorname{Lin}[9,10]$.

Lemma 12.5. For all $n \in \mathbb{N}$ and $\eta \in(0,1)$ there are $r_{0}>1, \Theta>1$ and $c_{n}>0$ such that, for all $r \geq r_{0}$ and all functions $u$ satisfying

$$
\begin{equation*}
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-\Theta^{2} r^{2}, \Theta^{2} r^{2} \rrbracket \times U^{\Theta r} \tag{12.9}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sup \left\{\left|u-\sum_{0 \leq i \leq \nu_{n}} A_{i}(\Theta r)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket r^{2}, r^{2} \rrbracket \times U^{r}\right\}<\Theta^{-(n+\eta)}\|u\|_{\infty} \tag{12.10}
\end{equation*}
$$

where the constants $A_{i}$ satisfy

$$
\left|A_{i}\right| \leq c_{n}(\log \Theta)^{\operatorname{deg}_{H} P_{i}}\|u\|_{\infty},
$$

for all $0 \leq i \leq \nu_{n}$, and

$$
\left(\partial_{1}+(I-\mu)\right)\left(\sum_{v_{d-1} \leq i \leq v_{d}} A_{i} Q_{P_{i}}^{\mu}\right)=0
$$

for all $1 \leq d \leq n$.

Proof. Let us fix $n \in \mathbb{N}, \mu \in(0,1), \Theta>16$ and a function $u$ satisfying (12.9).

Then, by Lemma 12.2 and by taking $\Theta_{1}=\Theta$ and $\Theta_{2}=\Theta / \log \Theta$, there is a function $u^{\mu}$ satisfying

$$
\left(\frac{\partial}{\partial t}+L_{\mu}\right) u^{\mu}=0 \quad \text { in }\left[-\left(\frac{\Theta}{\log \Theta}\right)^{2} r^{2},\left(\frac{\Theta}{\log \Theta}\right)^{2} r^{2}\right] \times V^{\Theta r / \log \Theta}
$$

as well as

$$
\left\|u^{\mu}\right\|_{\infty} \leq\|u\|_{\infty}
$$

and

$$
\begin{align*}
& \sup \left\{\left|u-u^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \\
& \quad \leq c\|u\|_{\infty}\left(\Theta^{-\beta}(\log \Theta)^{\beta} r^{-\beta}+e^{-(\log \Theta)^{2} / c}\right) \tag{12.11}
\end{align*}
$$

Also, by Theorem 6.2,

$$
\begin{align*}
& \sup \left\{\left|u^{\mu}-\sum_{0 \leq i \leq v_{n}} B_{i}\left(\frac{\Theta}{\log \Theta} r\right)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}\right| ;\left[-r^{2}, r^{2}\right] \times V^{r}\right\}  \tag{12.12}\\
&
\end{align*}
$$

where the constants $B_{i}$ satisfy

$$
\left|B_{i}\right| \leq c_{n}\left\|u^{\mu}\right\|_{\infty}
$$

for all $0 \leq i \leq v_{n}$, and

$$
\left(\frac{\partial}{\partial t}+L_{\mu}\right)\left(\sum_{v_{d-1} \leq i \leq v_{d}} B_{i} Q_{P_{i}}(t, x)\right)=0
$$

for all $1 \leq d \leq n$.
Now let us observe that there is a constant $c>0$ such that

$$
\sup \left\{\left|Q_{P_{i}}-Q_{P_{i}}^{\mu}\right| ;\left[-r^{2}, r^{2}\right] \times V^{r}\right\} \leq c r^{\operatorname{deg}_{H} P_{i}-1}
$$

and hence

$$
\begin{align*}
& \left(\frac{\Theta}{\log \Theta} r\right)^{-\operatorname{deg}_{H} P_{i}} \sup \left\{\left|Q_{P_{i}}-Q_{P_{i}}^{\mu}\right| ;\left[-r^{2}, r^{2}\right] \times V^{r}\right\}  \tag{12.13}\\
& \quad \leq c\left(\frac{\Theta}{\log \Theta}\right)^{-\operatorname{deg}_{H} P_{i}} r^{-1}
\end{align*}
$$

Let us take

$$
A_{i}=B_{i}(\log \Theta)^{\operatorname{deg}_{H} P_{i}}, \quad 0 \leq i \leq v_{n}
$$

Then, combining (12.11), (12.12) and (12.13), we have that

$$
\begin{aligned}
\sup \{\mid u & \left\{\sum_{0 \leq i \leq v_{n}} A_{i}(\Theta r)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu} \mid ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \\
\leq & \sup \left\{\left|u^{\mu}-\sum_{0 \leq i \leq v_{n}} B_{i}(\log \Theta)^{\operatorname{deg}_{H} P_{i}}(\Theta r)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \\
& +\sup \left\{\left|u-u^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\} \\
& +\sum_{0 \leq i \leq v_{n}}\left|B_{i}\right|(\log \Theta)^{\operatorname{deg}_{H} P_{i}}(\Theta r)^{-\operatorname{deg}_{H} P_{i}} \sup \left\{\left|Q_{P_{i}}-Q_{P_{i}}^{\mu}\right| ;\left[r^{2}, r^{2}\right] \times U^{r}\right\} \\
\leq & c_{n} \Theta^{-(n+1)}(\log \Theta)^{n+1}\left\|u^{\mu}\right\|_{\infty}+c\|u\|_{\infty}\left((\log \Theta)^{\beta} \Theta^{-\beta} r^{-\beta}+e^{-(\log \Theta)^{2} / c}\right) \\
& +c(\log \Theta)^{n} \Theta^{-1} r^{-1} \sum_{0 \leq i \leq v_{n}}\left|B_{i}\right| \\
\leq & c_{n} \Theta^{-(n+1)}(\log \Theta)^{n+1}\|u\|_{\infty}+c\|u\|_{\infty}\left((\log \Theta)^{\beta} \Theta^{-\beta} r^{-\beta}+e^{-(\log \Theta)^{2} / c}\right) \\
& +c(\log \Theta)^{n} \Theta^{-1} r^{-1} c_{n} v_{n}\|u\|_{\infty} .
\end{aligned}
$$

The lemma follows by taking $\Theta$ and $r_{0}$ large enough.
Lemma 12.6. Let $\mu, \Theta$ and $r_{0}$ be as in the previous lemma. Then there is a constant $c_{n}>0$ such that, for all $m \in \mathbb{N}$, all $r \geq \Theta^{m-1} r_{0}$ and all functions $u$ satisfying

$$
\begin{equation*}
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-\Theta^{2 m} r^{2}, \Theta^{2 m} r^{2} \rrbracket \times U^{\Theta^{m} r}, \tag{12.14}
\end{equation*}
$$

we have

$$
\begin{align*}
& \sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i}^{m}\left(\Theta^{m} r\right)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\}  \tag{12.15}\\
& \quad<\Theta^{-m(n+\eta)}\|u\|_{\infty},
\end{align*}
$$

where the constants $A_{i}^{m}$ satisfy

$$
\left|A_{i}^{m}\right| \leq c_{n}(\log \Theta)^{\operatorname{deg}_{H} P_{i}}\|u\|_{\infty},
$$

for all $0 \leq i \leq \nu_{n}$, and

$$
\left(\partial_{1}+(I-\mu)\right)\left(\sum_{v_{d-1}<i \leq v_{d}} A_{i}^{m} Q_{P_{i}}^{\mu}\right)=0,
$$

for all $1 \leq d \leq n$.

Proof. We prove the lemma by induction on $m$. For $m=1$ we are in the case of the previous lemma. So let us assume that (12.15) is true for some $m \in \mathbb{N}$. To prove that it is also true for $m+1$, let us assume, for simplicity, that $\|u\|_{\infty} \leq 1$. By the induction hypothesis
$\sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i}^{m}\left(\Theta^{m+1} r\right)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket-\Theta^{2} r^{2}, \Theta^{2} r^{2} \rrbracket \times U^{\Theta r}\right\} \leq \Theta^{-m(n+\eta)}$.
We consider the function

$$
w=\Theta^{m(n+\eta)}=\left(u-\sum_{0 \leq i \leq v_{n}} A_{i}^{m}\left(\Theta^{m+1} r\right)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right)
$$

Then

$$
\left(\partial_{1}+(I-\mu)\right) w=0 \quad \text { in } \llbracket-\Theta^{2} r^{2}, \Theta^{2} r^{2} \rrbracket \times U^{\Theta r}
$$

and

$$
\sup \left\{|w| ; \llbracket-\Theta^{2} r^{2}, \Theta^{2} r^{2} \rrbracket \times U^{\Theta r}\right\} \leq 1
$$

So, by Lemma 12.5, we have that

$$
\sup \left\{\left|w-\sum_{0 \leq i \leq \nu_{n}} B_{i}(\Theta r)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\}<\Theta^{-(n+\eta)}
$$

where the constants $B_{i}$ satisfy

$$
\left|B_{i}\right| \leq c_{n}(\log \Theta)^{-\operatorname{deg}_{H} P_{i}}
$$

for all $0 \leq i \leq v_{n}$, and

$$
\left(\partial_{1}+(I-\mu)\right)\left(\sum_{v_{d-1}<i \leq v_{d}} B_{i} Q_{P_{i}}^{\mu}\right)=0
$$

for all $1 \leq d \leq n$.
So, if we set

$$
A_{i}^{m+1}=A_{i}^{m}+\Theta^{-m\left(n+\mu-\operatorname{deg}_{H} P_{i}\right)} B_{i}
$$

then we have

$$
\sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i}^{m+1}\left(\Theta^{m+1} r\right)^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\}<\Theta^{-(m+1)(n+\eta)}
$$

which proves the inductive step and the lemma follows.
12.4. The Taylor formula. The following result is the analogue of Theorem 1.11 when $\Gamma=\Gamma_{N}$.

Theorem 12.7. For all $n \in \mathbb{N}$ there is a constant $c_{n}>0$ such that, for all $R \geq r \geq 1$ and all functions $u$ satisfying

$$
\left(\partial_{1}+(I-\mu)\right) u=0 \quad \text { in } \llbracket-R^{2}, R^{2} \rrbracket \times U^{R},
$$

we have

$$
\begin{align*}
& \sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i} R^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; \llbracket-r^{2}, r^{2} \rrbracket \times U^{r}\right\}  \tag{12.16}\\
& \quad \leq c_{n}\left(\frac{R}{r}\right)^{-(n+1)}\|u\|_{\infty},
\end{align*}
$$

where the constants $A_{i}$ satisfy

$$
\left|A_{i}\right| \leq c_{n}\|u\|_{\infty},
$$

for all $0 \leq i \leq \nu_{n}$, and

$$
\left(\partial_{1}+(I-\mu)\right)\left(\sum_{v_{d-1}<i \leq v_{d}} A_{i} Q_{P_{i}}^{\mu}\right)=0
$$

for all $1 \leq d \leq n$.
Proof. If $R \geq r \geq r_{0}$, then $\Theta^{m-1} r \leq R<\Theta^{m} r$ for some $m \in \mathbb{N}$ and hence (12.16) follows from Lemma 12.6.

If $R \geq r_{0}>r \geq 1$, then $R / r \leq r_{0} R / r_{0}$ and hence (12.16) follows in the same way from Lemma 12.6.

If $r_{0} \geq R \geq r \geq 1$, then (12.16) is trivial.
13. Harmonic functions of polynomial growth. In this section we give the proof of Theorem 1.12. We assume that $\Gamma_{N}=\Gamma$. The proof in the general case is exactly the same. If $\Gamma$ is nilpotent and we have set $\Gamma_{N}=\Gamma / \tau(\Gamma)$, then we can just extend the different polynomials from $\Gamma_{N}$ to $\Gamma$ (see Section 1.4) and then the proof below also works as is.

Proof of Theorem 1.12. Let $u$ be a $\mu$-harmonic function on $G$ which grows polynomially; that is, there are $c>0$ and $n \in \mathbb{N}$ such that

$$
\begin{equation*}
\sup \left\{|u| ; U^{r}\right\} \leq c r^{n}, \quad r \geq 1 . \tag{13.1}
\end{equation*}
$$

Let the polynomials $Q_{P_{i}}^{\mu}(t, x)$ be as in section 12.1 and let us denote by $Q_{P_{i}}^{\mu}(x)$ their restrictions to $N$, that is, $Q_{P_{i}}^{\mu}(x)=Q_{P_{i}}^{\mu}(0, x), x \in N$.

By (12.16), there is a $c>0$ such that, for all $r \geq k$

$$
\begin{align*}
\sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} A_{i}^{r} r^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\mu}\right| ; U^{k}\right\} & <c\left(\frac{r}{k}\right)^{-(n+1)}\|u\|_{L^{\infty}\left(U^{r}\right)}  \tag{13.2}\\
& \leq c k^{n+1} r^{-1}
\end{align*}
$$

where the constants $A_{i}^{r}$ are such that

$$
(I-\mu)\left(\sum_{0 \leq i \leq \nu_{n}} A_{i}^{r} r^{-\operatorname{deg}_{H} P_{i}} Q_{P_{i}}^{\varphi}\right)=0
$$

For each $k \in \mathbb{N}$, let us choose $r_{k} \in \mathbb{N}$ such that

$$
c k^{n+1} r_{k}^{-1} \leq \frac{1}{k}
$$

We set $C_{k, i}=0$, for $Q_{P_{i}}^{\mu}=0$ and

$$
C_{k, i}=A_{i}^{r_{k}} r_{k}^{-\operatorname{deg}_{H} P_{i}}
$$

otherwise. Then (13.1) and (13.2) imply that there is a $c>0$ such that, for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\sup \left\{\left|u-\sum_{0 \leq i \leq v_{n}} C_{k, i} Q_{P_{i}}^{\mu}\right| ; U^{k}\right\}<\frac{1}{k} \tag{13.3}
\end{equation*}
$$

with

$$
\begin{equation*}
(I-\mu)\left(\sum_{0 \leq i \leq v_{n}} C_{k, i} Q_{P_{i}}^{\mu}\right)=0 \tag{13.4}
\end{equation*}
$$

Now, there are a subsequence $C_{k_{j}, i}$ and constants $C_{i}$ such that

$$
\begin{equation*}
C_{k_{j}, i} \rightarrow C_{i} \quad \text { as } j \rightarrow \infty \tag{13.5}
\end{equation*}
$$

for all $0 \leq i \leq v_{n}$.
To see this, let us observe that if this were not the case, then we would have that

$$
M_{k}=\max \left\{\left|C_{k, i}\right|, 0 \leq i \leq v_{n}\right\} \rightarrow \infty \quad \text { as } k \rightarrow \infty
$$

Since $\left|C^{k, i}\right| / M_{k} \leq 1$, there are a subsequence $C^{k_{\ell}, i}$ and constants $B_{i}$ such that

$$
\frac{C^{k_{\ell}, i}}{M_{k_{\ell}}} \rightarrow B_{i} \quad \text { as } k \rightarrow \infty
$$

for all $0 \leq i \leq v_{n}$. Note that the subsequence $C^{k_{\ell}, i}$ can be chosen is such a way that some of the constants $B_{i}$ are equal to 1 (and hence not all of them vanish). Let

$$
R(x)=\sum_{0 \leq i \leq v_{n}} B_{i} Q_{P_{i}}^{\varphi}(x)
$$

By (13.3)

$$
\frac{1}{M_{k_{\ell}}}\left(u(x)-\sum_{0 \leq i \leq v_{n}} C_{k_{\ell}, i} Q_{P_{i}}^{\mu}(x)\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

for all $x \in \Gamma_{N}$. So, $R(x)=0$ for all $x \in \Gamma_{N}$.
Since

$$
\sup \left\{|R(x)| ; U^{r}\right\} \sim \sup \left\{\left|\sum_{v_{n-1}<i \leq v_{n}} B_{i} P_{i}(x)\right| ; U^{r}\right\} \quad \text { as } r \rightarrow \infty
$$

we have that

$$
\sum_{v_{n-1}<i \leq \nu_{n}} B_{i} P_{i}(x)=0, \quad x \in \Gamma_{N}
$$

and hence $B_{i}=0, v_{n-1}<i \leq v_{n}$.
Arguing in the same way, we can prove successively that, for all $k=n-$ $1, \ldots, 1, B_{i}=0, v_{k-1}<i \leq v_{k}$, and that $B_{0}=0$. This is absurd because, by construction, not all of the coefficients $B_{i}$ vanish. We conclude therefore that (13.5) holds.

By letting $j \rightarrow \infty$, it follows from (13.3) and (13.4) that

$$
u(x)=\sum_{0 \leq i \leq v_{n}} C_{i} Q_{P_{i}}^{\mu}(x)
$$

for all $x \in \Gamma_{N}$ and the theorem follows.
14. The homogenized sub-Laplacian $L_{H \mu}$. The goal of this section is to define the homogenized operator $L_{H \mu}$ associated with the centered probability measure $\mu$ on $\Gamma$, when $\Gamma \neq \Gamma_{N} . L_{H \mu}$ is a centered left invariant sub-Laplacian on $N$ which, with the notation of Section 6, we write as

$$
L_{H \mu}=-\sum_{1 \leq i, j \leq n_{1}} q_{i j} X_{i} X_{j}-\sum_{n_{1}<i \leq n_{2}} q_{i} X_{i}
$$

The coefficients $q_{i j}$ and $q_{i}$ is are constant [and the $n_{1} \times n_{1}$ matrix $\left(q_{i j}\right)$ is symmetric and positive definite].

The way $L_{H \mu}$ and $\mu$ are related is illustrated by (14.9) below.
14.1. The coefficients $a_{i j}$ and $a_{i}$. Let $f \in C^{\infty}(N)$ and let us extend $f$ to $\Gamma$ by setting $f\left(x g_{i}\right)=f(x), x \in \Gamma_{N}, 0 \leq i \leq k$.

Let the monomials $P_{i}$ be as in Section 6.1. We extend these monomials to $\Gamma$ by setting $P_{i}\left(t, x g_{i}\right)=P_{i}(t, x), x \in N, 0 \leq i \leq k$. We set $P_{i}(x)=P_{i}(0, x)$.

Let

$$
\begin{align*}
b_{i}\left(g_{\ell}\right) & =\sum_{h \in \Gamma} P_{i}\left(g_{\ell} h\right) \mu(h), \quad 1 \leq i \leq n_{2}, \\
a_{i j}\left(g_{\ell}\right) & =\sum_{h \in \Gamma} P_{i}\left(g_{\ell} h\right) P_{j}\left(g_{\ell} h\right) \mu(h), \quad 1 \leq i, j \leq n_{1},  \tag{14.1}\\
a_{i}\left(g_{\ell}\right) & =b_{i}\left(g_{\ell}\right), \quad 1 \leq i \leq n_{1}, \\
a_{i}\left(g_{\ell}\right) & =b_{i}\left(g_{\ell}\right)-\frac{1}{2} \sum_{1 \leq \lambda<\mu \leq n_{1}} a_{\lambda \mu}\left(g_{\ell}\right) \operatorname{pr}_{i}\left[X_{\lambda}, X_{\mu}\right]_{N}, \quad n_{1}<i \leq n_{2} .
\end{align*}
$$

Note that, by setting $a_{i}\left(x g_{\ell}\right)=a_{i}\left(g_{\ell}\right)$ and $a_{i j}\left(x g_{\ell}\right)=a_{i j}\left(g_{\ell}\right), x \in \Gamma_{N}$, these coefficients become functions of type P (cf. Section 1.4).

Lemma 14.1. We have

$$
\begin{equation*}
\sum_{0 \leq \ell \leq k} a_{i}\left(g_{\ell}\right)=0, \quad 1 \leq i \leq n_{1} \tag{14.2}
\end{equation*}
$$

Proof. If $g=x g_{\ell}$ with $x \in \Gamma_{N}$ and $0 \leq \ell \leq k$, then, using the notation of Section 1.3, we set $g_{N}=x$ and $\bar{g}=g_{\ell}$. Let

$$
\zeta_{i}(g)=\sum_{\bar{w}} P_{i}(\bar{w} g), \quad 1 \leq i \leq n_{1} .
$$

Clearly, to prove (14.2) it is enough to prove that

$$
\begin{equation*}
\sum_{g \in \Gamma} \zeta_{i}(g) \mu(g)=0, \quad 1 \leq i \leq n_{1} . \tag{14.3}
\end{equation*}
$$

We have

$$
\begin{aligned}
\zeta_{i}(g h) & =\sum_{\bar{w}} P_{i}(\bar{w} g h)=\sum_{\bar{w}} P_{i}\left((\bar{w} g)_{N} \overline{\bar{w}} g\right) \\
& =\sum_{\bar{w}} P_{i}\left((\bar{w} g)_{N}\right)+\sum_{\bar{w}} P_{i}(\overline{\bar{w}} h)=\sum_{\bar{w}} P_{i}(\bar{w} g)+\sum_{\bar{w}} P_{i}(\bar{w} h) \\
& =\zeta_{i}(g)+\zeta_{i}(h) .
\end{aligned}
$$

This shows that the functions $\zeta_{i}, 1 \leq i \leq n_{1}$, are additive, and hence (14.3) follows from the definition of a centered probability measure.

Let $V$ be as in Section 6.5 and let us also assume that $\left(g_{\ell} h\right)_{N} \in V$ for all $h \in \operatorname{supp} \mu$ and $0 \leq i \leq k$.

The following lemma is a consequence of Lemma 5.3 and (14.1) and (14.2) above.

Lemma 14.2. Let $f$ be as above. Also, let $\psi$ be a function of type $P$. Then there is a $c>0$ independent of $f$ such that, for all $x \in \Gamma_{N}$ and $0 \leq \ell \leq k$, the following hold:
(i)

$$
\begin{align*}
(I-\mu) f\left(x g_{\ell}\right)= & -\sum_{1 \leq i \leq n_{1}} a_{i}\left(g_{\ell}\right) X_{i} f(x)-\frac{1}{2} \sum_{1 \leq i, j \leq n_{1}} a_{i j}\left(g_{\ell}\right) X_{i} X_{j} f(x)  \tag{14.4}\\
& -\sum_{n_{1}<i \leq n_{2}} a_{i}\left(g_{\ell}\right) X_{i} f(x)+F\left(x g_{\ell}\right)
\end{align*}
$$

with

$$
\left|F\left(x g_{\ell}\right)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)}
$$

(ii) for all $1 \leq v \leq n_{1}$,

$$
\begin{align*}
& (I-\mu)\left(\varphi X_{\nu} f\right)\left(x g_{\ell}\right) \\
& \quad=((I-\mu) \psi)\left(g_{\ell}\right) X_{\nu} f(x)-\sum_{1 \leq i \leq n_{1}} \mu\left(\psi P_{i}\right)\left(g_{\ell}\right) X_{i} X_{n} f(x)+F\left(x g_{\ell}\right) \tag{14.5}
\end{align*}
$$

with

$$
\left|F\left(x g_{\ell}\right)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)} .
$$

14.2. The correctors and the homogenized operator $L_{H \varphi}$. The definition of the correctors $\psi^{j}, j=1, \ldots, n_{1}$, is motivated by (14.4).

DEFINITION. We define the (first order) correctors $\psi^{j}, 1 \leq j \leq n_{1}$ (cf. [13, 26]), as functions of type $P$ satisfying

$$
\begin{equation*}
(I-\mu) \psi^{j}=a_{j} \quad \text { and } \quad\left\langle\psi^{j}\right\rangle=0 \tag{14.6}
\end{equation*}
$$

Note that the correctors $\psi^{j}$ are well defined and they are given by $\psi^{j}=$ $\sum_{n \geq 0} \mu^{n} a_{j}, 1 \leq j \leq n_{1}$ (cf. Section 1.4).

Let

$$
b_{i j}\left(g_{\ell}\right)=\sum_{h \in \Gamma} \psi^{j}\left(g_{\ell} h\right) P_{i}\left(g_{\ell} h\right) \mu(h), \quad 1 \leq i, j \leq n_{1}
$$

If $f$ is as in Lemma 14.2, then combining (14.4), (14.5) and (14.6) we have that, for all $x \in \Gamma_{N}$ and $0 \leq \ell \leq k$,

$$
\begin{align*}
(I-\mu) & \left(f+\sum_{1 \leq j \leq n_{1}} \psi^{j} X_{j} f\right)\left(x g_{\ell}\right) \\
& =-\sum_{1 \leq i, j \leq n_{1}}\left(\frac{1}{2} a_{i j}\left(g_{\ell}\right)+b_{i j}\left(g_{\ell}\right)\right) X_{i} X_{j} f(x)  \tag{14.7}\\
& -\sum_{n_{1}<i \leq n_{2}} a_{i}\left(g_{\ell}\right) X_{i} f(x)+F\left(x g_{\ell}\right)
\end{align*}
$$

with

$$
\left|F\left(x g_{\ell}\right)\right| \leq c\left\|\nabla_{X}^{3} f\right\|_{L^{\infty}(x V)}
$$

The following definitions are motivated by the expression (14.7) above.
Definition. The homogenized sub-Laplacian $L_{H \mu}$ associated with $\mu$ is defined with be the operator

$$
L_{H \mu}=-\sum_{1 \leq i, j \leq n_{1}} q_{i j} X_{i} X_{j}-\sum_{n_{1}<i \leq n_{2}} q_{i} X_{i}
$$

with coefficients defined by

$$
\begin{aligned}
q_{i j} & =\left\langle\frac{1}{2} a_{i j}+b_{i j}\right\rangle, \quad 1 \leq i, j \leq n_{1}, \\
q_{i} & =\left\langle b_{i}\right\rangle, \quad n_{1}<i \leq n_{2} .
\end{aligned}
$$

Definition. We define the (second order) correctors $\psi^{i j}, 1 \leq i, j \leq n_{1}$ (cf. [13, 26]), as functions of type $P$ satisfying

$$
(I-\mu) \psi^{i j}=\frac{1}{2} a_{i j}+b_{i j}-q_{i j}, \quad\left\langle\psi^{i j}\right\rangle=0 .
$$

We also define the (second order) correctors $\psi^{j}, n_{1}<j \leq n_{2}$, as continuous functions on $M$ satisfying

$$
(I-\mu) \psi^{j}=a_{j}-q_{j}, \quad\left\langle\psi^{j}\right\rangle=0
$$

The following lemma is a direct consequence of (14.7) and the above definitions.

Lemma 14.3. There is $a c>0$ such that, for all functions $f$ as in Lemma 14.2 and all $x \in \Gamma_{N}$ and $0 \leq \ell \leq n_{1}$,

$$
\begin{align*}
& \left|(I-\mu)\left(f\left(x g_{\ell}\right)+\sum_{1 \leq j \leq n_{2}} \psi^{j}\left(g_{\ell}\right) X_{j} f(x)\right)\right| \leq c\left\|\nabla_{X}^{2} f\right\|_{L^{\infty}(x V)},  \tag{14.8}\\
& (I-\mu)\left(f+\sum_{1 \leq j \leq n_{2}} \psi^{j} X_{j} f+\sum_{1 \leq i, j \leq n_{1}} \psi^{i j} X_{j} f\right)=L_{H \varphi} f+F \tag{14.9}
\end{align*}
$$

with the function $F$ satisfying

$$
\left|F\left(x g_{\ell}\right)\right| \leq c\left\|\nabla_{X}^{3} f(x)\right\|_{L^{\infty}(x V)} .
$$

Corollary 14.4. Let $u \in C^{\infty}(\mathbb{R} \times N)$ and let us extend $u$ to $\mathbb{R} \times \Gamma$ by setting $u\left(t, x g_{\ell}\right)=u(t, x), x \in \Gamma_{N}, 0 \leq \ell \leq n_{1}$. Also, let

$$
\begin{aligned}
U\left(t, x g_{\ell}\right)= & u\left(t, x g_{\ell}\right)+\sum_{1 \leq j \leq n_{2}} \psi^{j}\left(g_{\ell}\right) X_{j} u\left(t, x g_{\ell}\right) \\
& +\sum_{1 \leq i, j \leq n_{1}} \psi^{i j}\left(g_{\ell}\right) X_{i} X_{j} u\left(t, x g_{\ell}\right)
\end{aligned}
$$

Then there is a constant $c>0$ independent of $u$ such that, for all $t \in \mathbb{R}, x \in N$ and $0 \leq \ell \leq k$,

$$
\begin{equation*}
U\left(t+1, x g_{\ell}\right)-\mu U\left(t, x g_{\ell}\right)=\left(\frac{\partial}{\partial t}+L_{H \mu}\right) U(t, x)+V\left(t, x g_{\ell}\right) \tag{14.10}
\end{equation*}
$$

with

$$
\left|V\left(t, x g_{\ell}\right)\right| \leq c_{1}\left\|\left|\frac{\partial^{2}}{\partial s^{2}} u(s, x)\right|+\left|\nabla_{X} \frac{\partial}{\partial s} u(s, x)\right|+\left|\nabla_{X}^{3} u(t, x)\right|\right\|_{L^{\infty}([t, t+1] \times x V)}
$$

14.3. $L_{H \mu}$ is a centered sub-Laplacian on $N$. The following lemma asserts that $L_{H \mu}$ is indeed a sub-Laplacian on $N$.

LEMMA 14.5. For all $\xi=\left(\xi_{1}, \ldots, \xi_{n_{1}}\right) \in \mathbb{R}^{n_{1}}, \xi \neq 0$,

$$
\begin{equation*}
\sum_{1 \leq i, j \leq n_{1}} q_{i j} \xi_{i} \xi_{j}>0 \tag{14.11}
\end{equation*}
$$

Proof. Let us fix $\xi=\left(\xi_{1}, \ldots, \xi_{n_{1}}\right) \neq 0$ and consider the function

$$
u=\sum_{1 \leq i \leq n_{1}} \xi_{i}\left(P_{i}+\psi^{i}\right)
$$

Since by construction $(I-\mu)\left(P_{i}+\psi^{i}\right)=0,1 \leq i \leq n_{1}$, we have that $(I-\mu)$ $\times u=0$; that is, $u$ is $\mu$-harmonic. Since the function $f(t)=t^{2}$ is convex, we have that $(I-\mu) u^{2} \leq 0$.

We have

$$
\begin{aligned}
u^{2} & =\sum_{1 \leq i, j \leq n_{1}} \xi_{i} \xi_{j}\left(P_{i}+\psi^{i}\right)\left(P_{j}+\psi^{j}\right) \\
& =\sum_{1 \leq i, j \leq n_{1}} \xi_{i} \xi_{j}\left(P_{i} P_{j}+P_{i} \psi^{j}+P_{j} \psi^{i}+\psi^{i} \psi^{j}\right)
\end{aligned}
$$

By Lemma 14.2 , for $1 \leq i, j \leq n_{1}$,

$$
\begin{aligned}
(I-\mu)\left(P_{i} P_{j}\right) & =-P_{i} a_{j}-P_{j} a_{i}-a_{i j} \\
(I-\mu)\left(P_{i} \psi^{j}\right) & =P_{i} a_{j}-b_{i j} \\
(I-\mu)\left(P_{j} \psi^{i}\right) & =P_{j} a_{i}-b_{j i}
\end{aligned}
$$

Hence

$$
(I-\mu)\left[\left(P_{i}+\psi^{i}\right)\left(P_{j}+\psi^{j}\right)\right]=-a_{i j}-b_{i j}-b_{j i}+\left[(I-\mu)\left(\psi^{i} \psi^{j}\right)\right]
$$

It follows that $(I-\mu) u^{2}$ is a function of type P. Since $\left\langle(I-\mu)\left(\psi^{i} \psi^{j}\right)\right\rangle=0$, we have

$$
\left\langle(I-\mu)\left(\left(P_{i}+\psi^{i}\right)\left(P_{j}+\psi^{j}\right)\right)\right\rangle=-2 q_{i j} .
$$

Hence

$$
\left\langle(I-\mu) u^{2}\right\rangle=-2 \sum_{1 \leq i, j \leq n_{1}} q_{i j} \xi^{i} \xi^{j} .
$$

Now, if we had $\sum_{1 \leq i, j \leq n_{1}} q_{i j} \xi_{i} \xi_{j}=0$, then we would have $(I-\mu) u^{2}=0$. Since the function $f(t)=t^{2}$ is strictly convex, this would imply that $u=$ const, which is absurd.
15. Proof of Propositions $\mathbf{1 . 3}$ and $\mathbf{1 . 4}$ in the general case. The proof of Propositions 1.3 and 1.4 in the general case is similar to the proof in the case $\Gamma=\Gamma_{N}($ see Section 9$)$. The only difference is that instead of Lemma 9.1 we must use the following generalization:

Lemma 15.1. There is a constant $c>0$ such that, for all $n \in \mathbb{N}, T \geq 1$,

$$
\begin{equation*}
\left\|p_{n+T}^{H \mu}-\mu^{n} p_{T}^{H \varphi}\right\|_{\infty} \leq c T^{-(D+1) / 2} \tag{15.1}
\end{equation*}
$$

Proof. Let

$$
U_{t}=p_{t}^{H \mu}-\sum_{1 \leq j \leq n_{2}} \psi^{j} X_{j} p_{t}^{H \mu}-\sum_{1 \leq i, j \leq n_{1}} \psi^{i j} X_{i} X_{j} p_{t}^{H \mu} .
$$

By (6.10), there is a $c>0$ such that, for all $T \geq 1$ and $t \geq 0$,

$$
\left\|X_{j} p_{t+T}^{H \mu}\right\|_{\infty} \leq c(t+T)^{-(D+1) / 2}, \quad\left\|X_{i} X_{j} p_{t+T}^{H \mu}\right\|_{\infty} \leq c(t+T)^{-(D+2) / 2}
$$

So to prove (15.1) it is enough to prove that there is a $c>0$ such that, for all $T \geq 1$ and $t \geq 0$,

$$
\begin{equation*}
\left\|U_{n+T}-\mu^{n} U_{T}\right\|_{\infty} \leq c T^{-(D+1) / 2} \tag{15.2}
\end{equation*}
$$

By (14.10) and (6.10) there is a $c>0$ such that, for all $t \geq 1$,

$$
\begin{equation*}
\left\|U_{t+1}-\mu U_{t}\right\|_{\infty} \leq c t^{-(D+3) / 2} \tag{15.3}
\end{equation*}
$$

We have

$$
\begin{aligned}
U_{n+T}-\mu^{n} U_{T} & =U_{n+T}-\mu^{n-1} U_{1+T}+\mu^{n-1} U_{1+T}-\mu^{n} U_{T} \\
& =\sum_{0 \leq i \leq n-1} \mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right) .
\end{aligned}
$$

So, by (15.3),

$$
\begin{aligned}
\left\|U_{n+T}-\mu^{n} U_{T}\right\|_{\infty} & \leq \sum_{0 \leq i \leq n-1}\left\|\mu^{i}\right\|_{1}\left\|U_{n-i+T}-\mu U_{n-i-1+T}\right\|_{\infty} \\
& \leq c \sum_{0 \leq i \leq n-1}(n-i-1+T)^{-(D+3) / 2} \\
& \leq c T^{-(D+1) / 2}
\end{aligned}
$$

and the lemma follows.
16. Proof of the Gaussian estimate in the general case. The of proof of (1.14) follows the same lines as in the case $\Gamma_{N}=\Gamma$ (see Section 10). The only change is that we must replace the functions $H_{k}$ by their modifications $U_{k}, k \geq 1$.
16.1. The functions $U_{k}$. Let the family of functions $\rho_{k}$ be as in Section 10.1, let us fix $A>0$ and $B>0$ and let

$$
H_{k}(t, x)=\exp \left(-\frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{A(k+t)}\right), \quad t \geq 0, x \in N
$$

We extend the functions $\rho_{k}$ and $H_{k}$ to $\Gamma$ by setting $\rho_{k}\left(x g_{\ell}\right)=\rho_{k}(x)$ and $H_{k}\left(t, x g_{\ell}\right)=H_{k}(t, x), x \in \Gamma_{N}, 0 \leq \ell \leq k$.

We do the same for the derivatives $X Y \cdots Z H_{k}, X, Y, \ldots, Z \in \mathfrak{n}$.
We consider the functions

$$
U_{k}=H_{k}(t, x)+\sum_{1 \leq j \leq n_{1}} \psi^{j} X_{j} H_{k}
$$

LEMMA 16.1. There are constants $A>0$ and $B>0$ such that, for all $k \geq 1$, $t \in[0, k]$ and all $|x|_{\Gamma} \leq a k$,

$$
\begin{equation*}
0<\frac{1}{2} H_{k}(t, x)<U_{k}(t, x)<2 H_{k}(t, x) \tag{16.1}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{k}(t+1, x)>\mu U_{k}(t, x) \tag{16.2}
\end{equation*}
$$

Proof. For all $X \in \mathfrak{n}$, we have

$$
\begin{equation*}
X H_{k}(t, x)=-\frac{1}{A} \frac{1}{k+t} 2\left(\rho_{k}(x)+B \sqrt{k}\right) X \rho_{k}(x) H_{k}(t, x) \tag{16.3}
\end{equation*}
$$

It follows that there is a $c>0$ such that, for all $|x|_{\Gamma} \leq a k$,

$$
\left|X H_{k}(t, x)\right| \leq c \frac{1}{A}\left(a+\frac{B}{\sqrt{k}}\right) H_{k}(t, x),
$$

which proves (16.1).

The proof of (16.2) is similar to the proof of (10.6) in the case $\Gamma=\Gamma_{N}$. We observe again that

$$
U_{k}(t+1, x)-\mu U_{k}(t, x)=U_{k}(t+1, x)-U_{k}(t, x)+(I-\mu) U_{k}(t, x) .
$$

Since the correctors $\psi^{j}$ are functions defined on $\Gamma / \Gamma_{N}$, which is finite, there is a $c>0$ such that

$$
\begin{aligned}
U_{k}(t+1, x)-U_{k}(t, x) \geq & \inf \left\{\frac{\partial}{\partial s} H_{k}(s, x) ; s \in[t, t+1]\right\} \\
& -c \sup \left\{\left|\nabla_{X} \frac{\partial}{\partial s} H_{k}(s, y)\right| ; s \in[t, t+1], y \in x V\right\} .
\end{aligned}
$$

Also, by (14.8),

$$
\left|(I-\mu) U_{k}(t, x)\right| \leq c \sup \left\{\nabla_{X}^{2} H_{k}(t, y) ; y \in x V\right\}
$$

It follows that

$$
\begin{align*}
U_{k}(t+ & 1, x)-\mu U_{k}(t, x) \\
\geq & \inf \left\{\frac{\partial}{\partial s} H_{k}(s, x) ; s \in[t, t+1]\right\}  \tag{16.4}\\
& -c \sup \left\{\left|\nabla_{X} \frac{\partial}{\partial s} H_{k}(s, y)\right| ; s \in[t, t+1], y \in x V\right\} \\
& -c \sup \left\{\nabla_{X}^{2} H_{k}(t, y) ; y \in x V\right\} .
\end{align*}
$$

As in the proof of (10.6) we observe that

$$
\begin{equation*}
\frac{\partial}{\partial t} H_{k}(t, x)=\frac{1}{A} \frac{1}{k+t} \frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{k+t} H_{k}(t, x) \tag{16.5}
\end{equation*}
$$

and that, for all $X, Y \in \mathfrak{n}$,

$$
\begin{aligned}
\frac{\partial}{\partial t} X H_{k}(t, x)=\frac{1}{A} \frac{1}{k+t} & {\left[2 \frac{\rho_{k}(x)+B \sqrt{k}}{k+t} X \rho_{k}(x)\right.} \\
& -\frac{\left(\rho_{k}(x)+B \sqrt{k}\right)^{2}}{k+t} \frac{1}{A} \frac{1}{k+t} 2\left(\rho_{k}(x)\right. \\
& \left.+B \sqrt{k}) X \rho_{k}(x)\right] H_{k}(t, x) \\
=\frac{1}{A} \frac{1}{k+t}[ & 2 \frac{\rho_{k}(x)+B \sqrt{k}}{k+t} X \rho_{k}(x) \\
& \left.-2 \frac{1}{A} \frac{1}{(k+t)^{2}}\left(\rho_{k}(x)+B \sqrt{k}\right)^{3} X \rho_{k}(x)\right] H_{k}(t, x)
\end{aligned}
$$

and

$$
\begin{align*}
& X Y H_{k}(t, x) \\
& \qquad \begin{aligned}
=-\frac{1}{A} \frac{1}{k+t} & {\left[2 X \rho_{k}(x) Y \rho_{k}(x)-2\left(\rho_{k}(x)+B \sqrt{k}\right) X Y \rho_{k}(x)\right.} \\
& \left.+\frac{1}{A} \frac{1}{(k+t)} 4\left(\rho_{k}(x)+B \sqrt{k}\right)^{2} X \rho_{k}(x) Y \rho_{k}(x)\right] H_{k}(t, x)
\end{aligned} \tag{16.7}
\end{align*}
$$

Case $\mathrm{I}\left(|x|_{\Gamma} \leq \sqrt{k}-1\right.$ and $\left.t \in[0, k]\right)$. By construction, for all $|x|_{\Gamma} \leq \sqrt{k}$,

$$
U_{k}(t, x)=H_{k}(t, x)=\exp \left(-\frac{B^{2} k}{A(k+t)}\right)
$$

Hence, for all $|x|_{\Gamma} \leq \sqrt{k}-1$,

$$
U_{k}(t+1, x)>U_{k}(t, x)=\left(\mu U_{k+1}(t, \cdot)\right)(x)
$$

Case II $\left(\sqrt{k}-1 \leq|x|_{\Gamma} \leq \zeta \sqrt{k}+1\right.$ and $\left.0 \leq t \leq k\right)$. Then by (16.5)-(16.7) there is a $c>0$ such that

$$
\begin{aligned}
& U_{k}(t+1, x)-\mu U_{k}(t, x) \\
& \begin{aligned}
& \geq \frac{1}{A} \frac{1}{k+t+1} {\left[\frac{B^{2} k}{k+k+1}-c \frac{c \sqrt{k}+B \sqrt{k}}{k}\right.} \\
&-c \frac{1}{A} \frac{1}{k^{2}}(c \sqrt{k}+B \sqrt{k})^{3}-c-c(c \sqrt{k}+B \sqrt{k}) \frac{1}{\sqrt{k}} \\
&\left.-c \frac{1}{A} \frac{1}{k}(c \sqrt{k}+B \sqrt{k})^{2}-c(c \sqrt{k}+B \sqrt{k}) \frac{1}{\sqrt{k}}\right] H_{k}(t, x) \\
& \geq \frac{1}{A} \frac{1}{k+t+1}\left[\frac{B^{2}}{3}-c \frac{c+B}{\sqrt{k}}-c \frac{1}{A} \frac{1}{\sqrt{k}}(c+B)^{3}\right. \\
&\left.\quad c-c(c+B)-c \frac{1}{A}(c+B)^{2}-c(c+B)\right] H_{k}(t, x) .
\end{aligned}
\end{aligned}
$$

So, by choosing $B$ large enough that

$$
\frac{B^{2}}{6}>+c(c+B)+c+c(c+B)+c(c+B)
$$

and then $A$ large enough that

$$
\frac{B^{2}}{6}>c \frac{1}{A}(c+B)^{3}+c \frac{1}{A}(c+B)^{2}
$$

we have

$$
U_{k}(t+1, x)>\mu U_{k}(t, x)
$$

Case IIII ( $\zeta \sqrt{k}+1<|x|_{\Gamma}<a k$ and $0 \leq t \leq k$ ). Then by (16.5)-(16.7) there is a $c>0$ such that

$$
\begin{aligned}
& U_{k}(t+1, x)-\mu U_{k}(t, x) \\
& \geq \frac{1}{A} \frac{1}{k+t+1}[ \frac{\left(|x|_{\Gamma}+B \sqrt{k}\right)^{2}}{k+t+1}-c \frac{c|x|_{\Gamma}+B \sqrt{k}}{k+t} \\
&-c \frac{1}{A} \frac{1}{k^{2}}\left(|x|_{\Gamma}+B \sqrt{k}\right)^{3}-c-c\left(|x|_{\Gamma}+B \sqrt{k}\right) \frac{1}{|x|_{\Gamma}} \\
&\left.-c \frac{1}{A} \frac{1}{k}\left(|x|_{\Gamma}+B \sqrt{k}\right)^{2}-c\left(|x|_{\Gamma}+B \sqrt{k}\right) \frac{1}{|x|_{\Gamma}}\right] H_{k}(t, x) \\
& \geq \frac{1}{A} \frac{1}{k+t+1}[ \left(|x|_{\Gamma}+B \sqrt{k}\right) \frac{|x|_{\Gamma}+B \sqrt{k}}{3 k}-c \frac{|x|_{\Gamma}+B \sqrt{k}}{k} \\
&-c \frac{1}{A}\left(\frac{|x|_{\Gamma}+B \sqrt{k}}{k}\right)^{2}\left(|x|_{\Gamma}+B \sqrt{k}\right)-c-c\left(1+\frac{B \sqrt{k}}{|x|_{\Gamma}}\right) \\
&\left.\quad-c \frac{1}{A} \frac{|x|_{\Gamma}+B \sqrt{k}}{k}\left(|x|_{\Gamma}+B \sqrt{k}\right)-c\left(1+\frac{B \sqrt{k}}{|x|_{\Gamma}}\right)\right] H_{k}(t, x) .
\end{aligned}
$$

So, by choosing $B$ large enough that
$\left(|x|_{\Gamma}+B \sqrt{k}\right) \frac{|x|_{\Gamma}+B \sqrt{k}}{6 k}>c \frac{|x|_{\Gamma}+B \sqrt{k}}{k}+c+c\left(1+\frac{B \sqrt{k}}{|x|_{\Gamma}}\right)+c\left(1+\frac{B \sqrt{k}}{|x|_{\Gamma}}\right)$
and $A$ large enough that

$$
\begin{aligned}
\left(|x|_{\Gamma}+B \sqrt{k}\right) \frac{|x|_{\Gamma}+B \sqrt{k}}{6 k}> & \frac{1}{A}\left(\frac{|x|_{\Gamma}+B \sqrt{k}}{k}\right)^{2}\left(|x|_{\Gamma}+B \sqrt{k}\right) \\
& +c \frac{1}{A} \frac{|x|_{\Gamma}+B \sqrt{k}}{k}\left(|x|_{\Gamma}+B \sqrt{k}\right),
\end{aligned}
$$

we have

$$
U_{k}(t+1, x)>\mu U_{k}(t, x),
$$

which ends the proof of the lemma.
17. The proof of the Berry-Esseen estimate in the general case. In this section, we give the proof of Theorem 11.1 in the case when $\Gamma \neq \Gamma_{N}$. The general strategy is the same.

Let $L_{H \mu}$ be the homogenized sub-Laplacian associated with $\mu$ and let $p_{t}^{H \mu}(x, y)$ be its heat kernel. We extend $p_{t}^{H \mu}(x, y)$ to $\Gamma$ by setting

$$
p_{t}^{H \varphi}\left(x g_{i}, y g_{j}\right)=\frac{1}{k+1} p_{t}^{H \varphi}(x, y), \quad x, y \in N, 0 \leq i, j \leq k .
$$

Let us also recall that by (4.2) there are $\gamma \in(0,1]$ and $c>0$ such that

$$
\begin{equation*}
\left\|\nabla_{U} \mu^{n}\right\|_{\infty} \leq c n^{-(D+\gamma) / 2}, \quad n \in \mathbb{N} . \tag{17.1}
\end{equation*}
$$

The following result is a generalization of Theorem 11.1.
THEOREM 17.1. There is a $c>1$ such that, for all $x, y \in \Gamma$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\mu^{n}(x, y)-p_{n}^{H \mu}(x, y)\right| \leq c n^{-(D+\gamma) / 2} . \tag{17.2}
\end{equation*}
$$

We point out again that, once we have proved Theorem 1.14, the above inequality will hold with $\gamma=1$.

Let the kernel $S_{t}(x, y)$ be as in Section 11 and let us extend it to $\Gamma$ by setting

$$
S_{t}\left(x g_{i}, y g_{j}\right)=\frac{1}{k+1} S_{t}(x, y), \quad x, y \in N, 0 \leq i, j \leq k
$$

Theorem 17.1 is proved in exactly the same way as Theorem (11.1), once we have the following analogues of Lemmas 11.2 and 11.3.

Lemma 17.2. There are constants $a, b \geq 1$ such that, for all $T \geq 1$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\mu^{n}-p_{n}^{H \mu}\right\|_{\infty} \leq a\left\|\left(\mu^{n}-p_{n}^{H \mu}\right) S_{T}\right\|_{\infty}+b \sqrt{T} n^{-(D+\gamma) / 2} . \tag{17.3}
\end{equation*}
$$

The proof of the above lemma is exactly the same as the proof of Lemma 11.2.
Lemma 17.3. There is a constant $c \geq 1$ such that if, for some $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\mu^{k}-p_{k}^{H \mu}\right\|_{\infty} \leq A k^{-(D+\gamma) / 2}, \quad 1 \leq k \leq n-1, \tag{17.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\left(\mu^{n}-p_{n}^{H \mu}\right) S_{T}\right\|_{\infty} \leq c\left(1+\frac{A}{\sqrt{T}}\right) n^{-(D+\gamma) / 2} . \tag{17.5}
\end{equation*}
$$

The proof of the above lemma, although similar in spirit to the proof of Lemma 11.3 , is technically more complicated. For the case when $\mu$ is symmetric, a proof of the above lemma is given in [2]. We give below an adaptation of that proof.
17.1. Proof of Lemma 17.3. Let $\mu^{\vee n}(x, y)=\mu^{n}(y, x), x, y \in \Gamma$, and let $L_{H \mu^{\vee}}$ be the homogenized sub-Laplacian associated with $\mu^{\vee}$. Note that $L_{H \mu^{\vee}}$ is just the formal adjoint of $L_{H \mu}$ and that its heat kernel $p_{t}^{\vee H \mu}(x, y)$ satisfies $p_{t}^{\vee H \mu}(x, y)=p_{t}^{H \mu}(y, x), x, y \in N$.
Finally, let $\psi^{\vee j}, 1 \leq j \leq n_{2}$, and $\psi^{\vee i j}, 1 \leq i, j \leq n_{1}$, be respectively the first and second order correctors associated with $\mu^{\vee}$.

We set

$$
W_{t}(x, y)=\sum_{1 \leq j \leq n_{2}} \psi^{j}(x) X_{j}^{x} p_{t}^{H \mu}(x, y)+\sum_{1 \leq i, j \leq n_{1}} \psi^{i j}(x) X_{i}^{x} X_{j}^{x} p_{t}^{H \mu}(x, y)
$$

and

$$
W_{t}^{\vee}(x, y)=\sum_{1 \leq j \leq n_{2}} \psi^{\vee j}(y) X_{j}^{y} p_{t}^{H \mu}(x, y)+\sum_{1 \leq j \leq n_{1}} \psi^{\vee i j}(y) X_{i}^{y} X_{j}^{y} p_{t}^{H \mu}(x, y)
$$

where the superscripts $x$ and $y$ denote differentiation with respect to the $x$ and $y$ variables respectively.

Let

$$
\begin{aligned}
U_{t} & =p_{t}^{H \mu}+W_{t} \\
U_{t}^{\vee} & =p_{t}^{H \mu}+W_{t}^{\vee}
\end{aligned}
$$

Let us also fix a $T \geq 1$. Then, to prove (17.5), it is enough to prove that

$$
\begin{equation*}
\left\|\mu^{n} S_{T}-U_{n+T}\right\|_{\infty} \leq c\left(1+\frac{A}{\sqrt{T}}\right) n^{-(D+\gamma) / 2} \tag{17.6}
\end{equation*}
$$

We have

$$
\begin{aligned}
U_{n+T}-\mu^{n} S_{T}= & U_{n+T}-\mu^{n-1} U_{1+T}+\mu^{n-1} U_{1+T}-\mu^{n} S_{T} \\
= & \sum_{0 \leq i \leq n-2}\left(\mu^{i} U_{n-i+T}-\mu^{i+1} U_{n-i-1+T}\right)+\mu^{n-1} U_{1+T}-\mu^{n} S_{T} \\
= & \sum_{0 \leq i \leq n-2} \mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right)+\mu^{n-1} U_{1+T}-\mu^{n} S_{T} \\
= & \sum_{0 \leq i \leq n / 2} \mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right) \\
& +\sum_{n / 2<i \leq n-2} \mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right) \\
& +\mu^{n-1}\left(U_{1+T}-\mu S_{T}\right) \\
= & \sum_{0 \leq i \leq n / 2} \mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right) \\
& +\sum_{n / 2<i \leq n-2}\left(\mu^{i}-U_{i}^{\vee}\right)\left(U_{n-i+T}-\mu U_{n-i-1+T}\right) \\
& +\sum_{n / 2<i \leq n-2} U_{i}^{\vee}\left(U_{n-i}-\mu U_{n-i-1+T}\right) \\
& +\left(\mu^{n-1}-U_{n-1}^{\vee}\right)\left(U_{1+T}-\mu S_{T}\right) \\
& +U_{n-1}^{\vee}\left(U_{1+T}-\mu S_{T}\right)
\end{aligned}
$$

In the rest of the proof, we make repeated use of (14.10) and (6.10). We have

$$
\begin{align*}
& \sum_{0 \leq i \leq n / 2}\left\|\mu^{i}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right)\right\|_{\infty} \\
& \quad \leq \sum_{0 \leq i \leq n / 2}\left\|\mu^{i}\right\|_{1}\left\|\left(U_{n-i}-\mu U_{n-i-1}\right)\right\|_{\infty}  \tag{17.8}\\
& \quad \leq \sum_{0 \leq i \leq n / 2} c(n-i-1+T)^{-(D+3) / 2} \\
& \quad \leq c n^{-(D+1) / 2} .
\end{align*}
$$

By the inductive hypothesis (17.4),

$$
\begin{align*}
& \quad \sum_{n / 2<i \leq n-2}\left\|\left(\mu^{i}-U_{i}^{\vee}\right)\left(U_{n-i+T}-\mu U_{n-i-1+T}\right)\right\|_{\infty} \\
& \quad \leq \sum_{n / 2<i \leq n-2}\left\|\left(\mu^{i}-U_{i}^{\vee}\right)\right\|_{\infty}\left\|\left(U_{n-i+T}-\mu U_{n-i-1+T}\right)\right\|_{1}  \tag{17.9}\\
& \quad \leq \sum_{n / 2<i \leq n-2} A i^{-(D+\gamma) / 2} c(n-i-1+T)^{-3 / 2} \\
& \quad \leq c A \frac{1}{\sqrt{T}} n^{-(D+\gamma) / 2}
\end{align*}
$$

We have (arguing as in the proof of Lemma 11.3) that

$$
\left\|\mu S_{T}-p_{T}^{H \mu}\right\|_{1} \leq \frac{c}{\sqrt{T}}, \quad T \geq 1 .
$$

Also, by (6.10),

$$
\left\|p_{T+1}^{H \mu}-p_{T}^{H \mu}\right\|_{1} \leq \frac{c}{T}, \quad T \geq 1 .
$$

Hence

$$
\begin{align*}
& \left\|\left(\mu^{n-1}-U_{n-1}^{\vee}\right)\left(U_{1+T}-\mu S_{T}\right)\right\|_{\infty} \\
& \quad \leq\left\|\mu^{n-1}-U_{n-1}^{\vee}\right\|_{\infty}\left\|U_{1+T}-\mu S_{T}\right\|_{1} \leq c A \frac{1}{\sqrt{T}} n^{-(D+\gamma) / 2} . \tag{17.10}
\end{align*}
$$

To estimate the remaining term in (17.7), we observe that

$$
\begin{aligned}
& \sum_{n / 2<i \leq n-2} U_{i}^{\vee}\left(U_{n-i+T}-\mu U_{n-i-1+T}\right)+U_{n-1}^{\vee}\left(U_{1+T}-\mu S_{T}\right) \\
& =U_{[n / 2]+1}^{\vee} U_{n-[n / 2]-1+T}-U_{n-1}^{\vee} \mu S_{T} \\
& \quad+\sum_{n / 2<i \leq n-2}\left(U_{i+1}^{\vee}-U_{i}^{\vee} \mu\right) U_{n-i-1+T} .
\end{aligned}
$$

Now

$$
\begin{align*}
& \sum_{n / 2<i \leq n-2}\left\|\left(U_{i+1}^{\vee}-U_{i}^{\vee} \mu\right) U_{n-i-1+T}\right\|_{\infty} \\
& \quad \leq \sum_{n / 2<i \leq n-2}\left\|U_{i+1}^{\vee}-U_{i}^{\vee} \mu\right\|_{\infty}\left\|U_{n-i-1+T}\right\|_{1}  \tag{17.11}\\
& \quad \leq \sum_{n / 2<i \leq n-1} c i^{-(D+3) / 2} \\
& \quad \leq c n^{-(D+1) / 2}
\end{align*}
$$

Also

$$
\begin{aligned}
U_{[n / 2]+1}^{\vee} & U_{n-[n / 2]-1+T}-U_{n-1}^{\vee} \mu S_{T} \\
= & \left(p_{[n / 2]+1}^{H \mu}+W_{[n / 2]+1}^{\vee}\right)\left(p_{n-[n / 2]-1+T}^{H \mu}+W_{n-[n / 2]-1+T}\right) \\
& -\left(p_{n-1}^{H \mu}+W_{n-1}^{\vee}\right) \mu S_{T} \\
= & U_{[n / 2]+1}^{\vee} W_{n-[n / 2]-1+T}+W_{[n / 2]+1}^{\vee} U_{n-[n / 2]-1+T} \\
& +W_{n-1}^{\vee} \mu S_{T}+p_{[n / 2]+1}^{H \mu} p_{n-[n / 2]-1+T}^{H \mu}-p_{n-1}^{H \mu} \mu S_{T} .
\end{aligned}
$$

By (6.10), for all $x, y \in \Gamma$,

$$
\left|p_{n+T}^{H \mu}(x, y)-\sum_{z \in \Gamma} p_{[n / 2]+1}^{H \mu}(x, z) p_{n-[n / 2]-1+T}^{H \mu}(z, y)\right| \leq c n^{-(D+1) / 2}
$$

and

$$
\left|p_{n+T}^{H \mu}(x, y)-\sum_{z \in \Gamma} p_{n-1}^{H \mu}(x, z)\left(m S_{T}\right)(z, y)\right| \leq c n^{-(D+1) / 2}
$$

Hence

$$
\left\|p_{[n / 2]+1}^{H \mu} p_{n-[n / 2]-1+T}^{H \mu}-p_{n-1}^{H \mu} \mu S_{T}\right\|_{\infty} \leq c n^{-(D+1) / 2}
$$

It follows that

$$
\begin{align*}
& \left\|U_{[n / 2]+1}^{\vee} U_{n-[n / 2]-1+T}-U_{n-1}^{\vee} \mu S_{T}\right\|_{\infty} \\
& \quad \leq\left\|U_{[n / 2]+1}^{\vee}\right\|_{1}\left\|W_{n-[n / 2]-1+T}\right\|_{\infty} \\
& \quad+\left\|W_{[n / 2]+1}^{\vee}\right\|_{\infty}\left\|U_{n-[n / 2]-1+T}\right\|_{1}+\left\|W_{n-1}^{\vee}\right\|_{\infty}\left\|\mu S_{T}\right\|_{1} \\
& \quad+\left\|p_{[n / 2]+1}^{H \mu} p_{n-[n / 2]-1+T}^{H \mu}-p_{n-1}^{H \mu} \mu S_{T}\right\|_{\infty}  \tag{17.12}\\
& \quad \leq c(n-[n / 2]-1+T)^{-(D+1) / 2}+c([n / 2]+1)^{-(D+1) / 2} \\
& \quad+c(n-1)^{-(D+1) / 2}+c n^{-(D+1) / 2} \\
& \quad \leq c n^{-(D+1) / 2} .
\end{align*}
$$

Summing (17.8)-(17.12), we obtain (17.6) and the lemma follows.
18. The corrected monomials $\boldsymbol{Q}_{P_{i}}^{\psi}$. The goal of this section is to construct the corrected monomials $Q_{P_{i}}^{\psi}$ appearing in Theorem 1.11.

Let the monomials $P_{i}, i=0,1,2, \ldots$, be as in Section 6.1 and let us associate with these monomials and the sub-Laplacian $L_{H \mu}$ polynomials $Q_{P_{i}}$ satisfying (6.6).

Note that, by (6.5) and (6.6), we can associate with every polynomial $P(t, x)$ on $\mathbb{R} \times N$ another polynomial $Q(t, x)$ satisfying

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+L_{H \mu}\right) Q(t, x)=P(t, x)  \tag{18.1}\\
\operatorname{deg}_{H} Q(t, x)=\operatorname{deg}_{H} P(t, x)+2
\end{gather*}
$$

Then the corrected monomials $Q_{P_{i}}^{\psi}$ will be furnished by the following:
PROPOSITION 18.1. With every monomial $Q_{P_{i}}(t, g)$ with $\operatorname{deg}_{H} Q_{P_{i}}=d$, as above, we can associate a polynomial

$$
\begin{equation*}
Q_{P_{i}}^{\psi}(t, x)=P_{i}(t, x)+\sum_{0 \leq j \leq v_{d-1}} \psi_{j}^{i}(x) P_{j}(t, x) \tag{18.2}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L_{H \mu}\right) Q_{P_{i}}=\left(\partial_{1}+(I-\mu)\right) Q_{P_{i}}^{\psi} \tag{18.3}
\end{equation*}
$$

and where the functions $\psi_{j}^{i}$ are of type $P$.
Before we continue with the proof of Proposition 18.1, let us observe that by (14.10) we can take (1) for $1<i \leq \nu_{1}$ (note that $\nu_{1}=n_{1}$ ),

$$
\begin{equation*}
Q_{P_{i}}^{\psi}=P_{i}+\psi^{i} \tag{18.4}
\end{equation*}
$$

and (2) for $\nu_{1}<i \leq \nu_{2}$,

$$
\begin{equation*}
Q_{P_{i}}^{\psi}=P_{i}+\sum_{1 \leq j \leq n_{2}} \psi^{j} X_{j} P_{i}+\sum_{1 \leq \ell, j \leq n_{1}} \psi^{\ell j}(z) X_{\ell} X_{j} P_{i} . \tag{18.5}
\end{equation*}
$$

Proof of Proposition 18.1. By (18.4) and (18.5) we can assume that $k \geq 3$. Then as a first approximation to $Q_{P_{i}}^{\psi}$ we take

$$
Q_{P_{i}}^{\psi, 1}=Q_{P_{i}}+\sum_{1 \leq j \leq n_{2}} \psi^{j} X_{j} Q_{P_{i}}+\sum_{1 \leq \ell, j \leq n_{1}} \psi^{\ell j} X_{\ell} X_{j} Q_{P_{i}}
$$

By (14.10),

$$
\begin{equation*}
\left(\partial_{1}+(I-\mu)\right) Q_{P_{i}}^{\psi, 1}=\left(\frac{\partial}{\partial t}+L_{H \mu}\right) Q_{P_{i}}+\sum_{0 \leq j \leq v_{d-3}} f_{j}^{i, 1} P_{j} \tag{18.6}
\end{equation*}
$$

where the functions $f_{j}^{i, 1}$ are of type P .
Making use of (18.1), for every $v_{d-4}<\ell \leq v_{d-3}$, we consider a polynomial $R_{\ell}$ satisfying

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+L_{H \mu}\right) R_{\ell}=-P_{\ell}  \tag{18.7}\\
\operatorname{deg}_{H} Q_{\ell}=\operatorname{deg}_{H} P_{\ell}+2=d-1
\end{gather*}
$$

Arguing in the same way as for the definition of the correctors, we consider functions $\phi_{\mu}^{i, 1}$ which are of type P and which satisfy

$$
\begin{equation*}
(I-\mu) \phi_{\ell}^{i, 1}=-f_{\ell}^{i, 1}+\left\langle f_{\ell}^{i, 1}\right\rangle \quad \text { and } \quad\left\langle\phi_{\ell}^{i, 1}\right\rangle=0 \tag{18.8}
\end{equation*}
$$

Let

$$
R_{\ell}^{f}=\left\langle f_{\ell}^{i, 1}\right\rangle\left(R_{\ell}+\sum_{1 \leq j \leq n_{2}} \psi^{j} X_{j} R_{\ell}+\sum_{1 \leq \lambda, j \leq n_{1}} \psi^{i j} X_{\lambda} X_{j} R_{\ell}\right)+\phi_{\ell}^{i, 1} P_{\ell}
$$

As a second approximation to $Q_{P_{i}}^{\psi}$ we consider the corrected polynomial

$$
Q_{P_{i}}^{\psi, 2}=Q_{P_{i}}^{\psi, 1}+\sum_{v_{d-4}<\ell \leq v_{d-3}} R_{\ell}^{f}
$$

This polynomial satisfies

$$
\left(\partial_{1}+(I-\mu)\right) Q_{P_{i}}^{\psi, 2}=\left(\frac{\partial}{\partial t}+L_{H \mu}\right) Q_{P_{i}}+\sum_{0 \leq j \leq n_{d-4}} f_{j}^{i, 2} P_{j},
$$

where the functions $f_{j}^{i, 2}$ are again of type P .
We repeat the same procedure another $d-2$ times. The polynomial $Q_{P_{i}}^{\psi, k}$ that we obtain in the end will satisfy (18.2) and (18.3).
19. Harnack inequalities for higher order spatial differences. If $\Gamma$ is not nilpotent, then the analogue of (1.21) for higher order spatial differences is in general false. To see this, let us assume for simplicity that there is a finite subgroup $M \leq \Gamma$ such that $\Gamma=\Gamma_{N} M$ and $\Gamma \cap M=\{e\}$ (i.e., $\Gamma$ is isomorphic to the semidirect product $\left.\Gamma_{N} \lambda M\right)$ and let us consider the function

$$
u=P_{j}+\psi^{j},
$$

where $k_{1}<j \leq n_{1}$. This function grows linearly; that is, there is a $c>0$ such that

$$
\sup \left\{|u| ; U^{r}\right\} \leq c r, \quad r \geq 1,
$$

and it satisfies $(I-\mu) u=0$. Also, $\partial_{z} \partial_{w} u=\partial_{z} \partial_{w} \psi^{j}$ for all $z, w \in M$. So, if $\partial_{z} \partial_{w} \psi^{j} \neq 0$, then the inequality

$$
\left.\sup \left\{\left|\partial_{z} \partial_{w} u\right| ; M\right\} \leq c r^{-2} \sup \left\{|u| ; U^{r}\right)\right\}, \quad r \geq 1
$$

is false.
20. Berry-Esseen estimates for the differences. The goal of this section is to prove the Berry-Esseen estimates (1.28) and (1.30).

We use the notation of Section 17. We set

$$
W_{t}(x, y)=\sum_{1 \leq j \leq n_{2}} \psi^{j}(x) X_{j}^{x} p_{t}^{H \mu}(x, y)+\sum_{1 \leq i, j \leq n_{1}} \psi^{i j}(x) X_{i}^{x} X_{j}^{x} p_{t}^{H \mu}(x, y)
$$

and

$$
U_{t}(x, y)=p_{t}^{H \mu}(x, y)+W_{t}(x, y)
$$

Then, by (1.23),

$$
\begin{equation*}
\left\|\mu^{n}-U_{n}\right\|_{\infty} \leq c n^{-(D+1) / 2} \tag{20.1}
\end{equation*}
$$

20.1. Proof of Theorem 1.21. It is enough to prove that there is a constant $c>0$ such that, for all $z \in U$,

$$
\begin{equation*}
\left\|\partial_{z} \mu^{n}-\partial_{z} U_{n}\right\|_{\infty} \leq c n^{-(D+2) / 2} \tag{20.2}
\end{equation*}
$$

We have

$$
\begin{aligned}
U_{n}-\mu^{n} & =\sum_{0 \leq i<[n / 2]} \mu^{i} U_{n-i}-\mu^{i+1} U_{n-i-1}+\mu^{[n / 2]} U_{n-[n / 2]}-\mu^{n} \\
& =\sum_{0 \leq i<[n / 2]} \mu^{i}\left(U_{n-i}-\mu U_{n-i-1}\right)+\mu^{[n / 2]}\left(U_{n-[n / 2]}-\mu^{n-[n / 2]}\right)
\end{aligned}
$$

Hence, by (14.10) and (6.10),

$$
\begin{aligned}
\left\|\partial_{z} \mu^{n}-\partial_{z} U_{n}\right\|_{\infty} \leq & \sum_{0 \leq i<[n / 2]}\left\|\partial_{z} \mu^{i}\right\|_{1}\left\|U_{n-i}-\mu U_{n-i-1}\right\|_{\infty} \\
& +\left\|\partial_{z} \mu^{[n / 2]}\right\|_{1}\left\|U_{n-[n / 2]}-\mu^{n-[n / 2]}\right\|_{\infty} \\
\leq & \sum_{0<i<[n / 2]} c i^{-1 / 2}(n-i-1)^{-(D+3) / 2}+c n^{-1 / 2} n^{-(D+1) / 2} \\
\leq & c n^{-(D+2) 2}
\end{aligned}
$$

which proves (20.2) and the theorem follows.
20.2. Proof of Theorem 1.22. It is enough to prove that there is a constant $c>0$ such that

$$
\begin{equation*}
\left\|\partial_{1} \mu^{n}-\partial_{1} U_{n}\right\|_{\infty} \leq c n^{-(D+3) / 2}, \quad n \in \mathbb{N} \tag{20.3}
\end{equation*}
$$

We have

$$
\begin{aligned}
\partial_{1} U_{n}-\partial_{1} \mu^{n}= & \sum_{0 \leq i<[n / 2]} \mu^{i} \partial_{1} U_{n-i}-\mu^{i+1} \partial_{1} U_{n-i-1} \\
& +\mu^{[n / 2]} \partial_{1} U_{n-[n / 2]}-\partial_{1} \mu^{[n / 2]} \mu^{n-[n / 2]} \\
= & \sum_{0 \leq i<[n / 2]} \mu^{i}\left(\partial_{1} U_{n-i}-\mu \partial_{1} U_{n-i-1}\right) \\
& +\mu^{[n / 2]}\left(\partial_{1}+(I-\mu)\right) U_{n-[n / 2]}-\mu^{[n / 2]}(I-\mu) U_{n-[n / 2]} \\
& -\left(\partial_{1} \mu^{[n / 2]}\right) \mu^{n-[n / 2]} \\
= & \sum_{0 \leq i<[n / 2]} \mu^{i}\left(\partial_{1}+(I-\mu)\right) \partial_{1} U_{n-i-1} \\
& +\mu^{[n / 2]}\left(\partial_{1}+(I-\mu)\right) U_{n-[n / 2]}+\partial_{1} \mu^{[n / 2]}\left(U_{n-[n / 2]}-\mu^{n-[n / 2]}\right)
\end{aligned}
$$

Hence, by (14.10) and (6.10),

$$
\begin{aligned}
\left\|\partial_{1} \mu^{n}-\partial_{1} U_{n}\right\|_{\infty} \leq & \sum_{0 \leq i<[n / 2]}\left\|\mu^{i}\right\|_{1}\left\|\left(\partial_{1}+(I-\mu)\right) \partial_{1} U_{n-i-1}\right\|_{\infty} \\
& +\left\|\mu^{[n / 2]}\right\|_{1}\left\|\left(\partial_{1}+(I-\mu)\right) U_{n-[n / 2]}\right\|_{\infty} \\
& +\left\|\partial_{1} \mu^{[n / 2]}\right\|_{1}\left\|U_{n-[n / 2]}-\mu^{n-[n / 2]}\right\|_{\infty} \\
\leq & \sum_{0 \leq i<[n / 2]} c(n-i-1)^{-(D+5) 2} \\
& +c n^{-(D+3) / 2}+c n^{-1} n^{-(D+1) / 2} \\
\leq & c n^{-(D+3) / 2}
\end{aligned}
$$

which proves the theorem.

## 21. Riesz transforms.

21.1. Proof of Theorem 1.25 . The kernel $K_{k}$ of the operator $R_{k}$ is given by

$$
K_{k}(x, y)=\sum_{n \geq 0} a_{n} \partial_{z_{1}} \cdots \partial_{z_{k}} \mu^{n}(x, y)
$$

where the $a_{n}$ 's are as in the series $(1-t)^{-1 / 2}=\sum_{n \geq 0} a_{n} t^{n}$.

By (1.14) and (1.21), $K_{k}(x, y)$ satisfies the standard estimates

$$
\begin{equation*}
\left|K_{k}(x, y)\right| \leq \frac{c}{\left|y^{-1} x\right|_{\Gamma_{N}}^{D}} \tag{21.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{U}^{x} K_{k}(x, y)+\nabla_{U}^{y} K_{k}(x, y) \leq \frac{c}{\left|y^{-1} x\right|_{\Gamma_{N}}^{D+1}} \tag{21.2}
\end{equation*}
$$

where the superindices $x$ and $y$ denote differences with respect to the variables $x$ and $y$ respectively.

So by the Calderon-Zygmund theory (cf. [17, 42]), to prove Theorem 1.25, it is enough to prove that the operator $R_{k}$ is bounded on $L^{2}$. This can be done by an almost orthogonality argument (cf. [43], Chapter 7).

Let us denote by $T_{j}, j \in \mathbb{N}$, the operators with kernel $K_{j}$ given by

$$
K_{j}(x, y)=\sum_{2^{j-1} \leq n<2^{j}} a_{n} \partial_{z_{1}} \cdots \partial_{z_{k}} \mu^{n}
$$

Then $R_{k}=\partial_{z_{1}} \cdots \partial_{z_{k}}+\sum_{j \geq 1} T_{j}$. Also the kernels $K_{j}(x, y)$ satisfy

$$
\begin{equation*}
\sum_{y \in \Gamma_{N}} K_{j}(x, y)=\sum_{x \in \Gamma_{N}} K_{j}(x, y)=0 \tag{21.3}
\end{equation*}
$$

Furthermore, there is a $c>0$ such that, for all $j \in \mathbb{N}$,

$$
\left\|K_{j}\right\|_{1} \leq \sum_{2^{j-1} \leq n<2^{j}}\left|a_{n}\right|\left\|\partial_{z_{1}} \cdots \partial_{z_{k}} \mu^{n}\right\|_{1} \leq c
$$

Hence,

$$
\begin{equation*}
\sup _{j \in \mathbb{N}}\left\|T_{j}\right\|_{L^{2} \rightarrow L^{2}}<\infty \tag{21.4}
\end{equation*}
$$

Finally, by a straightforward calculation we can see that there is a $c>0$ such that, for all $j \in \mathbb{N}$ and $x \in \Gamma_{N}$,

$$
\begin{align*}
\sum_{x \in \Gamma_{N}}|x| \Gamma_{N}\left|K_{j}(x, y)\right| & \leq c 2^{j / 2} \\
\sum_{y \in \Gamma_{N}}|y| \Gamma_{N}\left|K_{j}(x, y)\right| & \leq c 2^{j / 2} \\
\sum_{y \in \Gamma_{N}}\left|K_{j}(x, y)-K_{j}(e, y)\right| & \leq c 2^{-j / 2}|x|_{\Gamma_{N}}  \tag{21.5}\\
\sum_{x \in \Gamma_{N}}\left|K_{j}(x, e)-K_{j}(x, y)\right| & \leq c 2^{-j / 2}|y|_{\Gamma_{N}}
\end{align*}
$$

It follows from (21.3), (21.4) and (21.5) that there is a $c>0$ such that

$$
\left\|T_{i} T_{j}^{*}\right\|_{L^{2} \rightarrow L^{2}}+\left\|T_{i}^{*} T_{j}\right\|_{L^{2} \rightarrow L^{2}} \leq c 2^{-|i-j| / 2}
$$

and from this we conclude that $R_{k}$ is bounded on $L^{2}$ (for details we refer the reader to [43], pages 623-625).

The same arguments also apply to the operator $R_{k}^{*}$.
21.2. Proof of Theorem 1.24. If $\Gamma$ is not nilpotent, then the kernel $K_{z}$ of the Riesz transform $R_{z}$ does not necessarily satisfy the estimate (21.2). So to prove theorem 1.24 we use (1.22) and Theorem 1.25.

More precisely, let us consider the kernels

$$
\begin{gathered}
K_{z}^{H \mu}(x, y)=\sum_{n \geq 0} a_{n} \partial_{z} p_{n}^{H \mu}(x, y), \quad x, y \in \Gamma \\
K_{j}^{H \mu}(x, y)=\sum_{n \geq 0} a_{n} X_{j} p_{n}^{H \mu}(x, y), \quad 1 \leq j \leq n_{1}, x, y \in \Gamma
\end{gathered}
$$

and let us denote by $R_{z}^{H \varphi}$ and $R_{j}^{H \mu}$ respectively the associated operators.
Arguing as in the proof of Theorem 1.25 in the previous section, we can prove that the operators $R_{j}^{H \mu}$ are bounded on $L^{p}(\Gamma), 1<p<\infty$, and from $L^{1}(\Gamma)$ to weak- $L^{1}(\Gamma)$.

Also, if $x, y, h \in \Gamma_{N}, 0 \leq i, j, \ell \leq k$ and $z=h g_{\ell}$, then

$$
\begin{aligned}
\partial_{z} p_{t}^{H \mu}\left(x g_{i}, y g_{j}\right) & =p_{t}^{H \mu}\left(x g_{i} h g_{\ell}, y g_{j}\right)-p_{t}^{H \mu}\left(x g_{i}, y g_{j}\right) \\
& =p_{t}^{H \mu}\left(x\left(g_{i} h\right)_{N}, y\right)-p_{t}^{H \mu}(x, y) \\
& =\partial_{\left(g_{i} h\right)_{N}} p_{t}^{H \mu}(x, y)
\end{aligned}
$$

So, if $w \in N$, then

$$
\partial_{w} \partial_{z} p_{t}^{H \mu}\left(x g_{i}, y g_{j}\right)=\partial_{w} \partial_{\left(g_{i} h\right)_{N}} p_{t}^{H \mu}(x, y)
$$

and hence there is a $c>0$ such that, for all $w \in V$ and $t \geq 1$,

$$
\left|\partial_{w} p_{t}^{H \mu}\left(x g_{i}, y g_{j}\right)\right| \leq c t^{-(D+2) / 2} \exp \left(-\frac{\left|x^{-1} y\right|_{\Gamma}^{2}}{c t}\right)
$$

It follows that

$$
\left|\partial_{w} K_{z}^{H \mu}\left(x g_{i}, y g_{j}\right)\right| \leq \frac{c}{\left|x^{-1} y\right|_{\Gamma}^{D+1}}
$$

So the operator $R_{z}^{H \mu}$ is also bounded on $L^{p}(\Gamma), 1<p<\infty$, and from $L^{1}(\Gamma)$ to weak- $L^{1}(\Gamma)$.

Let us consider the kernel $K_{z}^{H \mu}(x, y)$ that satisfies the estimate

$$
S_{z}(x, y)=K_{z}(x, y)-K_{z}^{H \mu}(x, y)-\sum_{1 \leq j \leq n_{1}}\left(\partial_{z} \psi^{j}(x)\right) K_{j}^{H \mu}(x, y), \quad x, y \in \Gamma
$$

Then it follows from (1.31) that for all $\varepsilon \in(0,1)$ there is a $c>0$ such that

$$
|S(x, y)| \leq \frac{c}{\left|x^{-1} y\right|_{\Gamma}^{D+\varepsilon}}, \quad x, y \in G
$$

that is, the kernel $S(x, y)$ is integrable and hence the operator

$$
S=R_{z}-R_{z}^{H \varphi}-\sum_{1 \leq j \leq n_{1}}\left(\partial_{z} \psi^{j}\right) R_{j}^{H \mu}
$$

is bounded on $L^{p}(\Gamma), 1 \leq p \leq \infty$.
Hence $R_{z}$ is bounded on $L^{p}, 1<p<\infty$, and from $L^{1}(\Gamma)$ to weak- $L^{1}(\Gamma)$.
The same arguments also apply to the operator $R_{z}^{*}$.
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