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The existence of a dominating point for an open convex set and a corresponding representation formula for large deviation probabilities are established in the infinite-dimensional setting under conditions which are both necessary and sufficient and follow from those used previously in $\mathbb{R}^{d}$. A precise nonlogarithmic estimate of large deviation probabilities applicable to Gaussian measures is also included.

1. Introduction. Let $X, X_{1}, X_{2}, X_{3}, \ldots$ be independent, identically distributed random vectors where $\mathscr{L}(X)=\mu$, and $\mu$ is a Borel probability measure on the real separable Banach space $B$. We assume throughout that the mean $m=\int_{B} x d \mu(x)$ exists as a Bochner integer. Let $B^{*}$ denote the topological dual space of $B$,

$$
\begin{equation*}
\hat{\mu}(f)=\int_{B} e^{f(x)} d \mu(x), \quad f \in B^{*} \tag{1.1}
\end{equation*}
$$

and define

$$
\begin{equation*}
\lambda(x)=\sup _{f \in B^{*}}[f(x)-\log \hat{\mu}(f)], \quad x \in B \tag{1.2}
\end{equation*}
$$

Then $\lambda$ is a nonnegative convex rate function (possibly taking the value $+\infty$ ), and we define

$$
\begin{equation*}
\operatorname{dom}(\lambda)=\{x \in B: \lambda(x)<\infty\} \tag{1.3}
\end{equation*}
$$

If $D$ is an open convex subset of $B$, then we will frequently assume that

$$
\begin{equation*}
m \notin \bar{D} \quad \text { and } \quad D \cap \operatorname{dom}(\lambda) \neq \phi \tag{1.4}
\end{equation*}
$$

and $\mu$ is such that

$$
\begin{equation*}
\int_{B} e^{t\|x\|} d \mu(x)<\infty \tag{1.5}
\end{equation*}
$$

for all (or for some) $t>0$.
If $S_{n}=X_{1}+\cdots+X_{n}$ for $n \geq 1$, then if (1.5) holds for all $t>0$, Donsker and Varadhan proved that the large deviation principle holds for $\left\{S_{n} / n\right\}$. More precisely, Theorem 5.3 of [7] implies that for any closed subset $F$ of $B$,

$$
\begin{equation*}
\lim \sup \frac{1}{n} \log P\left(S_{n} \in n F\right) \leq-\inf _{x \in F} \lambda(x) \tag{1.6}
\end{equation*}
$$

[^0]and for any open subset $G$ of $B$,
\[

$$
\begin{equation*}
\liminf _{n} \frac{1}{n} \log P\left(S_{n} \in n G\right) \geq-\inf _{x \in G} \lambda(x) . \tag{1.7}
\end{equation*}
$$

\]

If $B$ is finite-dimensional, then the exponential integrability in (1.5) need only exist for some $t>0$ instead of all $t>0$.

In [1], limits of large deviation probabilities are obtained under far less restrictive conditions, but they hold only for convex sets (actually finite unions of convex sets). In particular, if $D$ is an open convex subset of $B$, then Theorem 2.3 and Theorem 3.2 of [1] combine to imply that

$$
\begin{equation*}
\lim _{n} \frac{1}{n} \log P\left(S_{n} \in n D\right)=-\inf _{x \in D} \lambda(x) . \tag{1.8}
\end{equation*}
$$

In [1], no moments are assumed, and the argument proceeds via convexity considerations and subadditivity.

In [9] we proved that if $D$ is an open convex subset of $B$ such that (1.4) holds, and $\mu$ satisfies (1.5) for all $t>0$, then ( $D, \mu$ ) has a unique dominating point. That is, there exists a point $a_{0} \in \partial D$, the boundary of $D$, such that:
(i) $\lambda\left(a_{0}\right)=\inf _{x \in D} \lambda(x)=\inf _{x \in \bar{D}} \lambda(x)<\infty$.
(1.9) (ii) For some $g \in B^{*}$ we have

$$
D \subseteq\left\{x: g(x) \geq g\left(a_{0}\right)\right\} .
$$

(1.9) (iii) $\lambda\left(a_{0}\right)=g\left(a_{0}\right)-\log \hat{\mu}(g)$, and
(1.9) (iv) $a_{0}=\int_{B} x \exp \{g(x)-\log \hat{\mu}(g)\} d \mu(x)$, where the integral exists as a Bochner integral.

Of course, if $m \in \partial D$, then since $\lambda(m)=0$ and $\lambda(\cdot) \geq 0$, we set $a_{0}=m$, and (1.6) holds with $g$ taken to be the zero linear functional. Hence the main interest is when $m \notin \bar{D}$, and assuming (1.5) for all $t>0$, Theorem 1 in [9] proves dominating points exist in the infinite-dimensional setting with $g \in B^{*}$ satisfying a strict inequality in (1.9)(ii). A primary motivation for dominating points is the representation result

$$
\begin{equation*}
P\left(S_{n} \in n D\right)=\exp \left\{-n \lambda\left(a_{0}\right)\right\} J_{n}, \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{n}=E\left(\exp \left\{-g\left(T_{n}\right)\right\} I_{\left\{T_{n} \in n\left(D-a_{0}\right)\right\}}\right), \tag{1.11}
\end{equation*}
$$

$g(\cdot)$ is as in (1.9), $T_{n}=\sum_{j=1}^{n}\left(Z_{j}-a_{0}\right)$, and $Z, Z_{1}, Z_{2}, \ldots$ are i.i.d random vectors with $(d \mathscr{L} / d \mu)(Z)(x)=\exp \{g(x)-\log \hat{\mu}(g)\}$. The contrast between the Donsker-Varadhan results in (1.6) and (1.7) obtained under (1.5) for all $t>0$, and those by Bahadur-Zabell in (1.8) without exponential moment assumptions, suggests that perhaps the results in [9] can be established under less restrictive conditions. Of course, when $B$ is finite dimensional, the papers [10] and [11] are fundamental, and motivate the extensions we obtain here in the infinite-dimensional setting. This improvement is interesting, and perhaps somewhat surprising, since the assumption (1.5) for all $t>0$ is near
best possible for the full large deviation principle of (1.6) and (1.7) in the infinite-dimensional setting. Furthermore, our results are at the more delicate nonlogarithmic level, and the magnitude of $J_{n}$ can estimated in some situations. For example, since $g(x) \geq 0$ for $x \in\left(D-a_{0}\right)$ by (1.9)(ii), it follows that $J_{n}$ is obviously dominated by one, and (1.10) then immediately implies $P\left(S_{n} \in n D\right) \leq \exp \left\{-n \lambda\left(a_{0}\right)\right\}$ for all $n \geq 1$. An inequality of this general type also follows from the subadditive approach in [1], which gives $P\left(S_{n} \in n D\right) \leq \exp \left\{-n\left(\inf _{x \in D} \lambda(x)\right)\right\}$, provided $n \geq k$ and $k$ is such that $P\left(S_{n} \in n D\right)>0$ for all $n \geq k$. With a bit more care, the subadditive approach actually yields this inequality for all $n \geq 1$. This can be seen, for example, by Lemma 2.2 of [3], or Lemma 3.1.2 and Lemma 3.1.3 in [6]. However, it does not identify $\inf _{x \in D} \lambda(x)$ as $\lambda\left(a_{0}\right)$ for some point $a_{0} \in \bar{D}$. This identification is made in Lemma 2.1 below, provided the level sets of $\lambda$ are weakly compact. Of course, the fact that there exists a dominating point $a_{0}$ such that the representation in (1.10) and (1.11) holds is a more delicate matter, and has proved useful in recent applications to the Gibbs conditioning principle in [4]. Further results and comments regarding the magnitude of $J_{n}$ appear below.

If $A \subseteq B$, then $\operatorname{co}(A)$ denotes the convex hull of $A$. Throughout the paper, the set $S$ denotes the topological support of $\mu$. The closure of $\operatorname{co}(S)$ is given by $\overline{\operatorname{co}(S)}$ and Theorems 2.4 and 3.2 of [1] yield the fact that $\operatorname{dom}(\lambda) \subseteq \overline{\operatorname{co}(S)}$. Some important assumptions frequently invoked are as follows:
(A1) the level sets $\{x: \lambda(x) \leq t\}$ are weakly sequentially compact for all $t>0$. (A2) $\int_{B} e^{t\|x\|} d \mu(x)<\infty$ for some $t>0$.

Since $\lambda(x)$ is the supremum of weakly continuous functions on $B$, it is lower semicontinuous in the weak topology on $B$ (and hence also the norm topology). Thus the level sets in (A1) are weakly closed for all $t>0$. In particular, if $B$ is reflexive, then these level sets weakly compact provided they are bounded. Furthermore, if (A2) holds for some $t>0$, then it is easy to see that the level sets are are all bounded in $B$. We also know from the Eberlein-Smulian theorem ([8], page 430) that these level sets are weakly sequentially compact iff they are weakly compact, but we prefer (A1) as stated.

If $D$ is an open convex subset of $B$ such that $a_{0} \in \partial D$ and (1.9)(i) holds, then we call $a_{0}$ a predominating point for $(D, \mu)$. If the rate function $\lambda$ has weakly sequentially compact level sets, then we will see every convex open subset of $D$ satisfying $D \cap \operatorname{dom}(\lambda) \neq \varnothing$, has a predominating point.

To formulate our results it is useful to have easy access to another assumption, and hence we require some additional notation. If $f \in B^{*}$, we write $\mu^{f}$ to denote the Borel probability measure $\mu$ induces on $(-\infty, \infty)$ via the formula $\mu^{f}(A)=\mu\left(f^{-1}(A)\right)$. Then $\widehat{\mu^{f}}(t)=\hat{\mu}(t f)$ for $t \in \mathbb{R}$ and $f \in B^{*}$, and we define

$$
\begin{equation*}
\operatorname{dom}\left(\widehat{\mu^{f}}\right)=\left\{t: \widehat{\mu^{f}}(t)<\infty\right\} . \tag{1.12}
\end{equation*}
$$

The rate function for $\mu^{f}$ is defined by

$$
\begin{equation*}
\lambda_{\mu f}(s)=\sup _{t \in \mathbb{R}}\left[t s-\log \widehat{\mu^{f}}(t)\right], \tag{1.13}
\end{equation*}
$$

and if $\operatorname{dom}\left(\lambda_{\mu f}\right)$ has nonempty interior we write

$$
\begin{equation*}
\operatorname{int}\left(\operatorname{dom}\left(\lambda_{\mu f}\right)\right)=\left(a_{f}, b_{f}\right) . \tag{1.14}
\end{equation*}
$$

If $\mu^{f}$ has nondegenerate support, then the closed convex hull of its support, written $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{f}\right)}$ has nonempty interior, and by Theorem 2.4 c and Theorem 3.2 of [1], its closure is [ $a_{f}, b_{f}$ ]. Furthermore, it is then well known that $\log \widehat{\mu^{f}}$ is strictly convex on $\operatorname{dom}\left(\widehat{\mu^{f}}\right)$ (see the Remark below), and $\operatorname{dom}\left(\widehat{\mu^{f}}\right)$ is an interval of $\mathbb{R}$, possibly degenerate, containing the origin. The left endpoint of $\operatorname{dom}\left(\widehat{\mu^{f}}\right)$ is denoted by

$$
\begin{equation*}
t_{f}^{-}=\inf \left\{t: \widehat{\mu^{f}}(t)<\infty\right\}, \tag{1.15}
\end{equation*}
$$

and the right endpoint by

$$
\begin{equation*}
t_{f}^{+}=\sup \left\{t: \widehat{\mu^{f}}(t)<\infty\right\} . \tag{1.16}
\end{equation*}
$$

Of course, when (A2) holds, we have for all $f \in B^{*}$ that

$$
\begin{equation*}
\operatorname{dom}\left(\widehat{\mu^{f}}\right) \supseteq\left(t_{f}^{-}, t_{f}^{+}\right) \text {with } t_{f}^{-}<0 \quad \text { and } \quad t_{f}^{+}>0 . \tag{1.17}
\end{equation*}
$$

The set $\operatorname{dom}\left(\widehat{\mu^{f}}\right)$ may contain any combination of the endpoints $t_{f}^{-}$and $t_{f}^{+}$, and we are not assuming $\operatorname{dom}\left(\widehat{\mu^{f}}\right)$ is open. Furthermore, if $\mu^{f}$ is assumed not to be concentrated at a single point, and either $t_{f}^{-}<0$ or $t_{f}^{+}>0$, then an easy application of the Cauchy-Schwarz inequality shows the derivative of $\log \widehat{\mu^{f}}$ to be strictly increasing on $\left(t_{f}^{-}, t_{f}^{+}\right)$. Hence $\log \widehat{\mu^{f}}$ is strictly convex there, and the limit in our assumption (A3) below exists. Our third assumption consists of the inequality

$$
\begin{equation*}
\lim _{t \uparrow \uparrow_{f}^{+}} \frac{d}{d t} \log \widehat{\mu^{f}}(t) \geq b_{f} . \tag{A3}
\end{equation*}
$$

The following theorem presents our results regarding dominating points.
Theorem 1. Let $D$ be an open convex subset of $B$ such that (1.4) holds. Then we have the following results:
(I) If (A1) holds and $\lambda(x)=0$ iff $x=m$, then ( $D, \mu$ ) has a predominating point $a_{0}$, that is, $a_{0} \in \partial D$ and (1.9)(i) holds.
(II) Assume (A1) and (A2) hold. If $D$ is a half-space, say $D=\{x: f(x)>c\}$, and $\widehat{\mu^{f}}$ satisfies (A3), then $(D, \mu)$ has a dominating point $d_{0}$ given by the Bochner integral

$$
\begin{equation*}
d_{0}=\int_{B} x \exp \left(t_{0} f(x)\right) d \mu(x) / \hat{\mu}\left(t_{0} f\right), \tag{1.18}
\end{equation*}
$$

where $t_{0} \in\left(0, t_{f}^{+}\right)$and $g=t_{0} f$ in (1.9).
(III) Assume (A1) and (A2). Then every open convex subset D of B satisfying (1.4) has a unique dominating point if and only if (A3) holds for all $f \in B^{*}$.

Remarks. 1. Once the open convex set is chosen, the proof of part (III) in Theorem 1 shows the assumption (A3) need only hold for some $f \in B^{*}$ satisfying (2.4) below. Also observe that if $f$ satisfies (2.4), then (1.4) implies co(supp $\left.\left(\mu^{f}\right)\right)$ has nonempty interior.
2. If $\operatorname{co}\left(\operatorname{supp}\left(\mu^{f}\right)\right)$ has empty interior, then $\mu^{f}$ is concentrated at a single point and (A3) holds trivially. Hence the assumption in (A3) is important only when the support of $\mu^{f}$ is nondegenerate.
3. If $t_{f}^{+}=\infty$, then direct calculations imply (A3) if $b_{f}$ is finite or infinite. When $t_{f}^{+}<\infty$, then $b_{f}$ is necessarily infinite, and hence (A3) would hold if $\log \left(\widehat{\mu^{f}}\right)$ is essentially smooth. Conversely, if (A3) holds for both $f$ and $-f$, then $\log \left(\widehat{\mu^{f}}\right)$ is essentially smooth. Recall from [12] that if $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $\operatorname{dom}(h)=\left\{x \in \mathbb{R}^{d}: h(x)<\infty\right\}$, then $h$ is said to be essentially smooth if:
(i) $\operatorname{int}(\operatorname{dom}(h)) \neq \varnothing$.
(ii) $h$ is differentiable on $\operatorname{int}(\operatorname{dom}(h))$,
(iii) $\left\|D h\left(x_{i}\right)\right\| \rightarrow \infty$ whenever $x_{i} \rightarrow x_{0}, x_{0} \in \partial\left(\operatorname{dom}(h)\right.$ ), and $\left\{x_{i}\right\} \subseteq$ $\operatorname{int}(\operatorname{dom}(h))$.

Here $D h(x)$ is the Frechet derivative of $h$ at $x$. Also note that (iii) holds vacuously if $\operatorname{dom}(h)=\mathbb{R}^{d}$. Hence if $\hat{\mu}(f)$ is finite for all $f \in B^{*}$, then (A3) is satisfied. Essential smoothness can be defined analogously on $B^{*}$, and it is easy to show that this global assumption implies essential smoothness. Therefore (A3), for every $f \in B^{*}$. In particular, in $\mathbb{R}^{d}$ the assumption that (A3) holds for all $f \in B^{*}$ follows from the related assumptions used in [10] and [11].

The next theorem presents the representation result in (1.10). The proof is immediate.

Theorem 2. Let $D$ be an open convex subset of $B$ such that (1.4) holds. If $(D, \mu)$ has a dominating point, then (1.10) holds, where $J_{n}$ is an in (1.11).

Theorems 2 and 3 in [9] yield specific applications of the representation formula in (1.10) when (A2) holds for all $t>0$. As mentioned previously, $J_{n}$ in (1.11) is obviously dominated by one, but even more is true. Theorem 2 in [9] implies we have $J_{n} \leq C_{1} n^{-1 / 2}$ for some finite constant $C_{1}$, and when $B$ is a Hilbert space, $D$ is an open ball, and (1.4) holds with $m \notin \bar{D}$, then Theorem 3 in [9] implies there exists $c \in(0,1)$ such that

$$
\begin{equation*}
c<n^{1 / 2} J_{n}<1 / c . \tag{1.19}
\end{equation*}
$$

The upper bounds are the easy part of this work, whereas lower bounds are more delicate. Now we turn to the analogues of these results provided (A2) holds only for some $t>0$.

In some special cases we are able to show $\lim _{n} n^{1 / 2} J_{n}$ exists and to identify the limit. We include this result when $\mu$ is Gaussian, but it extends to some special non-Gaussian cases as well. A similar calculation appeared recently in [4]. We also can obtain a precise value for the constant $C_{1}$ in the upper bound of $J_{n}$, and this is indicated in the remark following Proposition 2.

Proposition 1. Let $\mu$ be a mean zero Gaussian measure on a real separable Hilbert space B. Let $D$ be the open ball $\{x:\|x-a\|<R\}$ where $0<R<\|a\|$, and assume $a_{0} \in \partial D$ is the dominating point for $(D, \mu)$. Let $x_{0}=a-a_{0}$ and $b=1 / g\left(x_{0}\right)$, where $g$ is as in (1.9)(ii) with strict inequality holding (this is always the case since the mean is zero and not in $\bar{D}$ ). Furthermore, let $G_{2}=\left(Z-a_{0}\right)-g\left(Z-a_{0}\right) S(g) / \sigma_{g}^{2}$, where $Z$ is as given following (1.11), $S(g)=$ $E\left[\left(Z-a_{0}\right) g\left(Z-a_{0}\right)\right]$ and $\sigma_{g}^{2}=g(S(g))$. Then $G_{2}$ is a centered Gaussian vector and

$$
\begin{align*}
\lim _{n} & \left(2 \pi \sigma_{g}^{2} n\right)^{1 / 2} \exp \left\{n \lambda\left(a_{0}\right)\right\} \mu(\sqrt{n} D) \\
& =\int_{0}^{\infty} e^{-s} P\left(\left\|G_{2}\right\|^{2} \leq 2 b s R^{2}\right) d s \tag{1.20}
\end{align*}
$$

The assumption that $\mu$ be Gaussian in Proposition 1 can be relaxed if we merely ask for (1.19) to hold. The following proposition reflects this and is an improvement of Theorem 3 in [9], which was obtained under the assumption that (1.5) holds for all $t>0$.

Proposition 2. Let B be a real separable Hilbert space. Assume $D=\{x \in$ $B:\|x-a\|<R\}$ and (1.4) holds. If (A2) holds, and for all $f \in B^{*}$ (A3) holds, then $(D, \mu)$ has a unique dominating point $a_{0}$ and there exists $c \in(0,1)$ such that for $n$ sufficiently large

$$
\begin{equation*}
c<n^{1 / 2} P\left(S_{n} \in n D\right) \exp \left\{n \lambda\left(a_{0}\right)\right\}<1 / c . \tag{1.21}
\end{equation*}
$$

Remarks. 1. For results applicable in general Banach spaces, the analogue of Theorem 2 in [9] can now be proved under the less restrictive moment condition in (A2). For example, if we assume the conditions of part (III) of Theorem 1, then both the upper bound of (1.9) and the lower bound of (1.10) in [9] hold. Unfortunately, an algebra error between (4.11) and (4.13) of [9], page 539, leaves (1.11) in [9] incorrect. What can be shown under the argument given there is that for all $\varepsilon>0$ and $n$ sufficiently large,

$$
P\left(S_{n} \in n D\right) \geq n^{(-1 / 2+\varepsilon)} \exp \left\{-n \lambda\left(a_{0}\right)\right\} .
$$

Furthermore, the constant in the upper bound can be made more explicit. That is, an application of the Berry-Esseen theorem, and a standard upper bound for the constant in that theorem, easily implies that $J_{n} \leq C n^{-1 / 2}$ in a general Banach space, provided $Z$ and $\sigma_{g}^{2}$ are as in Proposition 1 and $C=$ $\left(4 E\left[\left|g\left(Z-a_{0}\right)\right|^{3}\right]+\sigma_{g}^{2}\right) / \sigma_{g}^{3}$. Hence $C$ depends on the second and third absolute moments of $g\left(Z-a_{0}\right)$, but is independent of the convex set $D$ and the Banach space $B$.
2. Assume (A1), (A2) and that (A3) holds for all $f \in B^{*}$. Then we have the weak large deviation principle as described in [5] with rate function $\lambda(x)$ as in (1.2). This follows from standard proofs for the upper bound for compact sets in $B$ (even weakly compact sets) by using Theorems 2.3 and 3.2 of [1] applied
to open half-spaces. The lower bound follows for open sets $G$ by showing

$$
\begin{equation*}
\liminf _{n} \frac{1}{n} \log P\left(S_{n} \in n G\right) \geq-\lambda(x) \tag{1.22}
\end{equation*}
$$

for all $x \in G$. Of course, to prove (1.22), simply take an open ball about $x$ entirely within $G$ and again apply Theorems 2.3 and 3.2 of [1]. In fact, the weak large deviation principle holds with less restrictive conditions, and [5], page 278, mentions this in connection with the generalization of Cramér's theorem to the vector space setting.

We conclude this introduction by mentioning an example in the sequence spaces $l_{p}, 1<p<\infty$. The assumptions (A1), (A2) and (A3) for all $f \in B^{*}$ hold for this example. However, the related rate function does not have strongly compact level sets, and the exponential integrability in (A2), fails for large $t>0$. Hence for partial sums of i.i.d. copies of this example, the Donskervaradhan theory fails to apply and the Bahadur-Zabell results yield logarithmic estimates for open convex sets. However, the extension of Theorem 2 in [9] mentioned in the first remark immediately above yields the upper bound (1.9) and the lower bound (1.10) in [9] for all $p \in(1, \infty)$. If $p=2$, then Proposition 2 above applies, and (1.21) holds. Hence using the results obtained here, one gets rather detailed estimates of these probabilities.

Let $\left\{e_{k}\right\}$ denote the canonical basis for $l_{p}$ and assume $\left\{\xi_{k}\right\}$ are independent random variables with $P\left(\xi_{k}= \pm \log (k+2)\right)=p_{k}$ and $P\left(\xi_{k}=0\right)=1-2 p_{k}$ where $0<2 p_{k}<1$ for all $k$ and there exists a constant $c \in(0,1)$ such that $c<k^{3} p_{k}<1 / c$ for all $k \geq 1$. Set

$$
\begin{equation*}
X=\sum_{k=1}^{\infty} \xi_{k} e_{k} . \tag{1.23}
\end{equation*}
$$

Then some calculation shows $X$ satisfies the claims indicated above.
2. Some useful lemmas. The proof of part (I) of Theorem 1 follows from the next lemma.

Lemma 2.1. Let $\lambda(\cdot)$ have weakly sequentially compact level sets and assume $\lambda(x)=0$ iff $x=m$. If $D$ is an open convex subset of $B$ such that $m \notin D$ and $D \cap \operatorname{dom}(\lambda) \neq \varnothing$, then $(D, \mu)$ has a predominating point $a_{0}$. Furthermore, $\lambda(x)>\lambda\left(a_{0}\right)$ for all $x \in D$, and if $\lambda(\cdot)$ is strictly convex on $\operatorname{dom}(\lambda)$, then $(D, \mu)$ has a unique predominating point.

Proof. Since $D$ is convex, its closure in the weak topology and the norm topology are identical. Hence when we write $\bar{D}$, it is unambiguous, but we are always assuming $D$ to be open in the norm topology. The boundary of $D$ is also with respect to the norm topology.

Since $\inf _{x \in \bar{D}} \lambda(x) \leq \inf _{x \in D} \lambda(x)$, we first show the reverse inequality. Take $y \in \partial D, \lambda(y)<\infty$, and suppose $x_{0} \in D, \lambda\left(x_{0}\right)<\infty$. Then $\left[x_{0}, y\right)=\{t y+(1-$ $\left.t) x_{0}: 0 \leq t<1\right\}$ is a subset of $D$ ([13], page 38), and since $\lambda$ is convex on $\operatorname{dom}(\lambda)$,

$$
\lambda\left(t y+(1-t) x_{0}\right) \leq t \lambda(y)+(1-t) \lambda\left(x_{0}\right)<\infty
$$

Thus, since $t y+(1-t) x_{0} \in D$,

$$
\inf _{x \in D} \lambda(x) \leq \liminf _{t \uparrow 1} \lambda\left(t y+(1-t) x_{0}\right) \leq \lambda(y),
$$

and since $y \in \partial D$ is arbitrary this implies

$$
\inf _{x \in D} \lambda(x)=\inf _{x \in \bar{D}} \lambda(x) .
$$

Hence it now suffices to show there exists $a_{0} \in \partial D$ such that $\lambda\left(a_{0}\right)=$ $\inf _{x \in D} \lambda(x)$.

If $m \in \partial D$, take $a_{0}=m$, and since $\lambda(m)=0, \lambda$ nonnegative, we have (1.9)(i). If $m \notin \bar{D}$ we next show that if $x \in\left(m, x_{0}\right)$ where $x_{0} \in D, x_{0} \neq m$ and $\lambda\left(x_{0}\right)<\infty$, then $0<\lambda(x)<\lambda\left(x_{0}\right)$. This follows since $x \in\left(m, x_{0}\right)$ implies that for some $s \in(0,1), x=s x_{0}+(1-s) m$, and hence by convexity of $\lambda$ we have

$$
\lambda(x) \leq s \lambda\left(x_{0}\right)+(1-s) \lambda(m)=s \lambda\left(x_{0}\right)<\lambda\left(x_{0}\right)
$$

because $0<s<1$ and $\lambda\left(x_{0}\right)>0$. That $\lambda\left(x_{0}\right)>0$ and $\lambda(x)>0$ follows since $\lambda(y)=0$ iff $y=m$.

Next we observe that if $\inf _{x \in D} \lambda(x)<\infty$ and $\lambda$ is assumed to have weakly sequentially compact level sets, then there exists a sequence $\left\{x_{j}\right\} \subseteq D \cap$ $\operatorname{dom}(\lambda)$ such that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} x_{j}=x_{0} \quad \text { and } \quad \lim _{j \rightarrow \infty} \lambda\left(x_{j}\right)=\inf _{x \in D} \lambda(x)<\infty . \tag{2.1}
\end{equation*}
$$

Of course, the limit in (2.1) is a weak limit. Hence $x_{0} \in \bar{D}$, and since $\lambda$ is weakly lower semicontinuous (it is the sup of weakly continuous functions), we also have

$$
\begin{equation*}
\lambda\left(x_{0}\right) \leq \liminf _{j \rightarrow \infty} \lambda\left(x_{j}\right)<\infty . \tag{2.2}
\end{equation*}
$$

Thus if we consider the situation $m \notin \bar{D}$, we see $x_{0} \neq m$ and $\lambda\left(x_{0}\right)>0$. Furthermore,

$$
\begin{equation*}
0<\inf _{x \in D} \lambda(x), \quad x_{0} \in \operatorname{dom}(\lambda) \tag{2.3}
\end{equation*}
$$

and $\lambda$ is strictly nondecreasing on the ray $\left[m, x_{0}\right]$. If $x_{0} \in D$, then $D$ open and our previous observation implies $\inf _{x \in D} \lambda(x)<\lambda\left(x_{0}\right)$. Hence $x_{0} \in \partial D$ and we take $a_{0}=x_{0}$ to satisfy (1.9)(i).

Now take $x_{1} \in D$ and assume $\lambda\left(x_{1}\right)=\lambda\left(a_{0}\right)$. Since $x_{1} \in D$, and $D$ is open there exists $s_{0}>0$ such that $0<s<s_{0}$ implies $s m+(1-s) x_{1} \in D$. Thus $\lambda\left(s m+(1-s) x_{1}\right) \leq s \lambda(m)+(1-s) \lambda\left(x_{1}\right) \leq(1-s) \lambda\left(a_{0}\right)<\lambda\left(a_{0}\right)$ for $0<s<s_{0}$, which contradicts $\lambda\left(a_{0}\right)=\inf _{x \in D} \lambda(x)$. Thus $\lambda(x)>\lambda\left(a_{0}\right)$ for all $x \in D$.

Finally, if $a_{0}, a_{1} \in \partial D$ and $\lambda\left(a_{0}\right)=\lambda\left(a_{1}\right)$ then the ray $\left[a_{0}, a_{1}\right] \subseteq \bar{D} \cap \operatorname{dom}(\lambda)$ and $\lambda$ strictly convex on $\operatorname{dom}(\lambda)$ implies $a_{0}=a_{1}$. Hence the lemma is proved.

LEMMA 2.2. If $m=\int_{B} x d \mu(x)$ exists and $\hat{\mu}(f)<\infty$ for all $f$ such that $\|f\|_{B^{*}} \leq \varepsilon$ for some $\varepsilon>0$, then $\lambda(x)=0$ iff $m=x$.

The proof follows easily from the proof of Lemma 6.1(ii) in [2].
Now we turn to some further notation. Observe that since $\left\{x: \lambda(x) \leq \lambda\left(a_{0}\right)\right\}$ is a weakly sequentially compact convex subset of $B$ with $a_{0}$ satisfying (1.9)(i), and $D$ is an open convex subset of $B$ with $\left\{x: \lambda(x) \leq \lambda\left(a_{0}\right)\right\} \cap D=\varnothing$, then the Hahn-Banach theorem in [8], page 41, allows us to choose $f \in B^{*}$ such that

$$
\begin{equation*}
\sup _{\left\{x: \lambda(x) \leq \lambda\left(a_{0}\right)\right\}} f(x)=f\left(a_{0}\right)=\inf _{x \in D} f(x)<f(x) \quad \forall x \in D \tag{2.4}
\end{equation*}
$$

Let $\psi$ be defined on $B^{*}$ by

$$
\begin{equation*}
\psi(g)=\int_{B} x e^{g(x)} d \mu(x) / \hat{\mu}(g) \tag{2.5}
\end{equation*}
$$

whenever the integral exists as a Bochner integral. Then, if $f$ is as in (2.4), we define

$$
\begin{equation*}
b_{t}=\psi(t f) \tag{2.6}
\end{equation*}
$$

for all $t \in(-\infty, \infty)$ where $\psi(t f)$ exists (as a Bochner integral).
LEMMA 2.3. Assume (A1) and (A2). Let $f \in B^{*}$ satisfy (2.4), assume $D$ is an open convex subset of $B$ satisfying (1.4), and assume $a_{0}$ is as in Lemma 2.1. Then the following hold:
(2.7) (i) For all $t$ such that $b_{t}$ exists as a Bochner integral, we have

$$
\lambda\left(b_{t}\right)=t f\left(b_{t}\right)-\log \hat{\mu}(t f)
$$

(2.7) (ii) If $\mu^{f}$ denotes the $\mu$ distribution of $f$ on $(-\infty, \infty)$ with rate function $\lambda_{\mu^{f}}$, then for all $t$ such that $b_{t}$ exists as a Bochner integral,

$$
\lambda_{\mu} f\left(f\left(b_{t}\right)\right)=\lambda\left(b_{t}\right)
$$

(2.7) (iii) $\operatorname{int}\left(\operatorname{dom}\left(\lambda_{\mu^{f}}\right)\right) \cap\left(f\left(a_{0}\right), \infty\right) \neq \varnothing$.

Proof. To prove (i), assume $b_{t}$ exists as indicated, and set $d v_{b_{t}}=e^{t f(\cdot)}$ $d \mu / \hat{\mu}(t f)$. Then by Theorem 3.3b of [1] we have

$$
\begin{equation*}
\lambda(x) \leq \inf _{v \in \mathscr{U}_{x}} k(v \mid \mu) \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{M}_{x}=\left\{v: v \text { a probability measure, } \int_{B} y d v(y)=x\right\} \tag{2.9}
\end{equation*}
$$

and

$$
k(v \mid \mu)= \begin{cases}\int_{B} \log \frac{d v}{d \mu} d v, & \text { if } v \ll \mu  \tag{2.10}\\ +\infty, & \text { otherwise }\end{cases}
$$

Since $b_{t}$ exists as a Bochner integral, $v_{b_{t}} \ll \mu$ and (2.8) imply

$$
\begin{align*}
\lambda\left(b_{t}\right) & \leq k\left(v_{b_{t}} \mid \mu\right) \\
& =\int_{B}[t f(x)-\log \hat{\mu}(t f)] d v_{b_{t}}(x)  \tag{2.11}\\
& =t f\left(b_{t}\right)-\log \hat{\mu}(t f) .
\end{align*}
$$

However,

$$
\lambda\left(b_{t}\right)=\sup _{g \in B^{*}}\left[g\left(b_{t}\right)-\log \hat{\mu}(g)\right],
$$

so setting $g=t f$ we have

$$
\begin{equation*}
\lambda\left(b_{t}\right) \geq t f\left(b_{t}\right)-\log \hat{\mu}(t f) . \tag{2.12}
\end{equation*}
$$

Combining (2.11) and (2.12) we thus have (2.7)(i).
Applying $f$ to $b_{t}=\psi(t f)$, it follows from the previous argument for (2.7)(i) that for all $t$ such that $b_{t}$ exists as a Bochner integral and $d v_{f\left(b_{t}\right)}=$ $\left(e^{t u} / \mu^{f}(t)\right) d \mu$, we have

$$
\begin{aligned}
\lambda_{\left(\mu^{f}\right)}\left(f\left(b_{t}\right)\right) & =k\left(v_{f\left(b_{t}\right)} \mid \mu^{f}\right) \\
& =t \int_{\mathbb{R}} u d v_{f\left(b_{t}\right)}(u)-\log \widehat{\mu^{f}}(t) \\
& =t f\left(b_{t}\right)-\log \widehat{\mu^{f}}(t) .
\end{aligned}
$$

Thus (2.7)(ii) holds since $\widehat{\mu f}(t)=\hat{\mu}(t f)$.
To verify (2.7)(iii) first observe that Theorem 2.4a of [1] implies $\overline{\operatorname{co(S)}} \supseteq$ $\overline{\operatorname{dom}(\lambda)}$. Hence since $D$ is open with $D \cap \operatorname{dom}(\lambda) \neq \varnothing$, we have $\mu(\widetilde{D})>0$, where $\widetilde{D}=\left\{x: f(x)>f\left(a_{0}\right)\right\}$. Thus $f$ satisfying (2.4) implies $\mu^{f}\left(f\left(a_{0}\right), \infty\right)>0$. Hence

$$
\begin{equation*}
\overline{\left.\operatorname{co(supp}\left(\mu^{f}\right)\right)} \cap\left(f\left(a_{0}\right), \infty\right) \neq \phi . \tag{2.13}
\end{equation*}
$$

Now $m \notin \bar{D}$, implies $f(m)<f\left(a_{0}\right)$ and hence

$$
\begin{equation*}
\operatorname{int}\left(\overline{\operatorname{co}\left(\operatorname{supp}\left(\mu^{f}\right)\right)}\right) \neq \phi \tag{2.14}
\end{equation*}
$$

and (2.13) and (2.14) combine to imply

$$
\begin{equation*}
\operatorname{int}\left(\overline{\operatorname{co}\left(\operatorname{supp}\left(\mu^{f}\right)\right)}\right) \cap\left(f\left(a_{0}\right), \infty\right) \neq \phi \tag{2.15}
\end{equation*}
$$

Applying Theorem 2.4c of [1] and (2.15) thus implies (2.7)(iii). Hence the lemma is proved.

Lemma 2.4. Assume (A1), (A2) and that $f \in B^{*}$ satisfies (2.4), with $a_{0}$ and $D$ as in Lemma 2.1. Then

$$
\begin{equation*}
\lambda\left(a_{0}\right)=\lambda_{\mu} f\left(f\left(a_{0}\right)\right) . \tag{2.16}
\end{equation*}
$$

Proof. Let $\rho_{\mu f}(s)=\inf \{\lambda(x): f(x)=s\}$. Then $\rho_{\mu f}(\cdot)$ is the pull-back entropy for $\mu^{f}$ as in [1]. Furthermore, since $f: B \rightarrow \mathbb{R}$, Theorem 5.2 f of [1] implies

$$
\begin{equation*}
\rho_{\mu^{f}}(s)=\lambda_{\mu f}(s) \tag{2.17}
\end{equation*}
$$

for all $s \in \mathbb{R}$. Now, trivially,

$$
\begin{equation*}
\inf \left\{\lambda(x): f(x)=f\left(a_{0}\right)\right\} \leq \lambda\left(a_{0}\right), \tag{2.18}
\end{equation*}
$$

and by the argument in Lemma 2.1,

$$
\begin{equation*}
\inf \left\{\lambda(x): f(x)>f\left(a_{0}\right)\right\}=\inf \left\{\lambda(x): f(x) \geq f\left(a_{0}\right)\right\} . \tag{2.19}
\end{equation*}
$$

Thus (2.4) implies

$$
\begin{equation*}
\inf \left\{\lambda(x): f(x)>f\left(a_{0}\right)\right\}=\lambda\left(a_{0}\right) . \tag{2.20}
\end{equation*}
$$

Combining (2.18-2.20), we have

$$
\inf \left\{\lambda(x): f(x)=f\left(a_{0}\right)\right\}=\lambda\left(a_{0}\right),
$$

and hence (2.17) with $s=f\left(a_{0}\right)$ implies

$$
\lambda\left(a_{0}\right)=\rho_{\mu f}\left(f\left(a_{0}\right)\right)=\lambda_{\mu f}\left(f\left(a_{0}\right)\right) .
$$

Hence (2.16) holds and the lemma is proved.
Our next lemma is for measures on the real line. It will later be applied to the measures $\mu^{f}, f \in B^{*}$, but to simplify notation we will write only $\mu$ in the lemma. This lemma, in one form or other, is known, but for lack of a reference in the form we need, we include the details.

Lemma 2.5. Let $\mu$ be a measure on $\mathbb{R}$ with $t^{+}=\sup \{t: \hat{\mu}(t)<\infty\}>0$, $t^{-}=\inf \{t: \hat{\mu}(t)<\infty\}<0$, and let $\lambda(\cdot)$ denote the rate function

$$
\begin{equation*}
\lambda(s)=\sup _{t \in \mathbb{R}}[s t-\log \hat{\mu}(t)] . \tag{2.21}
\end{equation*}
$$

Furthermore, assume $\overline{\operatorname{co(S)}}$ has nonempty interior given by

$$
\begin{equation*}
\operatorname{int}(\overline{\cos (S)})=(a, b) \tag{2.22}
\end{equation*}
$$

and that

$$
\begin{equation*}
\lim _{t / t^{+}} \frac{\hat{\mu}^{\prime}(t)}{\hat{\mu}(t)} \geq b . \tag{2.23}
\end{equation*}
$$

Let

$$
\begin{equation*}
\psi_{1}(u)=\int_{\mathbb{R}} x e^{u x} d \mu(x) / \hat{\mu}(u) \tag{2.24}
\end{equation*}
$$

provided $x e^{u x} \in L^{1}(\mu, \mathbb{R})$, and define

$$
\begin{equation*}
D_{\psi_{1}}=\left\{u: x e^{u x} \in L^{1}(\mu, \mathbb{R})\right\} \tag{2.25}
\end{equation*}
$$

Then

$$
\begin{equation*}
\psi_{1}\left(D_{\psi_{1}}\right) \supseteq(m, b) \tag{2.26}
\end{equation*}
$$

where $m=\int_{\mathbb{R}} x d \mu(x)$. Furthermore, if $m<s<b$, there exists a unique $t=$ $t_{s} \in\left(0, t^{+}\right)$such that $\psi_{1}\left(t_{s}\right)=s$.

Proof. Since $t^{+}>0$ and $t^{-}<0, m=\int_{\mathbb{R}} x d \mu(x)$ exists. Furthermore, (2.22) and the definition of integral then implies $m \in[a, b]$. However, since $(a, b) \neq \phi$ it follows that $m$ is actually in the open interval $(a, b)$. We also observe that if $0<q u<t^{+}$, then Hölder's inequality implies

$$
\begin{equation*}
\int_{\mathbb{R}}\left|x e^{u x}\right| d \mu(x) \leq\left(\int_{\mathbb{R}}|x|^{p} d \mu(x)\right)^{1 / p}\left(\int_{\mathbb{R}} e^{q u x} d \mu(x)\right)^{1 / q}<\infty \tag{2.27}
\end{equation*}
$$

In (2.27), $\int_{\mathbb{R}}|x|^{p} d \mu(x)<\infty$ for all $p>0$, since $t^{+}>0$ and $t^{-}<0$. Hence taking $q>1$ close to one and $1 / p+1 / q=1$, (2.27) implies

$$
\begin{equation*}
D_{\psi_{1}} \supseteq\left(0, t^{+}\right) \tag{2.28}
\end{equation*}
$$

Applying Theorem 2.4c of [1] we have

$$
\begin{equation*}
\operatorname{int}(\operatorname{dom}(\lambda))=(a, b) \tag{2.29}
\end{equation*}
$$

so take $s \in(m, b)$. Now $\lambda(\cdot)$ is finite, nonnegative, convex, and continuous on $(m, b)$, and since $\log \hat{\mu}(t)>t m$, for $s \geq m$ we have that

$$
\begin{align*}
\lambda(s) & =\sup _{t \in \mathbb{R}}[s t-\log \hat{\mu}(t)] \\
& =\sup _{t \geq 0}[s t-\log \hat{\mu}(t)]  \tag{2.30}\\
& =\sup _{0 \leq t \leq t^{+}}[s t-\log \hat{\mu}(t)] .
\end{align*}
$$

Letting

$$
F(t)=\log \hat{\mu}(t)
$$

we have $F$ twice continuously differentiable on $\left(0, t^{+}\right)$, and a simple application of the Cauchy-Schwarz inequality implies $F^{\prime \prime}(t)>0$ on $\left(0, t^{+}\right)$with

$$
\lim _{t \uparrow t^{+}} F^{\prime}(t)=\lim _{t \uparrow t^{+}} \frac{\hat{\mu}^{\prime}(t)}{\hat{\mu}(t)} \geq b>s
$$

and

$$
\lim _{t \downarrow 0} F^{\prime}(t)=m
$$

Since $s \in(m, b)$, the continuity and strictly increasing nature of $F^{\prime}$ implies there exists a unique $t_{s} \in\left(0, t^{+}\right)$such that

$$
F^{\prime}\left(t_{s}\right)=\frac{\mu^{\prime}\left(t_{s}\right)}{\mu\left(t_{s}\right)}=s
$$

Thus for $m<s<b, G(t)=s t-\log \hat{\mu}(t)$ has a finite supremum on $\left(0, t^{+}\right)$ [namely $\lambda(s)$ ], and for each $s \in(m, b)$,

$$
G^{\prime}(t)=s-\frac{\hat{\mu}^{\prime}(t)}{\hat{\mu}(t)}
$$

has a unique zero at $t_{s}$. Since $-G^{\prime \prime}(t)=F^{\prime \prime}(t)>0$ on $\left(0, t^{+}\right)$, this implies that for $s \in(m, b)$ there exists a unique $t_{s} \in\left(0, t^{+}\right)$such that

$$
\begin{equation*}
\frac{\hat{\mu}^{\prime}\left(t_{s}\right)}{\hat{\mu}\left(t_{s}\right)}=s . \tag{2.31}
\end{equation*}
$$

For $0, t<t^{+}$, we have

$$
\psi_{1}(t)=\frac{\hat{\mu}^{\prime}(t)}{\hat{\mu}(t)},
$$

and since $m<s<b$ is arbitrary, (2.31) implies $\psi_{1}\left(D_{\psi}\right) \supseteq(m, b)$. Hence the lemma is proved.

Lemma 2.6. Assume (A1), (A2) and suppose $D$ is an open half-space in $B$, say $D=\{x: f(x)>c\}$. Furthermore, assume $D$ satisfies (1.4), and that $\widehat{\mu^{f}}$ satisfies (A3). Then ( $D, \mu$ ) has a dominating point $d_{0}$ given by the Bochner integral

$$
\begin{equation*}
d_{0}=\int_{B} x e^{t_{0} f(x)} d \mu(x) / \hat{\mu}\left(t_{0} f\right) \tag{2.32}
\end{equation*}
$$

for some $t_{0} \in\left(0, t_{f}^{+}\right)$.
Remark. If $f(m)=c$, then $m \in \bar{D}$ and we would take $t_{0}=0$ in (2.32) so that $d_{0}=m$.

Proof. Since $f(m)<c$ and $D \cap \operatorname{dom}(\lambda) \neq \phi$ it follows that $\mu^{f}$ is nondegenerate with $\mu^{f}((c, \infty))>0$. Furthermore, using the notation in (1.14), (1.15) and (1.16), (A2) implies $t_{f}^{+}>0$ and $t_{f}^{-}<0$. In addition, since (A3) holds, we are able to apply Lemma 2.5 to $\mu^{f}$.

Since $\operatorname{int}\left(\overline{\operatorname{co}\left(\operatorname{supp} \mu^{f}\right)}\right)=\left(a_{f}, b_{f}\right)$ and $\mu^{f}((c, \infty))>0$, we have $b_{f}>c$. Thus Lemma 2.5 implies there exists a unique $t_{0} \in\left(0, t_{f}^{+}\right)$,

$$
\begin{equation*}
\int_{B} f(x) \exp \left(t_{0} f(x)\right) d \mu(x) / \hat{\mu}\left(t_{0} f\right)=c . \tag{2.33}
\end{equation*}
$$

Hence, if $\int_{B} x \exp \left(t_{0} f(x)\right) d \mu(x)$ exists as a Bochner integer, then $d_{0}$ given as in (2.32) is such that $d_{0} \in \partial D$. Now $\int_{B}\|x\|^{p} d \mu(x)<\infty$ for all $p<\infty$ by (A2), and if $q>1$ is sufficiently close to 1 we have $q t_{0} \in\left(0, t_{f}^{+}\right)$. Hence

$$
\int_{B} \exp \left(q t_{0} f(x)\right) d \mu(x)<\infty
$$

and Hölder's inequality implies

$$
\begin{aligned}
\int_{B}\|x\| \exp \left(t_{0} f(x)\right) d \mu(x) \leq & \left(\int_{B}\|x\|^{p} d \mu(x)\right)^{1 / p} \\
& \times\left(\int_{B} \exp \left(q t_{0} f(x)\right) d \mu(x)\right)^{1 / q}<\infty
\end{aligned}
$$

Thus the integral in (2.32) exists as a Bochner integral with $d_{0} \in \partial D$.
Hence $d_{0}=b_{t_{0}}$, with $b_{t}$ as in (2.6), and Lemma 2.3 implies

$$
\lambda\left(d_{0}\right)=\lambda_{\mu} f\left(f\left(b_{t_{0}}\right)\right)=\lambda_{\mu f}\left(f\left(d_{0}\right)\right)=\lambda_{\mu f}(c)
$$

However, by Lemma 2.4, $\lambda_{\mu f}(c)=\lambda\left(a_{0}\right)$ for any predominating point of $D$, so

$$
\lambda\left(d_{0}\right)=\inf _{x \in D} \lambda(x)=\inf _{x \in \bar{D}} \lambda(x)
$$

Hence $d_{0}$ satisfies (1.9)(i), (ii) and (iv) when $g=t_{0} f$. Of course, (1.9)(iii) also holds when $g=t_{0} f$ by (2.7)(i). Thus $d_{0}$ is a dominating point for $(D, \mu)$, and the lemma is proved.

LEMMA 2.7. Assume (A1), (A2), $D=\{x: f(x)>c\}$ satisfies (1.4), and (A3) holds for this particular $f$. Then $(D, \mu)$ has a unique predominating point, which is also the dominating point for $(D, \mu)$.

Proof. We consider several steps.

STEP 1. First we observe $(D, \mu)$ has a dominating point, and describe some notation used throughout the proof.

The existence of a dominating point $d_{0}$ for $(D, \mu)$, given as in (2.32), follows immediately from Lemma 2.6. Hence $(D, \mu)$ has at least one predominating point, and given the nature of $D$ and (1.4), we have $f(m)<c$ and that $\operatorname{co}\left(\operatorname{supp}\left(\mu^{f}\right)\right)$ has nonempty interior. Thus assume $a_{1}, a_{2}$ are distinct predominating points of $(D, \mu)$ with $a_{1}=d_{0}$. Then Lemma 2.1 implies $a_{1}, a_{2} \in \partial D$ and $f\left(a_{1}\right)=f\left(a_{2}\right)=c$.

Let $e_{1}=a_{1}-m, e_{2}=a_{2}-a_{1}$, and define $\pi: B \rightarrow \mathbb{R}^{2}$ by

$$
\begin{equation*}
\pi(x)=(f(x), h(x)) \tag{2.34}
\end{equation*}
$$

where $h \in B^{*}$ is such that $h\left(e_{2}\right)=1, h\left(e_{1}\right)=0$. The linear functional $h$ exists by the Hahn-Banach Theorem as $e_{1}$ and $e_{2}$ are linearly independent. Therefore, $\pi\left(a_{1}\right)=\left(c, h\left(a_{1}\right)\right)$ and $\pi\left(a_{2}\right)=\left(c, h\left(a_{2}\right)\right)$ with $h\left(e_{2}\right)=h\left(a_{2}\right)-$ $h\left(a_{1}\right)=1$. Thus $\pi\left(a_{1}\right)$ and $\pi\left(a_{2}\right)$ are distinct points in $\mathbb{R}^{2}$.

It remains to show that $(D, \mu)$ has a unique predominating point. Then ( $D, \mu$ ) has unique dominating point $d_{0}$.

Step 2. Now we consider the measure $\mu^{\pi}$ on $\mathbb{R}^{2}$ and some of its properties.
Since $x \in D$ iff $f(x)>c$ and $\pi(D)=\{(u, v): f(x)=u, h(x)=v, x \in D\}$, we have $(u, v) \in \pi(D)$ implies $u>c$. Conversely, if $u>c$ and we take $x=$ $u e_{1} / f\left(e_{1}\right)+v e_{2}$, then $f(x)>c, h(x)=v$ and $\pi(x)=(u, v) \in \pi(D)$. Thus

$$
\begin{equation*}
\pi(D)=\left\{(u, v) \in \mathbb{R}^{2}: u>c\right\}, \tag{2.35}
\end{equation*}
$$

and we also have

$$
\begin{equation*}
\pi^{-1}(\pi(D))=D \tag{2.36}
\end{equation*}
$$

That is, $D \subseteq \pi^{-1}(\pi(D))$ is obvious, and $y \in \pi^{-1}(\pi(x))$ for $x \in D$ implies $\pi(y)=\pi(x)$. Thus $f(y)=f(x)>c$ and $y \in D$. Hence (2.36) holds.

Thus we see $\mu^{\pi}(\pi(D))=\mu(D)>0$, since $D$ satisfies (2.4), and consequently Theorem 2.4c and Theorem 3.2 of [1] imply $\mu(D)>0$. Furthermore, the support of $\mu^{\pi}$ is contained in no affine subspace of $\mathbb{R}^{2}$. This follows since $m \in \overline{\operatorname{co(S)}}$ and $\mu^{\pi}(\pi(D))=\mu(D)>0$ implies that $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{\pi}\right)}$ contains $\pi(m)$ and points in $\pi(D)$. The points $\pi\left(a_{1}\right)$ and $\pi\left(a_{2}\right)$ are also in $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{\pi}\right)}$ since $a_{1}$ and $a_{2}$ are both in $\operatorname{dom}(\lambda) \subseteq \overline{\operatorname{co(supp} \mu)}$. Now it is easy to see $\pi\left(a_{1}-m\right)$ and $\pi\left(a_{1}-a_{2}\right)$ are linearly independent, and hence $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{\pi}\right)}$ contains the nondegenerate triangle formed by $\pi(m), \pi\left(a_{1}\right)$ and $\pi\left(a_{2}\right)$. Thus $\mu^{\pi}$ has support on no affine subspace of $\mathbb{R}^{2}$, and hence $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{\pi}\right)}$ has a nonempty interior in $\mathbb{R}^{2}$. Hence by Theorem 2.4c and Theorem 3.2 of [1],

$$
\begin{equation*}
\operatorname{int}\left(\overline{\cos \left(\operatorname{supp} \mu^{\pi}\right)}\right)=\operatorname{int}\left(\operatorname{dom}\left(\lambda_{\mu^{\pi}}\right)\right) \tag{2.37}
\end{equation*}
$$

where $\lambda_{\mu^{\pi}}$ is the rate function for $\mu^{\pi}$. In particular, since $\mu^{\pi}(\pi(D))>0$ with $\pi(D)$ open in $\mathbb{R}^{2}$, and the set $\overline{\operatorname{co}\left(\operatorname{supp} \mu^{\pi}\right)}$ is the closure of its interior, we have from (2.37) that

$$
\begin{equation*}
\operatorname{int}\left(\operatorname{dom}\left(\lambda_{\mu^{\pi}}\right)\right) \cap \pi(D) \neq \phi \tag{2.38}
\end{equation*}
$$

Since $a_{1}, a_{2} \in \operatorname{dom}(\lambda)$ and $\lambda$ has weakly sequentially compact level sets by (A1), we see from Theorem 5.3(v), Theorem 3.2 of [1], and the EberleinSmulian theorem that $\pi\left(a_{1}\right)$ and $\pi\left(a_{2}\right)$ are in $\operatorname{dom}\left(\lambda_{\mu}^{\pi}\right)$. That is, the pulled back entropy function of $\mu$ mapped via $\pi$ is defined by

$$
\lambda_{0}(x)= \begin{cases}\inf \left\{\lambda(y): y \in \pi^{-1}(x)\right\}, & \text { if } \pi^{-1}(\{x\}) \neq \phi,  \tag{2.39}\\ +\infty, & \text { if } \pi^{-1}(\{x\})=\phi\end{cases}
$$

and hence

$$
\begin{equation*}
\lambda_{0}\left(\pi\left(a_{i}\right)\right) \leq \lambda\left(a_{i}\right)<\infty \quad \text { for } i=1,2 . \tag{2.40}
\end{equation*}
$$

By Theorem 5.3v of [1], (A1) implies

$$
\begin{equation*}
\lambda_{0}\left(\pi\left(a_{i}\right)\right)=\lambda_{\mu^{\pi}}\left(\pi\left(a_{i}\right)\right), \quad i=1,2 . \tag{2.41}
\end{equation*}
$$

Furthermore, since $\pi^{-1}(\pi(D))=D$ and $\pi^{-1}(\pi(\bar{D}))=\bar{D}$, where $\bar{D}$ is the closure of $D$ in $B$, we have from the fact $a_{1}$ and $a_{2}$ are predominating points of $D$ and (2.39) that

$$
\begin{align*}
\lambda_{0}\left(\pi\left(a_{i}\right)\right) \geq & \inf _{x \in \bar{D}} \lambda(x)=\lambda\left(a_{i}\right), \quad i=1,2  \tag{2.42}\\
\inf _{x \in \pi(D)} \lambda_{0}(x) & =\inf _{x \in \pi(D)} \inf \left\{\lambda(y): y \in \pi^{-1}(x)\right\} \\
& =\inf _{y \in D} \lambda(y)  \tag{2.43}\\
& =\lambda\left(a_{i}\right), \quad i=1,2
\end{align*}
$$

and

$$
\begin{align*}
\inf _{x \in \pi(\bar{D})} \lambda_{0}(x) & =\inf _{x \in \pi(\bar{D})} \inf \left\{\lambda(y): y \in \pi^{-1}(x)\right\} \\
& =\inf _{y \in \bar{D}} \lambda(y)  \tag{2.44}\\
& =\lambda\left(a_{i}\right), \quad i=1,2
\end{align*}
$$

Thus (2.40) to (2.44) combine to imply

$$
\begin{equation*}
\lambda_{\mu^{\pi}}\left(\pi\left(a_{i}\right)\right)=\lambda\left(a_{i}\right), \quad i=1,2 \tag{2.45}
\end{equation*}
$$

and since $\lambda_{0}=\lambda_{\mu^{\pi}}$ by Theorem 5.3 v of [1] when (A1) holds, we see that

$$
\begin{equation*}
\lambda_{\mu^{\pi}}\left(\pi\left(a_{i}\right)\right)=\inf _{x \in \pi(D)} \lambda_{\mu^{\pi}}(x)=\inf _{x \in \pi(\bar{D})} \lambda_{\mu^{\pi}}(x), \quad i=1,2 \tag{2.46}
\end{equation*}
$$

Hence from the argument in the proof of Lemma 2.1,

$$
\pi\left(a_{i}\right) \in \partial(\pi(D)) \cap \operatorname{dom}\left(\lambda_{\mu^{\pi}}\right), \quad i=1,2
$$

Thus $\lambda_{\mu^{\pi}}$ is not strictly convex on dom $\left(\lambda_{\mu^{\pi}}\right)$, as it is constant on $\left(\pi\left(a_{1}\right), \pi\left(a_{2}\right)\right)$ by (2.46).

STEP 3. The lack of strict convexity of $\lambda_{\mu^{\pi}}$ on the ray $\left(\pi\left(a_{1}\right), \pi\left(a_{2}\right)\right) \subseteq \pi(\bar{D})$ produces a contradiction.

To check this, define $\nu_{(\alpha, \beta)}$ to be the probability on $\mathbb{R}^{2}$ whose RadonNikodym derivative with respect to $\mu^{\pi}$ is

$$
\begin{equation*}
\frac{d \nu_{(\alpha, \beta)}}{d \mu^{\pi}}(u, v)=\frac{\exp (\alpha u+\beta v)}{\widehat{\mu^{\pi}}(\alpha, \beta)} \tag{2.47}
\end{equation*}
$$

Then the support of $\nu_{(\alpha, \beta)}$ is the same as the support of $\mu^{\pi}$ for all $(\alpha, \beta)$ such that $\widehat{\mu^{\pi}}(\alpha, \beta)$ exists. In particular, for $\operatorname{such}(\alpha, \beta), \operatorname{int}\left(\operatorname{supp}\left(\nu_{\alpha, \beta}\right)\right) \neq \varnothing$. Furthermore, we define

$$
\begin{equation*}
\psi_{\mu^{\pi}}(\alpha, \beta)=\int_{\mathbb{R}^{2}}(u, v) d \nu_{(\alpha, \beta)}(u, v) \tag{2.48}
\end{equation*}
$$

for all $(\alpha, \beta) \in \mathbb{R}^{2}$ such that the integral in (2.48) exists as a Bochner integral. We also recall $\psi(g)$ given as in (2.5).

Now observe that if $g \in B^{*}$ is of the form $g(x)=\alpha f(x)+\beta h(x)$, we have

$$
\begin{equation*}
\hat{\mu}(g)=\int_{\mathbb{R}^{2}} \exp (\alpha u+\beta v) d \mu^{\pi}(u, v) . \tag{2.49}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\pi(\psi(g))=\psi_{\mu^{\pi}}(\alpha, \beta), \tag{2.50}
\end{equation*}
$$

provided $\psi(g)$ exists as a Bochner integral. Applying Lemma 2.6, $t_{0} f \in$ $\operatorname{int}(\operatorname{dom}(\hat{\mu}))$ and $\psi\left(t_{0} f\right)$ exists. In addition, from the proof of Lemma 2.6, we see that there exists a $\delta>0$ such that $\left\|(\alpha, \beta)-\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\delta$ implies $g=\alpha f+\beta h \in \operatorname{int}(\operatorname{dom}(\hat{\mu}))$ and $\psi(g)$ exists as a Bochner integral.

Letting $D(\cdot)$ denote differentiation and observing $\log \widehat{\mu^{\pi}}(\cdot)$ is differentiable on $\operatorname{int}\left(\operatorname{dom}\left(\widehat{\mu^{\pi}}\right)\right)$, we have

$$
\begin{equation*}
D\left(\log \widehat{\mu^{\pi}}\right)(\alpha, \beta)=\psi_{\mu^{\pi}}(\alpha, \beta), \tag{2.51}
\end{equation*}
$$

provided $\left\|(\alpha, \beta)-\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\delta$. Differentiating once more, we obtain for such $(\alpha, \beta)$ that

$$
D\left(\psi_{\mu^{\pi}}\right)(\alpha, \beta)=\left[\begin{array}{ll}
b_{11}(\alpha, \beta) & b_{12}(\alpha, \beta) \\
b_{21}(\alpha, \beta) & b_{22}(\alpha, \beta)
\end{array}\right]
$$

where

$$
\begin{aligned}
& b_{11}(\alpha, \beta)=\frac{\partial}{\partial \alpha} \int_{\mathbb{R}^{2}} u d \nu_{(\alpha, \beta)}(u, v), \\
& b_{12}(\alpha, \beta)=\frac{\partial}{\partial \beta} \int_{\mathbb{R}^{2}} u d \nu_{(\alpha, \beta)}(u, v), \\
& b_{21}(\alpha, \beta)=\frac{\partial}{\partial \alpha} \int_{\mathbb{R}^{2}} v d \nu_{(\alpha, \beta)}(u, v), \\
& b_{22}(\alpha, \beta)=\frac{\partial}{\partial \beta} \int_{\mathbb{R}^{2}} v d \nu_{(\alpha, \beta)}(u, v) .
\end{aligned}
$$

Computing $b_{i j}(\alpha, \beta)$ for $i, j=1,2$ and $\left\|(\alpha, \beta)-\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\delta$, we see

$$
\begin{equation*}
D\left(\psi_{\mu^{\pi}}\right)(\alpha, \beta)=C(\alpha, \beta), \tag{2.52}
\end{equation*}
$$

where $C(\alpha, \beta)$ is the covariance matrix of $\nu_{(\alpha, \beta)}$. Since $\nu_{(\alpha, \beta)}$ has support in no affine subspace of $\mathbb{R}^{2}$, this implies $C_{(\alpha, \beta)}$ is strictly positive definite, and hence $\operatorname{det} C(\alpha, \beta) \neq 0$ for $\left\|(\alpha, \beta)-\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\delta$. Thus by the inverse mapping theorem, the mapping $\psi_{\mu^{\pi}}(\cdot)$ is open at all such points $(\alpha, \beta)$. In particular, it is open at $\left(t_{0}, 0\right)$, so for $\varepsilon>0$ sufficiently small we have

$$
\begin{equation*}
\left\{(x, y):\left\|(x, y)-\psi_{\mu^{\pi}}\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\varepsilon\right\} \subset \psi_{\mu^{\pi}}(U), \tag{2.53}
\end{equation*}
$$

where

$$
U=\left\{(\alpha, \beta):\left\|(\alpha, \beta)-\left(t_{0}, 0\right)\right\|_{\mathbb{R}^{2}}<\delta\right\} .
$$

Now (2.47), (2.48) and (2.50) imply

$$
\begin{aligned}
\psi_{\mu^{\pi}}\left(t_{0}, 0\right) & =\pi\left(\psi\left(t_{0} f+0 h\right)\right) \\
& =\pi\left(d_{0}\right) \\
& =\pi\left(a_{1}\right)
\end{aligned}
$$

Thus the nondegenerate ray

$$
L\left(d_{0}, \varepsilon\right)=\left(\pi\left(d_{0}\right), \pi\left(d_{2}\right)\right) \cap\left\{(x, y):\left\|(x, y)-\pi\left(d_{0}\right)\right\|_{\mathbb{R}^{2}}<\varepsilon\right\}
$$

is in the range of $\psi_{\mu^{\pi}}(\cdot)$. This is a contradiction as

$$
\begin{equation*}
\lambda_{\mu^{\pi}}\left(\psi_{\mu^{\pi}}(\alpha, \beta)\right)=k\left(\nu_{(\alpha, \beta)} \mid \mu^{\pi}\right) \tag{2.54}
\end{equation*}
$$

and $k\left(\nu_{(\alpha, \beta)} \mid \mu^{\pi}\right)$ is strictly convex in $\nu_{(\alpha, \beta)}$. That is,

$$
\begin{align*}
k\left(\nu_{(\alpha, \beta)} \mid \mu^{\pi}\right) & =\int_{\mathbb{R}^{2}} \log \frac{d \nu_{(\alpha, \beta)}}{d \mu^{\pi}} d \nu_{(\alpha, \beta)} \\
& =\int_{\mathbb{R}^{2}}\left((\alpha u+\beta v)-\log \widehat{\mu^{\pi}}(\alpha, \beta)\right) \frac{\exp (\alpha u+\beta v)}{\widehat{\mu^{\pi}}(\alpha, \beta)} d \mu^{\pi}(u, v)  \tag{2.55}\\
& \leq \lambda_{\mu^{\pi}}\left(\psi_{\mu^{\pi}}(\alpha, \beta)\right)
\end{align*}
$$

However, by Theorem 3.3b of [1] we have

$$
\begin{equation*}
\lambda_{\mu^{\pi}}\left(\psi_{\mu^{\pi}}(\alpha, \beta)\right) \leq \inf _{\nu \in \cdot M_{(\alpha, \beta)}} k\left(\nu \mid \mu^{\pi}\right) \tag{2.56}
\end{equation*}
$$

where

$$
\mathscr{M}_{(\alpha, \beta)}=\left\{\nu: \nu \text { a probability measure, } \int_{\mathbb{R}^{2}} y d \nu(y)=\psi_{\mu^{\pi}}(\alpha, \beta)\right\}
$$

Combining (2.55) and (2.56) yields (2.54), and hence $\lambda_{\mu^{\pi}}$ is strictly convex on the nondegenerate ray $L\left(d_{0}, \varepsilon\right)$. This contradicts the fact that $\lambda_{\mu^{\pi}}$ is constant on $\left(\pi\left(a_{1}\right), \pi\left(a_{2}\right)\right)$. Therefore $a_{1}$ and $a_{2}$ being distinct is impossible, and $(D, \mu)$ must have a unique predominating point. This completes the proof of the lemma.
3. Proof of Theorem 1. Since we assume (1.4) and (A1), part (I) of the theorem follows immediately from Lemma 2.1.

The proof of part (II) is an immediate consequence of Lemma 2.6.
To prove part (III), take $f \in B^{*}$ satisfying (2.4), and $H=\left\{x: f(x)>f\left(a_{0}\right)\right\}$, where $a_{0}$ is a predominating point of $D$ given by Lemma 2.1. Then $D \subseteq H$, $\lambda\left(a_{0}\right)>0$, and $H$ also satisfies (1.4) with $m \notin \bar{H}$ since Lemma 2.2 implies $\lambda(x)=0$ iff $x=m$ when (A2) holds. That is, $\lambda(m)=0$, but $\{x: \lambda(x) \leq$ $\left.\lambda\left(a_{0}\right)\right\} \cap H=\varnothing$ and applying Lemma 2.1 to $H$ we see any predominating point of $H$, call it $a_{1}$, is such that

$$
\lambda\left(a_{1}\right)=\inf _{x \in H} \lambda(x) \geq \lambda\left(a_{0}\right)
$$

Thus $a_{0}$ and $a_{1}$ are both predominating points of $H$, and since $\widehat{\mu^{f}}$ satisfies (A3) we have from Lemma 2.6 that $H$ also has a dominating point $d_{0}$ as given in (2.32).

Since $H$ has a unique predominating point by Lemma 2.7, then $a_{1}=a_{2}=$ $d_{0}$. It remains to show that (A3) holds for all $f \in B^{*}$ is necessary.

Suppose (A3) fails for some $f \in B^{*}$. Then $\mu^{f}$ must be nondegenerate on $\mathbb{R}$, and there exists $b_{1}<b_{2}$ such that $f(m)<b_{1}<b_{2}<b_{f}$ and

$$
\lim _{t \uparrow t_{f}^{+}} \frac{d}{d t} \log \widehat{\mu^{f}}(t)<b_{1} .
$$

If $D=\left\{x: f(x)>b_{2}\right\}$ and $a_{0} \in \partial D$ is a dominating point, then by (1.9) there exists $g \in B^{*}$ such that $a_{0}=\psi(g)$ and $D \subseteq M$, where $M=\{x \in B: g(x)>$ $\left.g\left(a_{0}\right)\right\}$. Note that $D$ as above implies (1.4) holds. Since $a_{0} \in \partial D \cap \partial M$, we actually have $D=M$ and $g=s f$ for $s>0$. Thus

$$
\begin{aligned}
s f\left(a_{0}\right) & =s f(\psi(g)) \\
& =s f(\psi(s f)) \\
& =s \frac{d}{d s} \log \widehat{\mu f}(s) .
\end{aligned}
$$

Now $f\left(a_{0}\right)=b_{2}$ and $s>0$, so the left-hand term above is $s b_{2}$, whereas the right-hand term is less than $s b_{1}<s b_{2}$ by our choice of $b_{1}, b_{2}$ and that the derivative of $\log \widehat{\mu^{f}}(t)$ is increasing on $\left(0, t_{f}^{+}\right)$. This is a contradiction, and thus this $D$ cannot have a dominating point. Therefore part (III) is proved.
4. Proof of Proposition 1. First assume $G_{2}$ is nondegenerate. Since ( $D, \mu$ ) has a dominating point with $m \notin \bar{D}$, the representation formula given in (1.10) and (1.11) holds by Theorem 2 , and $g(\cdot)$ satisfies a strict inequality in (1.9)(iii). Therefore $\sigma_{g}^{2}>0, g\left(a-a_{0}\right)=1 / b>0$ and (1.20) holds provided we show

$$
\begin{equation*}
\lim _{n}\left(2 \pi n \sigma_{g}^{2}\right)^{1 / 2} J_{n}=\int_{0}^{\infty} e^{-s} P\left(\left\|G_{2}\right\|^{2} \leq 2 b s R^{2}\right) d s \tag{4.1}
\end{equation*}
$$

Hence if $Y_{1, j}=g\left(Z_{j}-a_{0}\right) S(g) / \sigma_{g}^{2}$ and $Y_{2, j}=Z_{j}-a_{0}-Y_{1, j}$ for $j \geq 1$, then $g\left(Y_{2, j}\right)=0$ for $j \geq 1$,
(4.2) $J_{n}=E\left(\exp \left(-g\left(\sum_{j=1}^{n} Y_{1, j}\right)\right)\right) I\left(\sum_{j=1}^{n} Y_{2, j} \in n\left(D-a_{0}\right)-\sum_{j=1}^{n} Y_{1, j}\right)$,
and $\left\{Y_{1, j}\right\}$ and $\left\{Y_{2, j}\right\}$ are independent sequences of i.i.d. centered Gaussian random vectors. Let $W_{n}=\sum_{j=1}^{n} g\left(Z_{j}-a_{0}\right) / \sqrt{n}$ and $W_{2, n}=\sum_{j=1}^{n} Y_{2, j} / \sqrt{n}$. Then $W_{n}$ is centered Gaussian with variance $\sigma_{g}^{2}, \mathscr{L}\left(W_{2, n}\right)=\mathscr{L}\left(G_{2}\right)$ and $W_{2, n}$ is independent of $W_{n}$. Hence

$$
\begin{gathered}
P\left(W_{2, n} \in \sqrt{n}\left(D-a_{0}\right)-W_{n} S(g) / \sigma_{g}^{2} \mid W_{n}=u \sigma_{g}\right) \\
\quad=P\left(W_{2, n} \in \sqrt{n}\left(D-a_{0}\right)-u \sigma_{g} S(g) / \sigma_{g}^{2}\right),
\end{gathered}
$$

and conditioning on $W_{n}=u \sigma_{g}$, we see from (4.2) that

$$
\begin{align*}
J_{n}=\int_{0}^{\infty} & \exp \left(-\sqrt{n} u \sigma_{g}\right) P\left(W_{2, n} \in \sqrt{n}\left(D-a_{0}\right)-u \sigma_{g} S(g) / \sigma_{g}^{2}\right)  \tag{4.3}\\
& \times \exp \left\{-u^{2} / 2\right\} d u /(2 \pi)^{1 / 2}
\end{align*}
$$

Setting $k=\sqrt{n}, s=k u \sigma_{g}$ and $h(k, s)=P\left(W_{2, k^{2}} \in k\left(D-a_{0}\right)-(s / k) S(g) / \sigma_{g}^{2}\right)$ in (4.3) implies

$$
\begin{equation*}
\sqrt{2 \pi} k \sigma_{g} J_{k^{2}}=\int_{0}^{\infty} e^{-s} h(k, s) \exp \left\{-s^{2} / 2 k^{2} \sigma_{g}^{2}\right\} d s \tag{4.4}
\end{equation*}
$$

Now $x_{0}=a-a_{0}$ and $g\left(x_{0}\right)=1 / b$; therefore $b x_{0}-S(g) / \sigma_{g}^{2} \in\{x: g(x)=0\}$, $\{x: g(x)=0\}$ is the support of $\mathscr{L}\left(G_{2}\right)$, and $\{x: g(x)=0\}$ is tangent to the sphere $D-a_{0}=\left\{x:\left\|x-x_{0}\right\|<R\right\}$ at the origin. Thus by the Pythagorean theorem, if $g(x)=0$, then

$$
\begin{equation*}
x \in k\left(D-a_{0}\right)-\frac{b s}{k} x_{0} \quad \text { iff }\|x\|^{2}<(k R)^{2}-\left(k-\left(\frac{s}{k}\right) b\right)^{2} R^{2} \tag{4.5}
\end{equation*}
$$

Since $(k R)^{2}-(k-(s / k) b)^{2} R^{2}=2 s b R^{2}-s^{2} b^{2} R^{2} / k^{2}$, the above implies

$$
\begin{aligned}
h(k, s) & =P\left(G_{2}-(s / k)\left(b x_{0}-S(g) / \sigma_{g}^{2}\right) \in k\left(D-a_{0}\right)-\frac{b s}{k} x_{0}\right) \\
& =P\left(\left\|G_{2}-(s / k)\left(b x_{0}-S(g) / \sigma_{g}^{2}\right)\right\|^{2}<2 s b R^{2}-s^{2} b^{2} R^{2} / k^{2}\right)
\end{aligned}
$$

Thus $P\left(\left\|G_{2}\right\|^{2} \leq t\right)$ continuous in $t$ implies

$$
\begin{equation*}
\lim _{k} h(k, s)=P\left(\left\|G_{2}\right\|^{2} \leq 2 s b R^{2}\right) \tag{4.6}
\end{equation*}
$$

Combining (4.4) and (4.6) implies

$$
\begin{equation*}
\lim _{k} k \sigma_{g} J_{k^{2}}=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-s} P\left(\left\|G_{2}\right\|^{2} \leq 2 s b R^{2}\right) d s \tag{4.7}
\end{equation*}
$$

Hence Proposition 1 is proved if $G_{2}$ is nondegenerate. If $G_{2}=0$ with probability 1 ( $G_{2}$ has mean zero), then starting with (4.2) the result is even easier since the indicator function in (4.2) yields integration over the interval $\left[0,2 \sqrt{n} g\left(x_{0}\right) / \sigma_{g}\right]$. That is, (4.3) then becomes

$$
\sqrt{2 \pi} J_{n}=\int_{0}^{2 \sqrt{n} /\left(b \sigma_{g}\right)} \exp \left(-\sqrt{n} u \sigma_{g}\right) \exp \left\{-u^{2} / 2\right\} d u
$$

and the proposition now follows as before.
5. Proof of Proposition 2. If (A2) holds, then the level sets of the rate function $\lambda$ in (A1) are convex, closed, and norm bounded in $B$. Since $B$ is a Hilbert space, $B$ is reflexive, and hence these level sets are weakly compact. Hence (A1) holds.

Thus part (III) of Theorem 1, and its proof, imply ( $D, \mu$ ) has a unique dominating point with $g$ in $B^{*}$ given by $t_{0} f$, where $f$ satisfies (2.4). Hence Theorem 2 implies the representation in (1.10) holds with $J_{n}$ as in (1.11). Furthermore, if $Z, Z_{1}, Z_{2}, \ldots$ are i.i.d. random vectors as in (1.11), then the proof of Lemma 2.6 implies $E\left(\|Z\|^{3}\right)<\infty$. Hence the proof of Theorem 3 in [9] applies to yield (1.21). Thus Proposition 2 is proved.
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