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A NOTE ON THE ESTIMATION OF SOME MEAN VALUES FOR A
BIVARIATE DISTRIBUTION

By Epwarp Paurson'
Columbia University

In this paper two problems are discussed which were suggested by the theory
of representative sampling [1], but which also occur in several other fields. The

first problem is to set up confidence limits for ;:—‘ , the ratio of the mean values
v

of the variates x and y. This comes up in the following situation. Let a popu-
lation = consist of N units x;, 22, - - - z» and suppose we wish to set up confi-
N

21'.'

tm=]

N
divided into M groups, let v; be the number of individuals in the j** group and
u; be the sum of the values of z for the »; individuals in the j** group, so X =
uvll i :: Zv" = AIIZZ: . Now if a random sample of n out of the M groups is
taken, yielding observations (u;, v1), (42, v2) -+ - (4n, v») and N is unknown,
the determination of confidence limits for X clearly becomes a special case of
the first problem. The distribution of a ratio, discussed by Geary [2], does
not seem to be well adapted for this purpose.

The second problem, which is of greater practical interest, arises when we
again have a random sample (u;, v1) -+ (4., v,) of n out of M groups and N
and M are known. The standard estimate of X that has usually been made

_ 2 U

is X = Jllﬁu , where 4 = i-;z . This estimate does not utilize the fact that the

n observations on » can be used to increase the precision of the estimate of the
numerator of X. This is a special case of problem 2, which we can now formu-
late as how to best estimate m, (the mean value of a trait ) both by a point and
by an interval, when for each unit in the sample observations both on z and
on a correlated variate y are obtainable, and m, is known a priori. Situations
of this type occur fairly often. It is possible to reduce the second problem to

dence limits for the mean X = Also assume the population = has been

the first by using gm,, as the estimate of m. , and by multiplying the confidence

limits for %‘ by m, to secure limits for m, , but this will not usually be the most
¢

efficient procedure.
In both problems two cases will be distinguished: (a) when o>, o) and p are
known a priori, and (b) when they are unknown. To determine confidence
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limits for — ”7 it will first be assumed that the probability density f(xy) of z
t4
and y is

f(z,y)

10 g () m) (5]

2ro.0,\1 — p?

Denote the ratio Z—’ by K (assuming m, # 0), and suppose it is desired to test
t’}

the hypothesis that K = K, on the basis of a sample of » independent observa-
tions (1‘1 y yl) °tt (IL‘,, 3 yﬂ)'

n

Zze

Letz; = r; — Ky;and z = i"; Since z is a linear function of x and y it

must be normally distributed, and its mean value is obviously zero. Therefore

vz _ _ v/n(E— Kj)
4] Vgt — 2Kpo.0, + K’ o)

(1.2) u =

will be normally distributed about zero with unit variance, and the hypothesis
5 f e dt = la. It is easy to show
T Vea
that this test is equivalent to that based on the likelihood-ratio.
Confidence limits for K would now be given by values of K satisfying the

\/_
interval. Th1s is equlvalent here to the requirement that K be a real valued
monotonic function of « in the interval — o < u < ; this requirement is
unfortunately never exactly fulfilled, as can be seen from the graph of (1.2)
Vng

Oy

is rejected if | u(Ko) | > 4., where

inequality

(in the u, K plane), for the curve has two horizontal asymptotes u = =+

&

=p i’—"). However, K will

Oy
always be a monotonic function of % in the interval —u, < 4 < u, provided

and one maximum or minimum point (unless

Vn y( > u,. Since m, > 0, by taking n sufficiently large the probability

Vnj

Oy

that < uq can be made arbitrarily small. Moreover, for values of a

ordinarily used, in most practical problems the value of 7-}” will be such that
Y

even for quite small samples the probability I \—/ﬂ l < U, (that is, the proba-
oy
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bility of getting a sample for which the values of K that are accepted will not
form a real interval) will be quite negligible. For example, let a have the
my

conventional value .05, and suppose - = 2; then for n = 9, Prob.
-— v —

{ ‘/a"y < 1.96} < 10™ and for n = 16, Prob.{ Vil 1.96} < 107
v Oy

Subject to these rather weak restrictions on the order of magnitude of » and

?’ , the confidence limits for K are
v

(13) (78 — Uepoiay) V(nig — Ul poz0,)’ — (0 — uloy)(nd — ulal)
'n:l}2 —ul 03
In case (b) when o2, o), and p are unknown, each z; = z; — Ky; is still
normally and independently distributed with zero mean and a common variance.
It follows that

L Vnz . Vn(@—Kj)
(1.4) N 1/2(2 -2 V& —2s,5K+ s K

n—1

will have Students’ distribution with n — 1 degrees of freedom. Subject to
practically the same restriction as before, the confidence limits for K as deter-
mined from (1.4) are

(nZg — thrss8,) £ \/(m?g — 378.8,)° — (i — st (ni® — 14 s%)
oF — &3]

(1.5)

where t, is the critical value of Students’ distribution (for n — 1 degrees of
Z(z: — )" o= 2Wi— 9’

, Sy , and 7 is the sample correlation
n—1 n—1

freedom) and s2 =

between x and y.

When the distribution of x and y deviates considerably from a bivariate
normal one, it would still appear that as a practical matter much the same
methods could be used. The basis for this is the fact that there is considerable
experimental evidence [3], [4] to show that the distribution of the mean of a
sample drawn from any population likely to be encountered in practise will
approach normality very rapidly even for n quite small. Hence Z and u can be
regarded as normally distributed for n say >25, and the confidence limits for

Z—’ will then be given by (1.3); in case (b) a somewhat larger sample is required
Y
to diminish the error in estimating o, . But for n say >50, ¢ will have a distri-

bution close to normal and the confidence limits for K are given by (1.5) (with
t. replaced by u,). The statements for the non-normal case appear as a prac-
tical matter to also hold when the sample is drawn from a finite population of &
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units without replacement if N — n is not too small, provided n is replaced by
N -1 1/N —n
n (N — n)’ for now otz_x5 = - (N — 1> lo2 — 2p0,0,K + oK.
In the second problem we again start by assuming the distribution of z and y is
given by (1.1). For case (a), m, is the only unknown parameter. If P =

IIlf(x;y,- | m;) and ¢ = 9 g;s P, then
_ 1 23 (x; — my) 2 _
¢ = 201 — pz){ o2 }3—%2(% mu)}’

and the maximum likelihood estimate % of m, is
(1.6) hy =T — %’;—" 7 — my),
Yy

where ¢, = po.0, . Also 7, is a sufficient statistic, and the confidence interval
given by the set of values of m, satisfying

\/ﬁ[i-ﬁ"(ﬂ—mu)—mz]

oy
o'z'\/l - p2
will be a “shortest unbiased confidence interval’’ in the sense of Neyman.
Case (b) will be more important, since the exact values of the variances and

covariance will usually be unknown. By analogy with (1.6), a similar estimate
of m, for this case is

< Ua

(1.7) thy = & — 2 (5 — my).
Sy

This is precisely the least square estimate of x; corresponding to y; = m, , and
has been used for this problem before; for example, it is discussed by Cochran [5].
We shall discuss some additional aspects of the problem, and also mention the
application to the special case of representative sampling by groups.

When the bivariate distribution of x and y is such that the conditional distri-
bution of each x; is normal with mean 4 + By, and a common variance, then
Professor Wald has suggested that exact confidence limits for m, for small
samples can be secured by using the standard methods of the theory of least
squares. The resulting confidence limits are easily seen to be

me + la '\/X ,

‘ \/n—2

ool %)
- 2. (o — 9 |

where
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and ¢, is the critical value of Students’ distribution with n — 2 degrees of
freedom at a level of significance = a.

The requirement that the regression of x on y be linear is rather stringent,
although it may often be fulfilled, especially in the case of representative sampling
mentioned in the opening paragraph. When the regression of x on y is non-
linear, the estimate given by (1.7) requires some further justification. Let
Ui = E(x%’), where E denotes the mean value, and assume that we have n
independent pairs of observations and that the moments Uy, Uy, Uy, Un,
Uw, Un, Uy and Uy are all finite. It then follows from a theorem of Doob [6]
that \/n(m; — m,) tends to a limiting distribution with increasing n which is
normal with zero mean and variance equal to o2(1 — p°).

The estimate  is clearly always less efficient than #; unless p = 0. The

. F7 . .
estimate ?—7-m,, is known to have a large sample variance

p [t a(®) ot () ]

So g-m,, is always less efficient than 7, unless m, = 6—’2” my , at which point V
(2

v
2 2
attains its minimum value ai(ln—p) . In fact i, can be easily shown to have

an efficiency > any other statistic of the class Q, (which includes £ and g m,,)

consisting of all statistics ¢ satisfying two conditions: (1) that v/n(g — m,)
have a dlstrlbutlon approaching normality with zero mean and finite variance
o2 and (2) o> be independent of the joint density function of « and y, involving
only certain of the moments #;; . A rather artificial member of the class Q is

= Tog)fnil z: (V7 — v/m,). The proof consists merely in observing that
if for any blvarlate distribution ¢%, = ¢3(1 — p*) > o, this would also have to
be true when the distribution of  and y is a bivariate normal one, which is
impossible, since o3(1 — p°) is then the variance of /7 n(u — m,), 1y being
the maximum likelihood statistic.

For moderate values of n, say n > 100, fairly exact confidence limits for m,
Ua
\Vn
finite population of N units without replacement, the confidence limits for

n>100aremz:l: 1/N n\/si(l—rz)

In the problem of estimating m. = X for the population II, discussed in the
opening paragraph, which consists of N individuals divided into M groups, on
the basis of a random sample (u1, v1), (uz, ) -+ (%n, v.) of n out of the N

.s_'z( 1 — 7*). When the sample is drawn from a
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The efficiency

groups, an efficient estimate will be m’ =

of m' relative to the conventional estimate %%,—u is (1 — pav)”", which ordinarily

would seem to be quite large. This is easily extended to the case IT is divided
into I strata with M; groups comprising N; individuals in the 7th stratum, when
a random sample of m; out of the M; groups in each stratum is taken. Let v;;
be the number of individuals in the j** group of the 7t* stratum and wu;; denote
the sum of the values of = for these v;; individuals. The estimate of m. becomes

Supws (- Ni
" _ ; M [u A (v M.-)]

N

m

1
If > m: = mis fixed, the large sample variance of m’’ will be a minimum if m;

g=1
is proportional to Mo, V1 = p2, where p; is the correlatlon between u and v
in the 7** stratum.

In conclusion, the writer wishes to thank Professor A. Wald for his advice

and encouragement, and Mr. Henry Goldberg for several suggestions.
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SIGNIFICANCE LEVELS FOR THE RATIO OF THE MEAN SQUARE
SUCCESSIVE DIFFERENCE TO THE VARIANCE

By B. I. Harr
Ballistic Research Laboratory, Aberdeen Proving Ground

For purposes of practical application in connection with significance tests a
tabulation of the argument corresponding to certain percentage points of the
probability integral is usually more convenient than that of the probability
integral for equal intervals of the argument. A table of probabilities for the



