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A CLASS OF RANDOM VARIABLES WITH DISCRETE DISTRIBUTIONS

AiBerT NoAck
Cologne, Germany

1. General results. A large class of random variables with discrete probability
distributions can-be derived from certain power series. Let

f(2 =2 a.7, a,real, |z| <
Zw=(
We may have either non-negative coefficients a. or we may have ( —1)%a; > 0.

In the first case take 0 < z < r; and in the second case take —» < z < 0. Define
a random variable with the distribution

(1) P{g_x}_f(z). $=0,1,2,"'
The above conditions insure P{¢ = z} > 0 for all z; besides
2 Pt = f(z) 2a.d =1

The distribution of £ may be called the power series distribution (p.s.d.).
The mean of such a distribution is

E@®) = ;:»P{s = z} o) )Exaz
Hence it follows that
_ ' _.d
2 EE#) =2 O 22 log f(2).
We have for the moments about the origin
= sz'P{E = z} —f(z)z:c a, 2",
and hence

dﬂr - 1 z f,(z) 1
2 f(z) Y Ma, sl — 2 Z 2 a7
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Thus we have the recurrence relation
!

@) i1 = 2 %%' + pip, .

The central moments are

= 4:: (x — wm)"P{t = =z} f( y & > (x — w) a2,
and hence
d[lr r d”l 1 7‘"1 8
z-d_z. (Z)Zx(x—ﬂl) a'-‘l d f()z:(x_ ﬂl)
L@ 1
f(z) f(z) E (z - I-‘l) a,z"

The sum of the first and third term will be found to be p,+1 , hence
’

zd - T2 d“
dz = Mr41 d Me—-1 »

whence we have for the central moments of a p.s.d. the recurrence relation

4) Hry1 = 2 [‘fi‘;' +r %’3 I-‘r-l]-
Putting » = 1, uo = 1, u, = 0, we get the variance of ¢

2 dpr _ 217@ _ [f’(z)] £'(2)
(5) m=7o@ =2+ 7 108 f@) + m = 20y 70) + 2 T
By (5), (4) assumes the form
4" bry1 = 2 %;: + ruope—1 .

The characteristic function of £ is
o(t) = Z Pt =x} = = 2 0, e
f( ) =
or

©) O ()

1) -

To get a relation connecting the cumulants «, and the moments ur about the
origin, we differentiate both sides of the identity

0 ) ’
> % (i) = log X &8 (it)?
ri p=0 P:

re=]
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with respect to (¢¢), identifying coefficients in (i£)™* we get'

(7 pr = 5: ('t _ i) Ui s«

=1 \J
Differentiation of (7) with respect to 2 gives
, dur _ (1 1)[«1,,,_, , .g,ﬁ]
(7) Ez“—z — dz .1+ r—-sz .

Substitution of (7) and (7’) in (3) gives

r+1 r - 1 d :—_ d A
.z; (j : 1) Prt1miKj = Zl (; _ 1) z ‘;z Y wipe— | K+ 2#:—53';—’ s
= =

or by (3) after a little re-arrangement

-1 de; < -1
CREPTES Y (S AL o] gy s
2

i=1 J

2. Special cases.
(a) Choosing f(2) = ¢, ¢ has Poisson-distribution

(1a) Pl =z} = o

(2) and (5) are the well known relations E(£) = o’(£) = z; the recurrence formula
(4) assumes the form®

du,
(4a) TR [-&% + rn,..l].

(b) Taking f(z) = (1 — 2)™*, k > 0,0 < z < 1 we get the so-called negative
binomial distribution

_ Ik + ) 7 _
(lb) P{E - .'L'} = ,I‘(k) (1 ) ’ r = O} 17 2’
The mean is
kz

(2b) EQ) = 1=,
while the recurrence formula for the central moments is

_ du, rk
(4b) Pyl = l: Iz + =2 l‘r—l]v

~hence the first three moments of this distribution are
2y k2
(4 (E) = M2 = m»

1 Cf. M. G. KEnpALL, The Advanced Theory of Statistics, Vol. I, p. 87.
2 Cf. Cra1G, Am. Math. Soc. Bull., Vol. 40 (1934), p. 262.
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kz(1 + 2)
5b = e\ T &
( ) “’3 (1 — z)a b
_ kz(1 + 42 + & + 3kz)
H a-ar
The characteristic function of the distribution is
1 _ eitz -k
(6b) o = (229) "

Writing 2 = 9/(1 4+ %),k = h/9, 7 > 0, h > 0 we get the so-called Polya-Eg-
genberger distribution for rare contagious events®.

(1by) w{£=x}=l’(—+x>< )(1+n)"’"‘ r=20,1,2 ---.

z! T' (k™)
The first four moments of this distribution are
(2by) p1=h
(5by) ue = h(l + n)

us = h(1 4+ n)(1 + 27)
pa = h(L + 1 + 301 + 2)(h + 29)].
To obtain a recurrence relation for the moments consider

du, — aﬂr dﬂ 4 I ou, dh (1 + 77)2 [g‘ﬂ' _}z'gl_‘_r],

dz on dz ' 9h 9z n oh

hence we find for this distribution by (4) and (4b)
(4by) prpr = (L4 9) [n LugB h 5T rhnr-x]

It follows from (4b,), that u, is a polynomial in » and A. The characteristic func-
tion of this distribution is

(6by) o(t) = [1+ n(1 — ™.
(c) The coefficients of the series —log(l — 2) = Y ee1 2"/ are positive; the
associated distribution derived is
zz

zlog( — 2) 0<2<1; z=12-"--,

(1e) Pl =z} = —
and has the mean

2
(2c) E®) = - g —ped =%

3 Cf. Zeits. f. angew. Math. und Mech., Vol. 3 (1923), p. 279-289.



A CLASS OF RANDOM VARIABLES 131

Recurrence formula (4) has for this distribution the form

_ _[du. z2+log (1 —2)
(te) o = 2| B = 1 e ]

while the variance and the characteristic function of this distribution are

_ £+ zlog (1 — 2)
(1 — 2)Y[log (1 — 2)I?’

_log (1 — €2
® = log(1 —2) °

(5¢) pe = a*(F) =
(6¢)

(d) The coefficients of the series log (1 + 2)/(1 — 2) = 2 Zl(zz’“) /(2z+1)

are positive, so we can derive a random variable ¢ with the distribution

2z+1
2.7+

(1d) Plt=22+1} = 1+2’ 0<z2<1,2=1,23,---
z

(2z 4+ 1) log -

£ has the mean

2z
E@) =
(2d) 2 1 + 2 ’
(1 = 2% log =
the recurrence formula (4) assumes the form
d (1+z2)log}1—:—2z
(4d) wo = 2| 2+ 2 - T+ 2T~ )
(1 - zz)z[log 1 ]
-z
while the variance and the characteristic function of ¢ are
(1+z2)log: t 2 _ 2
(5d) () = 22 : -,
a- zz)z[lo 1+ z]
g 1—2

@ = log (1 4+ €*2) — log (1 — ¢'2)
T Tlog(1+2) —log (1 —2)

(e) Likewise the coefficients of the series

(6d)

.1 S 1-3-5---(2z — 1) 2™
sin”z =z + 2 2.4.6---(22) 2z F1
are positive, the derived variable ¢ with the distribution

P{t = 1} = (sin”'2)7},
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1-3---(2¢ — 1) "
2:46---(2r) 2w+ 1
0<z<1,z=123,---

(le) Pl =2r 4 1} = (sin™' 2)7,

has the mean

2
(2e) E(E) = Vs
The recurrence formula for the moments

du, sin'z — 21 — 22 ]
4e 1 = 2 [ — r — .
(4e) JTRES] iz + NV = P2 Mr—1

gives the variance

iz — /i = 2
5e) ) =3B 2" 2 .
¢ ® V1 = 2(sin™" 2)’

The characteristic function assumes the form
. —1 it
(6e) o(t) =

sin” ez
sin—lz °

(f) It is well known, that series (b), (c), (d), and (e) are special cases of the
hypergeometric function F(a, b, ¢; 2). This function gives a p.s.d., if abc > 0.
Ifa>0,b6>0,¢c>00rifa <0,b <0,c > 0,a,b integers, there exist no
further restrictions on these parameters. Supposea < 0,b < 0, ¢ > 0, a integer,
b not, we must have [b] < a'; if neither a nor b are integers, we must have
[a] = [b]. Suppose @ < 0,b > 0,¢ < 0. If ¢ is an integer, @ must be an integer
> c. If a is an integer, but ¢ not, we must have [c] < a. Finally if neither a
nor c are integers, we must have [a] = [¢]. Corresponding conditions are valid,
ifa > 0,b <0, ¢ <0. Regarding

%F(a,b;c;z) = %bF(a+ Lb+ e+ 1;2),

the mean of a random variable ¢ with hypergeometric distribution is

_ abF(a+ 1,b+ ;¢ + 1;2)
(2f) E(S) =2 E‘ F(a, b; C;Z) *

Considering the differential equation
z(1 — 2)f"(2) + [c — (a + b + 1)2lf'(2) — abf(z) = 0,
(5) gives the variance of ¢

2, _ ab 2 Fla+ 1,b+ 1;¢+ 1;2)
(5) R L e T
‘ '(1 )ab [F(a—l— 1,b+ 1; ¢+ 1; z):r}
h AL TES F(a,b;c;2) )

The higher moments of this distribution can now derived from (4).

4 [b] means as usual the greatest integer <b.



