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Summary. The method considered here for investigating the effect of non-
normality and heterogeneity of variance on tests of the general linear hypothesis
is based on finding the cumulants of a linear function of the two sums of squares
used in the usual F-test.

1. Introduction. Many of the standard forms of analysis of variance tests can
be shown to be the likelihood ratio tests for particular cases of the general linear
hypothesis [1]. It is assumed that there are n random variables z; and that

1 Ti = Qb + @by + -0+ + au0 + 25 =12 - ,m),

where the a’s are known constants, the matrix 4 = (a;;) is nonsingular, the
@’s are unknown parameters and the 2’s independent normal random variables
each with expected value zero and variance o°, (the case where the variances
are unequal but in known proportions is easily reduced to (1)). The general
linear hypothesis of order p(<s) states that ,_py1 = Os—pt2a = -+ = 6, = 0.
Kolodzieczyk [1] showed that the likelihood ratio criterion appropriate for test-
ing this hypothesis could be expressed in the form (Sy/p)/(Ss/(n — s)) where
S, is the minimum value of

n

; (@ — @by — @by — -+ — aibs)’
with respect to 6,, 6:, --- , 6, and S, = S; + S, is the minimum value of
?; (@i — @by — - — Giropbop)’
with respect to 6 , 6, , - -+ , 6;—, . Kolodzieczyk also showed that if the hypoth-

esis tested is valid, i.e., if

Os—pi1 = Oppra = ;- = 6, = 0,

then the likelihood ratio criterion is distributed as F with p, n — s degrees of
freedom. Accordingly if a test with level of significance « is required, then the
hypothesis is rejected if

__S/p
Sa/(n — )

where Fp._s.« is the upper 10009, point of the F distribution with p, n — s
degrees of freedom.

> Fp,n—-e.a ’
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2. Method of investigation. The power function of this test has been in-
vestigated by Hsu [2] and Tang [6]. It is the purpose of the present paper to
outline a method and provide detailed formulae for investigating the significance
level and the power function of the test when the 2’s are, in fact, not necessarily
normally distributed and when their variances are not necessarily equal. A
further possible inadequacy in the theoretical model may lie in the omission of
certain parameters 6.4, , + - , 0,4, in the derivation of the test. We shall there-
fore assume that the correct theoretical model is

Ty = dilal + ai202 + T + aises + cte + ai,s+m08+w + (2]

2
() (i=1721“')n)y

where the rth cumulant of z; is «.; . We retain the assumption that the z’s are
mutually independent and have zero expected value. We shall seek to approxi-
mate to the value of

Se/p
@3) P{m > F,,,,,_s,a}

under our general conditions. This expression may be rewritten as
P{S, — CS, > 0},

where
C =14 pFpnsao/(n — s).

This suggests that we may confine our attention to a study of S, — CS, , and
we note that the moments of this function may be written down exactly. Our
procedure will be to calculate these moments and to approximate to the re-
quired distribution of S, — CS, by choosing some form of distribution funetion
which will have the same first four moments. In certain particular cases [3]
where exact values are available this method gives usefully accurate results.
We have found that the (8; , 8;) points of S, — CS, correspond, in general, to
curves of Pearson Type IV. Further calculations indicate that where the 2’s are
normally distributed Type IV curves give rather better results than the curves
used in [3], which were Gram-Charlier Type A and curves of type Sy described
by Johnson [7]. However, differences between probability integrals estimated by
all three curves were not large, and if the approximate evaluation of a power
function is desired it will not matter greatly which system of curves is used.

3. Canonical form of the problem. The system of equations (2) relating

Ty, %, -, T, with the parameters 6; , 6, , - - - , 6,1, and the random variables
21,2, "+, 2, may be written in matrix form

4) z = 04’ + ¢,

where

IU:(.’U{,.’EQ,"',.’IZ,,), 0=(01,027"',03+w), Z=(21332)“'72n)
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and
Qi O1s4w
4=l :
Qn1 *°* OQnsto

Suppose 4 is partitioned between the (s — p)th and (s — p + 1)th columns
and between the sth and (s 4+ 1)th columns so that

(5) : A={Aw,40,4w0) = Aw, de),
that is,
Aey = (Ao, Aw).
Let 6 be similarly partitioned so that
(6) 0= (6w, b , ) = (6w , Oezmy)-
Then it can be shown (see [4]) that
8s = (0wAw + 2)M.(00A + 2)’

(7) ’ ’ ’
Sy = (A + 2)M(0end @p + 2),
where
@® M, =1— Ax(AwmAw) A
M, =1 — Aey(AtmAen) A
Hence
8. = 2. mies + D) + D)),
©) b=
Sr = "Zl m;j(zi + D:) (zi + D;):
L TY Ll
where
M, = (my;), M, = (mi),
and

Di = ai,a+10:+l + e + ai,a+w0:+w )
(10) D; = @ip—pi1bspi1 + -+ + Giprubota
= ai,s—-p+108—p+l + e + aiaon + Di .

~

4. Moments of S, and S, . Using David and Kendall’s tables of symmetric
functions [5], it is a simple matter to write down the cumulants of S, and S, .
Thus if '

ov = 2 miDi, 2. miDiD; = Ap,
i=1

=1



TESTS OF LINEAR HYPOTHESIS 385

and we adopt the convention
u(878a) = &[(S, — 8(8,))"(Sa — &(S),

with k(StSs) denoting the corresponding cumulant, we have, all summations
running from 1 to n,

&8, = Z Miikei + A,
k(S7) = ; miixe + 2 Z ,Z MG kaine; + 4 ‘Z M3i8ik3s + 4 ‘2'5.‘2@5,
(S} = ‘Z misxe: + 12 ‘Z ; MM} Kaiko + 6 Z ]Z M M3 5M 5 ki Ks;j
+ 4 Z ; miykaiks; + 8 12 ; 2‘: MMy Mt K2ikai ke + 6 E;mifaﬁ K
+ 24 Z ; Myimi; 8 Kaika; + 24 ; XJ: M35 Sikaike; + 12 Zimi,-ai"'m
+ 24 Z Z m:jaletsg'KziK‘zj + 8 Z 5IisK3£ ,
1 %
x(S3) = LT. mii ks + 24 Z z}: i mi; keine; + 24, ; ; M M S M5 K g
+ 8 Z‘: ]Z M Ksike; + 24 Zz: ‘]4: My M3 M Ksi ks 4 32 ‘Z: ]Z MM ks
+ 48 Z ; Z; m:f 'm?zKuszKzz + 96 Z ; ;mlsimﬁjm;tmh K4iK2j Kot
+ 48 ; ; 2“, MM 1 M kaaksine + 96 Z} 2,: ; M3 MG MG Ko K Kt
+ 96 ; 72 ; mi; m;tm;’tKSiKajK% + 48 Z ]Z Zt Erm;]m:'tm;'rm,tr"%"zj’(2lk2r
+ 8 20 mildiu + 48 2 Z Mm% mi; 8 ki ke + 96 2 Z) M 8 ks kaj
7
+ 96 Z Z MM M58 kaika; 4 96 ; Z MMy 8 Kaikaj
1 7 1
+ 64 Z ; M 8 kaiks; + 192 E 12 ; MM 8 Ko Kaj Kot
T
+ 192 Z }; ; m;f m:m 6; Kk3iKejKe: + 192 Z ; Zt m;,‘m;’: m;; 5:'K3iK2jK2t
+ 24 Z mﬁ 5:;2 ke + 192 Z Z mi,mﬁ,&i&j KeiKe; -+ 96 Z E mif 5;'2K4;K2j
v 3 7 T 1
+ 96 Z 2]) Miimi; 85 Kaiks; + 96 Z ; M 8% 87 kzikaj
+ 192 12 ; ; MM ;0 K2 KgjKet + 32 Z: M85 Kei
+ 192 20 30 mi;6 0 kaike; + 16 3 55 ks .
i 3

The cumulants of S, are identical in structure with those of S, , the only dif-
ference being that all the primes are dropped.
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b. Cross-cumulants. Because of this identical structure of S, and S, it is
an easy matter to write down the cross-cumulants. It is simple to show that

K(S,80) = 2 miimaixa -+ 2 25 D My M ek
B i i
+ 220 (mid; + miidiks: + 4 Z 8:0% K
by elementary algebra. The result may also be reached by regarding the coeffi-
cients of the «’s in «(S%) as undashed and splitting the numerical multipliers

according to the number of ways in which one algebraic quantity may be dashed
and the other left undashed. Again

K(sta) = ; mizm/i% ke; + 8 Z Z mlzzm,u MijKai Kaj + 4 E Z ’mnmg’l\‘aikz,‘
7 3 J
+2 ZP ; My M My Kaisiaj + 4 2; Z; Mis Mij My Kai Ky
+ 4 Z ;mii mi; ksiks; + 8 Z; Z, ; M Mt Mjo Kai Kaj Kt
+ 2 Zt: midiks: + 4 Z': MMy 85 Ksi + 82{;”121‘7";;:‘5]'1(3{'(2]‘
+ 8 Z 72 mif dik3ike;+ 8 ; Z]: m::zmz‘j(S;'Ksisz + 8 ; ; M, mﬁ,- 6;- K3¢ K2j
+ 16 ; ; MM 65 ksike; + 8 ; M58 dikei + 4 ; M i85 Kai
+ 16 12 Z m;;0i8;Kkaike; + 8 Z ; M85 85 Kkais; + 8 Z 87 8ikai
7 K2 v

a result which may be reached either by elementary algebra or by making a
dichotomy of the numerical multipliers according to the number of ways in
which two coefficients may be dashed and the other left undashed in the ex-
pression for (S%). The expression for (8,82) follows by symmetry. We have
worked out the cross-cumulants of order 4 by two methods but since they are
very long expressions and are easily reached from «(S1) by the combinatorial
method we have briefly described we do not reproduce them here.

6. Determinantal expressions. So far we have left the expressions for the
cumulants in canonical form. It is clearly desirable to be able to calculate them
quickly by means of determinants. Write

ij = Z Qij Qik
1

and
Gll et Gls Gll . 'Gl,s—p

|

i
A=| - , A= - E

;

Gsl o Gss Gs—p.l tee GS—p.S-»-pe
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l.et
, 1 A crt Qis—p | 0 Qi v Qie—p
i Qi1 (' tee Gl,s—p Qa1 Gu - Gl,ﬂ—p
A = | , oy =
iai.s—p Gl.s—p e Gs—pﬁ—? j,5—p G*—Pvl e G‘--P:’-‘P

The similar quantities without primes will have the same determinantal form
with the exception that the determinants will be of order (s 4 1), instead of
(s — p -+ 1). Then it is easy to show that

mi; = —as;/A’ when £ j
1 — ais/A" = AL/A

It

’
mis

Again it may be shown that

’ /
0 2 aaDi -+ 2 aipDi
1 1
ai Gu s Gl,a—p
’ 1
6€ = K‘, ,
| Qi,5—p Gs—p-l e Gs—p.a—p

a similar determinant of order (s + 1) being the expression for 4, .
Finally

- XD XaaDi - 2 ai,Di
Z anD; Gn to Gl.s«p
Ap = Z Z miy; DD = Zl—, . . ,
* J - .
Z ai,s-—p l):: Ga—-y,l s Ga—p,a-—p
1

again the expressions without primes having the same determinantal form but
being determinants of order (s + 1) instead of (s — p + 1).

7. Inequality of variances on the normal case. In most investigations it will
be the case that the algebraic form of S, the fundamental sum of squares, will
be an adequate setup for the hypothesis tested. This being so we have é; = 0,
which will result in a considerable simplification of the cumulants of S, and of
the cross-cumulants. We shall assume that this is the case for the rest of this
work and shall not discuss it further here. We retain, however, the noncentral
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factors 6; . There now appear to be two main (different) simplifications which
can be made. It may be assumed that the 2’s are normally distributed each with
a different variance, or it may be assumed that each z; has the same nonnormal
distribution (whatever ¢). We treat the normal case first, and the cumulants of
Sections 4 and 5 reduce to

8(8) = 20 miskai + A,

&(8.) = 21: MiiKai,

x(S) = 2 Z ; M Kaika; + 4 ; 87 ke,

k(8;8.) = 2 Z 2]: mijm;'jKZiK%,

K(Sz) =2 Z }]: mz'szisz,

(S} =8 Z; ; Et: mijmﬁ-z m,,it K2iKejkae + 24 Z ; m:’jag 5;‘K2il<2j,
x(S3S:) = 8 Z: ZJ: ; m;’jm::t Mjs KeiKejkoe + 8 Z ; mijts; 6;‘K2i'f2j,
(S, S%) = 8 Z Z,: tz My M Mo K2i Kaj Kot

K(Sz) =8 ; A]V_‘, 2; Mo Mot Mje K2 K25 Kt

K(S:) 48 ; ]Z Zt: rZ m:ﬁjm,it m;r m,trK2iK2j Kot K2:

+ 192 Z ‘JZ, tE MMt 858t KaiKojKar
k(S8,) = 48 ; ,Z zz ; m;, mi'tmg'rmtr K2 K2j Kot K2,
+ 96 E ,Z ‘,‘: My Mt 87 81 Kai ke Kot
k(S:8%) = 48 Z Z Z Z mi;mi M jr Mgy K2i Kaj Kag K2y
+ 32 Z E E m,,mua agmxo] Kot ,
(S, 8 = 48 Z Z Z Z m,,mu M jr Mgy Kai Kaj Kot Ko
K(Si) = 48 21: ZJ: Zt: Z Mij Moit Mjr Mgy Kog K2j Kog Koy «

As a check we may notice that if we put

Kes = Kgj = Kor = Kot ,
whatever be 1, j, r and ¢, then the cross-cumulants «(Sh S¢) vanish as is expected.
By approximating to the distribution of S, — CS, , for example, by assuming

that it is a Pearson Type IV curve with moments derived from those above, we
may, by putting the noncentrality factor §; = 0, investigate the effect of hetero-
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geneity of variances on the nominal significance level, «, in any analysis of varl-
ance problem for which the general linear hypothesis is appropriate; or if 8y is
given certain values we may find out the effect on the power function. A check
on the adequacy of the Type IV approximation can be made at any stage by
comparing the approximation against known values (i.e., when the variances
are equal). Certain refinements in the design of experiments are possible by this
approach. For example, if heterogeneity of variances is suspected as being a fac-
tor which may enter into an experiment, it is possible to decide beforehand what
will be the appropriate dichotomy of N, the number of trials, in order that this
heterogeneity shall have as small an effect as possible on the nominal significance
level a, under H, . Further, if by any chance estimates of this heterogeneity can
be made from previous experiments, then an optimum dichotomy of N can be
made.

8. Nonnormality. If it is assumed that each of the 2’s has the same nonnormal
distribution then certain other simplifications become possible. It is felt that
space will not permit a full list of the determinantal reductions, but by the aid
of such relations as

22 mh=n—s, v=123,--
1 J
Z Z ;mijmitm;’t
) J

and so on, the expressions for the moments become shortened. For illustration
we give the results for orders one and two.

&S = —s—pr+A4Ap, 88 = (n — sk,

I

n— s,

k(S = k(n — 25 + 2p + A2 Z a“) + 2650 — s+ p)
+ A 3D A%L8; + Ak
K(Si) = Kd(’ﬂ — 28 + A—2 Z aif) -+ 2,(%(7), —_ s)’

K(Sasb) = K4(P + A—‘IA,—I Z aiia:;i - A_z Z an) + 2"3A—l Z Anaa

It will be noted that the cross-cumulant x(S,S;) does not contain a term in «; ,
and this, as might be expected, will be true whatever the order of the cross-
cumulant. By the aid of these moments the effect on the F-ratio test of neglecting
to make a normalising transformation of the original data can be studied. For
example, if we put all the cumulants equal to the Poisson parameter, A, this
will enable us to see the result of neglecting the sinh™ transformation where
this transformation is necessary. If we retain the A, term we find the effect of
nonnormality on the power function and hence can investigate the variation of
sample sizes from those which in the normal case supposedly give a required
power.
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9. Special cases. Although the determinants of Section 6 enable the moments
of 8, — CS, to be calculated quickly, certain difficulties are encountered in trans-
lating the various quantities involved in the determinants into terms of the
different “setups” of the analysis of variance. We give therefore as illustrations
the evaluation of the necessary determinants for two classical types.

9.1. Single classification. The model is

2= A+ Cy 4 2 =1, ,n;t=1---,53).

It is assumed that there are s groups with n, observations in the ¢th group, 4,
C, are parameters, z’s independent random variables, and 2.2y n, = N,
Z’Z.,th, = 0. Let the N observations be 1,2, --- , %, --+ ,7, --+, N. In the
tth group

Au/A = (ne — D/ne,  Au/A" = (N — 1)/N,
ai/A = 1/n,, asi/A = 1/N.
If both 7 and 7 are in the {th group,
aii/A = 1/n,, Ai;/A" = 1/N.
If 7 and j are not in the same group,
ai;/A = 1/N, o ;/A = 1/N.

C, is the difference between the expectation in the {th group and the expectation
over all groups. Hence

s
/7 7 . 2
8 = C,,  Ap =y nCi.
t=1

. r . . B
It is seen that Ap is thus a measure of noncentrality. The sums of squares appro-

priate to testing the hypothesis C; = 0 (¢t = 1, --- , s) are
8 mnyg 8 my
S, =22 @ — ),  Sa=22 (i — ),
t=1 =1 t=1 7=1
where

ng 5
- -1 —- —1 -
Ty = n Ex,i, .= N2 ni.,
i=1 t=1
and we have then

S(Sr) = ch (1 - %) Kot + Znt 2:, 8(Sa) = Z (nt - 1)K2L1
t=1 =1 t=1

2 2 ) .
K(Si) = Z n <1 - %) ke -+ 2 }t: [nz (1 - %,) -+ '—l—%l—)—]lét

t
(™ 1 . :
F2 XN B ik 4+ 4 D, <1 - N) Cusae + 4 2 m G,
Tr ¢ !
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and so on. These results were given in full in [3].
9.2. Analysis of regressions. The model is now

Y = a + Bz — %) + B, + 2,

it being assumed that there are n, observations at 2, and ¢ = 1, 2, --- | s. @,
B and B, are unknown parameters and

Znt=N, Eth=0=zn,B[m,, 5.‘=N—12n,$¢.

t=1 t=1 t=1 t=1
The determinants in the tth group are

Au/A = (n — )/n, Au/A =1— (N + Xi/; n X3,

where
X[ = ¥ — X,

/D = 1/n, ai/A = N+ X3/ n X5,
t

If both 7 and j are in the tth group
ay/A = 1/n,, ay/A =N+ XV D nX:.
13

If 7 and j are not in the same group, but in the ¢th and #'th groups respectively
ay/A = 0, OlIii/A’ =N + Xi Xi’/z Ny X2¢ .
. t
If we are testing for departure from linearity, the hypothesis to be tested is

B, =0({=1,: --,s). In this case 8 = B,, Ap = Zt n.B% . The fundamental
sums of squares are

S., = ; Z (y“ - y;.)2, S,- = Z Z (y” - :1—/ - b(’l}t - 53))2,
where

E m(@ — )@ — 7.
b=-

R PRy
Z nz, — 7)° ’ Ye. = oy Z Yti, y.. N Z nede.
t

We have therefore, for example,
S(S,) = Z ’m,,-iK27; + A;; = Z ntA—IA/M Kot + Z n B2t
7 t t

= an(l - ]V_l b Xi/z ’anZt)'\’ﬂ + E nlel-
t 0

I3
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Again
I\’(S“:) = Z: mif- Key + 2 Z Z "":’3"‘2:"‘2]' + 4 Z 7":‘66:"‘36 + 4 ‘E 5?"25
+ 2 13
= Z n(l — N 7' — Xzz/z ne X3 ka
t

;
+2 2 [~ N7~ X/ XY +

me(ne — DN+ ng/fl_‘, ne X0 ke
+ 2 ZMZ nen, (N + Xsz/Zt: 1 X3)* kot ko
+ 4 ; m(l — N7' — le,/zt: 1 X3) B ke
+ 4 ‘Z ne Bk

The other cumulants follow similarly by substitution.

10. Conclusion. It is believed that the method described above provides a
useful means of investigating the effect of various forms of departure from the
theoretical models used in the analysis of variance. While we have only discussed
the systematic (or parametric) form of model in the paper, a similar approach
has been found useful in the case of the random (or components of variance)
model and also in investigations of the distributions arising in randomization
theory. There is, of course, some uncertainty about the accuracy of the prob-
abilities obtained from the curves fitted to the moments of S, — CS,. Nu-
merical work so far carried out indicates that, at any rate for the parametric
model, this method provides an adequate mode of approximation.

In the most general case calculation of fifth and higher order moments and
product moments appears to be prohibitively lengthy in practice, but it would
be comparatively easy to calculate moments of higher order in some of the
simpler cases (e.g., where there is normal variation). It is possible that closer
approximations to the required probabilities could thereby be obtained.
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