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1. Introduction. It is well known (cf. e.g., Cramér [1], pp. 477-483) that, under
certain regularity conditions, the efficiency of an unbiased estimate of a param-
eter relative to an efficient unbiased estimate is equal to the square of the
correlation coefficient between the two estimates.

In this paper the relation between Pitman’s asymptotic relative efficiency
e(T', T), of a test T" with respect to a test T, and the correlation coefficient
between their test statistics, ¢ and ¢, will be considered.

If the test statistic of T is an efficient estimate of the underlying parameter and
g () is a consistent estimate of this parameter, then Noether [10] proved (cf.
also Kendall and Stuart [6], Section 25.13 and Stuart [13]) that, under certain
regularity conditions, the limiting correlation coefficient between ¢ and g ()
equals [e(T’, T]:. This result was used by Stuart ([14] and [15]) to find the
asymptotic relative efficiency of several nonparametric tests for normal alterna-
tives.

In this paper it will be shown that, under certain regularity conditions, the
statistic ¢ itself has limiting correlation coefficient [e (T', T)]! with the test
statistic ¢ of a (in a later to be defined sense) best test 7'

For the case of the two sample location problem Héjek [4] proved this relation
between [¢ (T, T)]* and p (¢, t) for rank-orders tests. In his case T” (respectively
T') is the locally most powerful rank-order test for testing § = 0 if the two sam-
ples are from distributions with distribution functions F(z) and F(z + 0)
(respectively G (z) and G(z + 9)).

The theorem will be stated and proved in Section 2; Section 3 contains some
examples.

2. The theorem. Let T and T’ be two tests for the hypothesis Ho: 6 = 6o
against the alternative 6 > 6, . Then the relative efficiency of T’ with respect to T
is the ratio n/n’, where n and n’ are the number of observations necessary to give
T and T’ the same power 8 for a given level of significance «. The concept of
asymptotic relative efficiency is due to Pitman [11]. He considers the limit of
n/n’ for a sequence of alternatives depending on the sample size and converging
to H, in such a way that the power of both tests converges to a limit <1. Pitman
proved the following theorem (cf. e.g., Noether [9] and [10]).
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PITMAN’S ARE AND CORRELATION 1443

Let T, be a test for the hypothesis Hy:0 = 6, against the alternative § > 6,
based on n observations, let ¢, be the test statistic and let
ol 0) = o’ (t | 6).
Let further 6, be a sequence of alternatives such that
(2.2) 0, = 60 + k/n},
where £ is a positive, finite constant independent of n and let the following con-
ditions be satisfied:

A. an e exists such that, for 6 < 0 < 6, + ¢, ¥n (0) exists,

B. lityrn ¥ (0a) /¥ (60) =

C. limyeo 0 (6n)/on (60) = 1,

D. ¢ = limu.o, %1 (60)/n'on (6) exists,

E. the distribution of [t, — ¥x(0)]/c.(6) tends to the normal distribution
uniform in 6.

Condition E can be replaced by
E'. the distribution of [t, — ¥a (62)]/0n (0 ) tends to the normal distribution.

Then Pitman proved
1. if T, is a test satisfying the above condltlons, the asymptotic power of

T, is ¢ (ua — kc), where
(23) sw) = @0 [ aa,

2. if T, and T, are two tests satisfying the above conditions with ¢ > 0 and
¢ > 0 then the asymptotic relative efficiency e (1", T) of T, with respect to
T, is
(24) e(T',T) = (c'/c).

Now let C' be the class of all tests of H, satisfying the conditions A-E (or
A-E') and suppose C contains a test, T»o say, such that
1. for every given « and k no other test in C has a larger asymptotic
2.5) power than T, ; then ¢y = ¢ for all T, ¢ C
2. Co > 0.
A test T satisfying (2.5) will be called a best test in C' and the following theorem
will be proved.
TureoreM. If C' contains a best test Tno and T, € C with
1. the simultaneous distribution of [tn — ¥n(0)1/04 (0) and [tw — Yo (6)]/
o0 (0) tends to a bivariate mormal distribution uniform in 0 or the
simultaneous distribution of [t, — ¥n(0:)1/0n (0x) and [t — Yno (62)]/
an (6,) tends to a biariate normal distribution,
2. liMyorey p (En y teo | 60) = liMpeseo p (B , tno | 62) (= p, 82Y),
3.¢>0

2.1)

(2.6)

then
2.7 e(T, Ty) = o'
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Proor. Consider the tests T, (\) based on the test statistic

2.8) tn(N) = X [tao/ono (60)] + (1 — N) [ta/an (60)],

where A is a constant independent of n. It is easily verified that T, e C for all \.
Further

(2.9) c) =Deo+ (L =N/ + (1 —A) 420 1 =Nl

From the fact that 7, (\) ¢ C for every \ and the fact that T, is a best test in
C it follows that

(2.10) c(\) = ¢ forevery A

and (2.10) is identical with

211) Ne" — o5 — 260 (c — pao)] — 2N[c" — 65 — co(c — peo)]
4+ —c =0 forevery A
From (2.11) it follows that

(2.12) [¢* — ¢t — colc — pco) — (& — ¢3) [ — co — 2co(c — pco)] < O,

which is identical with cg (¢ — peo)® < 0 ’or, ¢y being positive,

(2.13) p=c/co
and from ¢ > 0 and ¢, > O it then follows that
(2.14) p=c/co=[e(T, To)]§~

3. Examples.

3.1 Tests for the hypothesis that the mean of a symmetric distribution is zero. Let
X be a random variable with a continuous symmetric distribution F (z | 6)
with mean 6 and let z;, - - - , 2, be a sample from this distribution. Let u; , - - -,
u, be the ordered absolute values of the observations; let, for 2 = 1, --- , n, v;
be defined by

v; = 1 if u, corresponds to a positive observation,

3.1.1)
= —1 if u; corresponds to a negative observation

and consider tests for H, : § = 0 based on test statistics of the form

(3.1.2) tn = Zl av;,
where, for 7 = 1, - - - , n, the weights a; are given functions of 7 and n. Examples
of test statistics of the form (3.1.2) are e.g.,

1. the sign test with a; = 1 for¢z =1, - -+ ,

2. Wilcoxon’s signed rank test with a; = 2 forz =1, --- | n,

3. a test based on the statistic £, with weights a, satisfying

2 R _ 7 .
(3.1.3) ’(2—”_);‘[; [ dx = b—— 1= 1, s Ne
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So if ¢ (a) is defined by « = (2r)* [4$ ¢ ¥z, then
(3.1.4) a:=yY[(n+1+14)/@n+ 2)] i=1,-,n

This test is analogous to van der Waerden’s two sample test; we will call this
test van der Waerden’s one sample test.

4. a test where a; is the expected value of the ¢th order statistic of a sample of
size n from a x-distribution. This test, which is asymptotically identical with
van der Waerden’s one sample test (cf., e.g., Lehmann [8]), was considered by
Fraser [3].

Another test for H, that will be considered is the test based on the sample
mean

(3.1.5) Fo=n"" Z i=n" Z U5 .

7=l

The correlation coefficient under H, of two test statistics of the form (3.1.2)
with weights a; and a; respectively is

(31~6) P(tn ) t:z I HO) = (Z a5 a:/[z g Z a; :|>

=1 ! 7=1
and the correlation coefficient under H, between a statistic of the form (3.1.2)
and &, is

n n ¥
(317) p(tn , Tn l Ho) = <Z; a; Eu,/a [n z; af] ) 5
where ¢” is the variance of X.

Two distributions F (z | ) will be considered for X.

I. X has a normal distribution with mean 6 and variance 1. Best tests in this
case are the test based on the mean, van der Waerden’s one sample test and
Fraser’s test. So the asymptotic relative efficiency of the sign test with respect
to a best test may e.g. be found from (3.1.6) with a; =1 and a =
Y[(n+14+17)/@n+ 2)] or from (3.1.7) with a; = 1, ¢ = 1 and u; is the 7th
order statistic of the absolute values of z;, -+, 2. . From (3.1.6) we obtain
(cf. also van Eeden and Benard [2])

n+1+54 fo(yt+1 )2
Zﬂ( % + 2 )) (fo"< 2 )dy

(318) e=p" = lim < , = L=
nsw S n+1+4+1 y+1
() [ e
and from (3.1.7)

(3.19) e=p’ = lim <n-‘ Z Em)2 = lim <n_1 ; E |ac,-|)2 = (E|X])* = ?r

n->00 =1 n->0

2
™

For the Wilcoxon test the asymptotic relative efficiency with respect to a best
test may e.g. be found from (3.1.6) with a; = 4, a; = ¢[(n + 1 + 4)/ (2n + 2)]
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S n—+1-4+z 1 y+1> )2
(8.1.10) e¢=p"=lim (; W( 2n + 2 )) _Q(](; y¢<—2 dy 3

o g g o (n 4+ 145\ ”‘{ <y+1)}2 B

2 §{¢< o0+ 2 >} [ ()pa
The asymptotic relative efficiency of the sign test with respect to the Wilcoxon
test follows from (3.1.8) and (3.1.10): e = £. This efficiency is not equal to the

square of the correlation coefficient between the test statistics. For the cor-
relation coefficient we find from (3.1.6) (cf. also van Eeden and Bernard [2])

n n 3
(3.1.11) p = limy.e [le <n 2 f) :I = 33

II. X has a double exponential distribution with density e **'. A best test
in this case is the sign test (cf. Ruist [12] or Hoeffding and Rosenblatt [5]). So
the asymptotic relative efficiency of van der Waerden’s one sample test with
respect to a best test follows from the correlation coefficient between the test
statistics. This correlation coefficient is independent of the distribution of X, the
two tests being simultaneously nonparametric. So the asymptotic relative effi-
ciency of van der Waerden’s one sample test with respect to the sign test is 2/7
for a sample from a double exponential distribution, the same as the asymptotic
relative efficiency of the sign test with respect to van der Waerden’s one sample
test for a sample from a normal distribution.

For the Wilcoxon test we find (ef. (3.1.11)) ¢ = 2 for the asymptotic relative
efficiency with respect to a best test.

For the test based on the mean the asymptotic relative efficiency with respect
to a best test follows from (3.1.7) with a; = 1, ¢° is the variance of a double
exponential distribution with density 1¢717% and w, is the sth order statistic
of the absolute value of z;, -+, 2., 50

n 2
(3.1.12) e =p = limw (Z Eui/na> = (E |x|/0)2 = 1
=1
Finally a test analogous to van der Waerden’s one sample test will be con-
sidered, i.e., we choose the a; such that (cf. (3.1.3))

“‘ _ n+1 .
(8.1.13) ](; T dr = —:—1 or a; = lnm i=1, , M.

The asymptotic relative efficiency of this test with respect to a best test follows
from (3.1.6) with ;=1 and ai =In[(n 4+ 1)/ (n + 1 — 7)]

(31.14) e =p’ = lim <:£11 % i-{ 1 >: = @1111(1 ) dx>2 =
" Z{lnn—fg—l;—i} fo (ln(l — 2)}* da

1=l

1
2

bt

8o the test with weights (3.1.13) has the same efficiency as the test based on the
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mean. The same holds for the normal distribution: van der Waerden’s one sample
test has the same efficiency as the test based on the mean.

ReEMARK. As already remarked earlier in this section van der Waerden’s one
sample test and Fraser’s test are asymptotically identical; their asymptotic
relative efficiency is 1 for a sample from any distribution and their correlation
coefficient is asymptotically 1. So these tests are, for a sample from, e.g. a double
exponential distribution, an example of a case where the relation ¢ = p* holds
and none of the two tests is a best test.

An example will now be given of this situation with e ¢ 1. Let T, and T, .
be two tests in C with 0 < ¢; = ¢,

(3.1.15) p = 1My p(tur, a2 00) = liMyeo p(tn syt | 6n)
and p £ ¢y/c: . Consider the test based on the statistic
(31].6) tn ()\) = [tnl/o'nl (00)] + (1 - )\) [tnz/a’nz (00)]

and choose A = )\ in such a way that ¢(\) is a maximum. Then
M= (a2 —pc)/ A —p) (1 + c2)
(3.1.17) c(o) >0
[e )] = i + (2 — pcr)®/ (1 — p°) > .
So, if T (\o) € C, T\ (No) has higher efficiency than T,; and T,, . Further
limp e p”(ta(No), tna | 60)
(3.1.18) = Do + (1 = N)pl/IN + (1 = N)* + 20(1 — o))
= (er/c(M))* = e(T1, T(M)).

So T,1and T, (\o) are two tests for which the relation e = p’ holds; that T, (\,)
is not necessarily a best test follows from the following example; let z;, - -+ , z,
be a sample from a normal distribution with known variance and let T, ; and
T, respectively be the Wilcoxon and the sign test. Then ¢; = (3/7)% ¢» =
@2/m)*and p = 3% (cf. (8.1.11)). S0 p # es/c; and

(3.1.19) [co))* = 3/7 + 4[(2/x)} — 3/2x* = [20 — 12 (2)¥]/x < 1.

A best test in this case has ¢y = 1, so T, (\o) is not a best test.

3.2 Tests for the hypothestis that two distributions are identical. Let X and Y be
two independent random variables with distribution functions F (z) and G (y)
respectively. Let #;, -+« , 2, and 41, -+, ¥» be two samples from F and G
respectively, let (with N = m + n) 21, -+ -, 2y be the ordered observations in
the pooled samples and let

v; = 1 1if 2;1s an observation of X

(8.2.1) o )
= (0 if 2;is an observation of Y.
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The tests to be considered for the hypothesis H, that F and G are identical have
statistics of the form

N
(3.2.2) ty = 2 a;(; — m/N),
=1
where, fori = 1, - - - , N, the weights a, are given functions of 7 and N. Examples

of tests of the form (3.2.2) are:

1. Wilcoxon’s two sample test with a; = ¢

2. van der Waerden’s two sample test with a; = ¢[i/ (N + 1)],

3. the test of Ansari and Bradley with a; = |i/ (N + 1) — 3|,

4. Mood’s test with a; = ¢/ (N + 1) — %)

5. a test with a; = {¢[¢/ (N + 1)]}%. In this case the a; correspond to applying
the technique of van der Waerden to Mood’s test.
The Examples 1 and 2 are both tests for location; 3, 4, and 5 are, if it is assumed
that X and Y have the same median, tests for scale. Another test for location is
the test based on the difference between the sample means

m n N
(328) Z—§ =m" Z; z—nty, y; = (N/mn) > 2:(v; — m/N).
i= =1 =1
The correlation coefficient under H, between two statistics of the form (3.2.2)
is

N N N
Yoaai— N Y e a

=1 1=l =1

[ v G HE e - v (B}

and the correlation coefficient under H, between a statistic of the form (3.2.2)
and & — 7 is

(32.4) p(tw, tx | Hy) =

N N N
> @Bz — N2 a: ) ai
(825) plty,Z— 7| Ho) = i=1 _ == .
=B (e

where ¢° is the (common) variance of X and Y.

For the tests for location we will consider the case where X and Y both have a
logistic distribution with equal known variance and difference between means
9; for the tests for scale we will consider the case where X and Y both have
normal distributions with equal known means and ratio of variance 6.

I. X and Y have a logistic distribution. Let X and Y have distribution functions

326) F@ =1/0+c*™) (@) =1/0+"™)

respectively. A best test for testing Ho : 6, — 62 = 0 is the Wilecoxon two sample
test (cf. Lehmann [8]).
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So the asymptotic relative efficiency of the van der Waerden test with respect
to the Wilcoxon test for samples from logistic distributions is 8/, the same as
the asymptotic relative efficiency of the Wilcoxon test with respect to the
van der Waerden test for samples from normal distributions, the two tests
being simultaneously nonparametric and the van der Waerden test being a
best test in the case of a normal distribution.

For the test based on the difference between the sample means the asymptotic
relative efficiency with respect to a best test follows from (3.2.5) with a; = ¢

N N 2
- [;zEz_Exgl] 36 1 &\
(327) e =» =}rlglo y 1 /& N\ = N—>oo< '>’
(N—1)02<Z¢2—N(Zi>)

=1 p=1

where

N
> iEz=NEX+ N — 1) EXF(X)
(3.28) =
= NN —-1)EXF(X) =iN\N —1).
So from (3.2.7) and (3.2.8) we obtain ¢ = p* = 9/x".
We now consider a test analogous to van der Waerden’s test, i.e., we choose
a; such that

329) 1/A+4+e¢*)=4/(N+1) or a;=1In[i/(N+1—71)).

This test has (analogous to the case of the normal and the exponential distribu-
tion) the same efficiency as the test based on the difference between the sample
means. Its efficiency with respect to a best test follows from (38.2.4) with a; = ¢
and a; = In[i/ NV + 1 — 7)]

N . N N . 2
[Ziln—— N‘IZiZm]W’T—_—i]

7
=1 NF¥1—=7i ol il
N N 2
@)
iz i=1

(3.2.10) ' {Z: {ln zﬁzy - {é n ]H—zl__;}

s (/(:xln [z/(1 — :l:)](zlm)2
[ nle/( = @) aw

2 .
e =p = limyse

= 9/x%

II. X and Y have a normal distribution. Let X and Y have normal distributions
with mean zero and variances 6; and 6, respectively. Best tests for testing H, :
6,/6, = 1 are the F-test, based on the ratio of the sample variances and the test
of the form (3.2.2) with a; = [¢/ (N + 1)])* (cf. Klotz [7]).
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So for the test of Ansari and Bradley the asymptotic relative efficiency with
respect to a best test is found from (3.2.4) with a; = @[¢/ (W + 1)])* and a;

— /O + 1) — 3]
R LAC=
g ()]
G E ),
(3.2.11) [2( >_N_l(i§|N_zr_1_%D]
[l - sty as - [01|x LI IR
[ e e—{ [ i) asf o

.[fol(xv—%)2dx—{follx—%|dx}2:|

™
For Mood’s test we find from (3.2.4) with a: = {Y[i/ (W + 1)]}* and a; =
G/ (N + 1] — e =p" = 15/2"

- N

2

| i=1
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