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1. Introduction and summary. Chernoff and Rubin [1] and Rubin [5] investigated the problem of estimation of the location of a discontinuity in density. They have shown that the maximum likelihood estimator (MLE) is hyper-efficient under some regularity conditions on the density and that asymptotically the estimation problem is equivalent to that of a non-stationary process with unknown center of non-stationarity. We have obtained here similar results for a family of densities \( f(x, \theta) \) which are continuous with a cusp at the point \( \theta \). In this connection, it is worth noting that Daniels [2] has obtained a modified MLE for the family of densities \( f(x, \theta) = C(\lambda) \exp \{-|x - \theta|^\lambda\} \), for \( \lambda \) such that \( \frac{1}{2} < \lambda < 1 \), where \( C(\lambda) \) is a constant depending on \( \lambda \) and he has shown that this estimator is asymptotically efficient. In this paper, we shall show that the MLE of \( \theta \) is hyper-efficient for the family of densities \( f(x, \theta) \) given by

\[
\log f(x, \theta) = \epsilon(x, \theta)|x - \theta|^\lambda + g(x, \theta) \quad \text{for} \quad |x| \leq A
\]

\[
= g(x, \theta) \quad \text{for} \quad |x| > A
\]

where \( A \) is a constant greater than zero,

\[
\epsilon(x, \theta) = \beta(\theta) \quad \text{if} \quad x < \theta
\]

\[
= \gamma(\theta) \quad \text{if} \quad x > \theta
\]

\[
0 < \lambda < \frac{1}{2} \quad \text{and}
\]

\[
\theta \in (a, b) \quad \text{where} \quad -A < a < b < A,
\]

under some regularity conditions on \( f(x, \theta) \) and we shall derive the asymptotic distribution of the MLE implicitly.

Section 2 contains the regularity conditions imposed on the family of densities \( f(x, \theta) \). Section 3 contains some results related to the asymptotic properties of the MLE. The estimation problem is reduced to that of a stochastic process in Section 4. The asymptotic distribution of MLE is obtained in Section 5.

2. Regularity conditions. We shall assume that the following regularity conditions are satisfied by \( f(x, \theta) \).
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(2.1) For each \( \vartheta \neq \vartheta_0 \in [a, b] \), there exists a \( \delta(\vartheta, \vartheta_0) > 0 \) such that
\[
E_{\vartheta_0} \left[ \log f(x, \varphi) - \log f(x, \vartheta_0) : |\varphi - \vartheta| \leq \delta(\vartheta, \vartheta_0) \right] = 0,
\]
is less than zero.

(2.2) For every \( \vartheta, \vartheta_0 \in [a, b] \), \( \partial g(x, \vartheta)/\partial \vartheta, \partial^2 g(x, \vartheta)/\partial \vartheta^2 \) exist,
\[
E_{\vartheta_0}[|\partial g(x, \vartheta)/\partial \vartheta|_{\vartheta=\vartheta_0}] < \infty \quad \text{and} \quad E_{\vartheta_0}[|\partial^2 g(x, \vartheta)/\partial \vartheta^2|] \leq K_1(\vartheta_0) < \infty,
\]
for some constant \( K_1(\vartheta_0) \) depending on \( \vartheta_0 \).

(2.3) For every \( \vartheta_0 \in [a, b] \), \( E_{\vartheta_0}[|\partial \log f(x, \vartheta)/\partial \vartheta|_{\vartheta=\vartheta_0}] = 0 \).

(2.4) For every \( \vartheta_0 \in [a, b] \), \( |f(x, \vartheta_0) - f(x, \vartheta_0)| \leq K_2(\vartheta_0)|x - \vartheta_0|^\lambda \)
for all \( x \in [-A, A] \), where \( K_2(\vartheta_0) \) is a constant depending on \( \vartheta_0 \).

(2.5) \( \beta(\vartheta) \) and \( \gamma(\vartheta) \) are differentiable twice at all \( \vartheta \) with bounded second derivatives.

3. Some asymptotic properties of MLE. Since our interest centers around obtaining the limiting distribution of the MLE of \( \vartheta \), we can assume, without loss of generality, that the true value of \( \vartheta \) is \( \vartheta_0 = 0 \).

Let \( K_1(\vartheta_0) = K_1 \) and \( K_2(\vartheta_0) = K_2 \). Let \( x_i, 1 \leq i \leq n \), be independent observations from \( f(x, \vartheta_0) \). Let \( \hat{\vartheta}_n \) denote the MLE of \( \vartheta_0 \).

**Lemma 3.1.** \( \hat{\vartheta}_n \) is strongly consistent under the condition (2.1).

**Proof.** Let \( S_0 \) denote the interval \( (\vartheta - \delta, \vartheta + \delta) \) where \( \delta = \delta(\vartheta, 0) \) is given by (2.1). Let
\[
L_k(\vartheta) = \sum_{i=1}^k \log f(x_i, \vartheta).
\]
Choose any \( \eta > 0 \) and define \( \Omega = [a, b] \cap [\vartheta : |\vartheta| \leq \eta] \). Since \( \Omega \) is compact and \( U = \{ S_0 : \vartheta \in \Omega \} \supseteq \Omega \), there exists a finite set \( \vartheta_1, \vartheta_2, \ldots, \vartheta_M \) in \( \vartheta \) such that \( U = \bigcup_{i=1}^M S_i \supseteq \Omega \) where \( S_i = S_{\vartheta_i} \).

It follows from (2.1) by the strong law of large numbers that for any \( \epsilon > 0 \) there exist integers \( N(\vartheta_i, \epsilon) \) such that for \( 1 \leq i \leq M \), and \( n \geq \max_i N(\vartheta_i, \epsilon) \),
\[
(3.2) \quad P_{\vartheta}[ \sum_{i=1}^M \{ \sup_{\vartheta \in S_i}(\log f(x_i, \vartheta) - \log f(x_i, \vartheta_0)) \} < 0 ] > 1 - \epsilon/M.
\]

Now
\[
P_{\vartheta}[ \sum_{i=1}^M \{ \sup_{\vartheta \in S_i} L_k(\vartheta) > L_k(0) \} ]
\]
\[
\leq \sum_{i=1}^M P_{\vartheta}[ \sum_{i=1}^M \{ \sup_{\vartheta \in S_i} L_k(\vartheta) > L_k(0) \} ]
\]
\[
\leq M \cdot \epsilon/M = \epsilon \quad \text{from (3.2)}.
\]

This establishes the strong consistency of \( \hat{\vartheta}_n \).
Let us now consider the log-likelihood ratio

$$L_n(\vartheta) - L_n(0) = \sum_{i=1}^{n} [\epsilon(x_i, \vartheta)|x_i - \vartheta|^\lambda - \epsilon(x_i, 0)|x_i|^\lambda]$$

$$+ \sum_{i=1}^{n} [g(x_i, \vartheta) - g(x_i, 0)]$$

where $\sum^\ast$ denotes that the sum is extended over those $x_i$ for which $|x_i| \leq A$. We shall now prove some lemmas which lead to the calculation of $E_0[L_n(\vartheta) - L_n(0)]$, $\text{Var}_0[L_n(\vartheta) - L_n(0)]$ and $\text{Var}_0[L_n(\vartheta) - L_n(\varphi)]$.

Let us define

$$\Psi(x, \vartheta) = \epsilon(x, \vartheta)|x - \vartheta|^\lambda - \epsilon(x, 0)|x|^\lambda \quad \text{for} \quad |x| \leq A$$

$$= 0 \quad \text{for} \quad |x| > A,$$

$$\beta = \beta(0), \quad \gamma = \gamma(0), \quad f = f(0, 0),$$

$$\Phi(x, \vartheta) = \lambda \vartheta \epsilon(x, 0) \text{Sgn } x |x|^{\lambda-1} \quad \text{for} \quad |x| \leq A$$

$$= 0 \quad \text{for} \quad |x| > A,$$

and

$$C = \Gamma(\lambda + 1)\Gamma(\frac{1}{2} - \lambda)[2^{2\lambda+1} \pi^{2}(2\lambda + 1)]^{-\frac{1}{2}}[\vartheta^2 + \gamma^2 - 2\vartheta\gamma \cos \pi\lambda].$$

Specifically, we shall prove the following results about the log-likelihood ratio $L_n(\vartheta) - L_n(0)$.

**Lemma 3.2.**

$$E_0[L_n(\vartheta) - L_n(0)] = -nC\vartheta|\vartheta|^{2\lambda+1}[1 + o(1)]$$

where $o(1)$ is in $\vartheta$ and in general for any $\vartheta \epsilon [a, b]$.

**Lemma 3.3.**

$$\text{Var}_0[L_n(\vartheta) - L_n(0)] = 2nC\vartheta|\vartheta|^{2\lambda+1}[1 + o(1)]$$

where $o(1)$ is in $\vartheta$ and in general for any $\vartheta$ and $\varphi \epsilon [a, b]$.

**Lemma 3.4.**

$$E_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2 = 2C\vartheta|\vartheta - \varphi|^{2\lambda+1}[1 + o(1)]$$

as $|\vartheta| \to 0$ and $|\varphi| \to 0$ and in general for any $\vartheta$ and $\varphi$ in $[a, b]$.

$$E_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2 \leq B|\vartheta - \varphi|^{2\lambda+1}$$

where $B$ is a constant independent of $\vartheta$, $\varphi$. 
Proof. Let us assume without loss of generality that \( \vartheta > \varphi \) and let \( \eta = \vartheta - \varphi \). Now

\[
(3.13) \quad E_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2 = \int_{-A}^A [\epsilon(x, \vartheta)|x - \vartheta|^\lambda - \epsilon(x, \varphi)|x - \varphi|^\lambda]^2 f(x, 0) \, dx.
\]

Let us now define

\[
(3.14) \quad T_1 = \int_{-A}^A [\epsilon(x, \vartheta)|x - \vartheta|^\lambda - \epsilon(x, \varphi)|x - \varphi|^\lambda]^2 f(0, 0) \, dx,
\]

\[
(3.15) \quad T_2 = \int_{-A}^A [\epsilon(x, \vartheta)|x - \vartheta|^\lambda - \epsilon(x, \varphi)|x - \varphi|^\lambda]^2 [f(x, 0) - f(0, 0)] \, dx,
\]

\[
(3.16) \quad T_3 = \int_{-A}^A [\epsilon(x - \eta, \varphi)|x - \vartheta|^\lambda - \epsilon(x, \varphi)|x - \varphi|^\lambda]^2 |x|^\lambda \, dx,
\]

\[
(3.17) \quad T_4 = \int_{-A}^A [\epsilon(x - \eta, \varphi) - \epsilon(x, \vartheta)]^2 |x - \vartheta|^\lambda |x|^\lambda \, dx,
\]

\[
(3.18) \quad T_5 = \int_{-A}^A [\epsilon(x - \eta, \varphi)|x - \vartheta|^\lambda - \epsilon(x, \varphi)|x - \varphi|^\lambda]^2 f(x, 0) \, dx,
\]

\[
(3.19) \quad T_6 = \int_{-A}^A [\epsilon(x, \vartheta) - \epsilon(x - \eta, \varphi)]^2 |x - \vartheta|^\lambda f(0, 0) \, dx.
\]

Since \( \vartheta \) belongs to a finite interval \([a, b]\) and since \( \beta(\vartheta) \) and \( \gamma(\vartheta) \) have bounded derivatives, it follows that

\[
(3.20) \quad T_4 = \eta^2 O(1), \quad T_6 = \eta^2 O(1).
\]

Let us now consider \( T_5 \). We have

\[
T_5 = f \eta^{2\lambda+1} \int_{-\lambda/\eta}^{\lambda/\eta} [\epsilon(\eta y - \eta, \varphi) y - \vartheta/\eta - \epsilon(\eta y, \varphi) y - \varphi/\eta]^2 \, dy
\]

\[
= f \eta^{2\lambda+1} \int_{B_1}^B [\epsilon(\eta z + \varphi - \eta, \varphi) z - 1]^\lambda - \epsilon(\eta z + \varphi, \varphi) z]^2 \, dz
\]

where \( B_1 = -(A + \varphi)/\eta \) and \( B_2 = (A - \varphi)/\eta \),

\[
= f \eta^{2\lambda+1} \int_{-\infty}^0 [h(z - 1)z - 1]^\lambda - h(z)z]^2 \, dz
\]

\[
- f \eta^{2\lambda+1} \int_{-\infty}^0 [h(z - 1)|z - 1|^\lambda - h(z)|z|^\lambda]^2 \, dz
\]

\[
- f \eta^{2\lambda+1} \int_0^\infty [h(z - 1)|z - 1|^\lambda - h(z)|z|^\lambda]^2 \, dz
\]

where

\[
h(z) = \beta(\varphi) \quad \text{if} \quad z < 0
\]

\[
= \gamma(\varphi) \quad \text{if} \quad z \geq 0.
\]

It was shown in Prakasa Rao [4] that

\[
\int_{-\infty}^0 [h(z - 1)|z - 1|^\lambda - h(z)|z|^\lambda]^2 \, dz = 2C(\varphi)
\]

where

\[
C(\varphi) = \Gamma(\lambda + 1) \Gamma(\frac{1}{2} - \lambda)[2^{2\lambda+1}\pi^{1/2}(2\lambda + 1)]^{-1}
\]

\[
\times [\beta^2(\varphi) + \gamma^2(\varphi) - 2\beta(\varphi)\gamma(\varphi) \cos \pi\lambda].
\]
Therefore,

\[(3.21) \quad T_5 = 2C(\vartheta)f_{\eta^{2\lambda+1}} - f_{\eta^{2\lambda+1}} \int_{B_1} \{h(z - 1)|z - 1|^\lambda - h(z)|z|^\lambda\}^3 \, dz \]
\[\quad - f_{\eta^{2\lambda+1}} \int_{D_1} \{h(z - 1)|z - 1|^\lambda - h(z)|z|^\lambda\}^2 \, dz.\]

As a consequence of (3.21), we find that for any \(\vartheta\) and \(\varphi\) in \([a, b]\),

\[(3.22) \quad T_5 = \eta^{2\lambda+1}O(1)\]
and as \(\vartheta \to 0\), and \(\varphi \to 0\),

\[(3.23) \quad T_5 = 2Cf_{\eta^{2\lambda+1}}[1 + o(1)].\]

In a similar way, it can be shown that for any \(\vartheta\) and \(\varphi\) in \([a, b]\),

\[(3.24) \quad T_3 = \eta^{2\lambda+1}O(1),\]
and as \(\vartheta \to 0\), and \(\varphi \to 0\), by bounded convergence theorem, that

\[(3.25) \quad T_3 = \eta^{2\lambda+1}o(1).\]

Since \(|T_1^4 - T_5^4| \leq T_6^4\), (3.20) and (3.22) imply that

\[(3.26) \quad T_1 = T_5 + \eta^{2\lambda+1/2}O(1) + \eta^2O(1).\]

Let us now consider the general case when \(\vartheta\) and \(\varphi\) are any two numbers in \([a, b]\). Now combining all the previous results, we have

\[(3.27) \quad E_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2 = T_1 + T_2 \leq T_5 + \eta^{2\lambda+3/2}O(1) + \eta^2O(1) + 2K_2(T_3 + T_4) \leq \eta^{2\lambda+1}O(1) + \eta^{2\lambda+1}O(1) + O(1)] = \eta^{2\lambda+2}O(1)\]

since \(0 < \lambda < \frac{1}{2}\) and \(\eta\) is bounded. This establishes (3.12). Let us now suppose that \(\vartheta\) and \(\varphi\) approach zero. Now

\[(3.28) \quad E_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2 = T_1 + T_2 \leq T_5 + \eta^{2\lambda+3/2}O(1) + \eta^2O(1) + \eta^{2\lambda+1}o(1) = 2Cf_{\eta^{2\lambda+1}}[1 + o(1)]\]

since \(0 < \lambda < \frac{1}{2}\). This establishes (3.11). \(\Box\)

**Lemma 3.5.** For any \(\vartheta \in [a, b]\),

\[(3.28) \quad E_0[\Psi(x, \vartheta) + \Phi(x, \vartheta)] = -Cf[\vartheta^{2\lambda+1}[1 + o(1)] + f(x, \vartheta)]\]
\[\quad + \int_{A} \{\epsilon(x, \vartheta) - \epsilon(x - \vartheta, 0)|x - \vartheta|^\lambda f(x, 0) \, dx.\]

Proof of this lemma is omitted for the reason that it runs along the same lines as that of the previous lemma and that it is too lengthy. Details can be found in Prakasa Rao [4].

**Proof of Lemma 3.2.** Let us assume that \(\vartheta > 0\) without loss of generality.
We have
\[ E_0[L_n(\theta) - L_n(0)] = nE_0[\log f(x, \theta) - \log f(x, 0)] \]
\[ = nE_0[\Psi(x, \theta)] + nE_0[g(x, \theta) - g(x, 0)] \]
\[ = nE_0[\Psi(x, \theta)] + n\partial E_0[g'(x, 0)] \]
\[ + n\partial^2 E_0[\int_0^1 (1 - t)g''(x, \theta t) \, dt] \]
where \( g'(x, \theta) = \partial g(x, \theta)/\partial \theta \) and \( g''(x, \theta) = \partial^2 g(x, \theta)/\partial \theta^2 \).

Let
\[ T_7 = E_0[\Psi(x, \theta) + \Phi(x, \theta)] - \int_{-A}^A [\epsilon(x, \theta) - \epsilon(x - \theta, 0)] |x - \theta|^\lambda f(x, 0) \, dx, \]
and
\[ T_8 = E_0[\partial g'(x, 0) - \Phi(x, \theta)] + \int_{-A}^A [\epsilon(x, \theta) - \epsilon(x - \theta, 0)] |x - \theta|^\lambda f(x, 0) \, dx. \]

By the conditions given in Section 2,
\[ E_0[L_n(\theta) - L_n(0)] = nT_7 + nT_8 + n\partial^2 O(1). \]

Since \( E_0[\partial \log f(x, \theta)/\partial \theta |_{\theta = 0}] = 0, \)
\[ \int_{-A}^A [\epsilon'(x, 0)|x|^\lambda - \lambda \epsilon(x, 0) \text{Sgn} x |x|^{\lambda-1}] f(x, 0) \, dx \]
\[ + \int_{-\infty}^\infty g'(x, 0) f(x, 0) \, dx = 0. \]

This implies that
\[ E_0[\partial g'(x, 0) - \Phi(x, \theta)] = -\partial \int_{-A}^A [\epsilon'(x, 0)|x|^\lambda f(x, 0) \, dx. \]

Combining (3.31) and (3.33), we have
\[ T_8 = \int_{-A}^A [\epsilon(x, \theta) - \epsilon(x - \theta, 0)] |x - \theta|^\lambda - \partial \epsilon'(x, 0)|x|^\lambda f(x, 0) \, dx \]
which implies that
\[ T_8 = \partial^2 O(1) \]
since \( \theta \) is bounded and \( \beta(\theta), \gamma(\theta) \) have bounded second derivatives.

(3.32), (3.34) together with Lemma 3.5 establish (3.7). (3.8) can be established using (3.7) under the condition 2.1. \( \Box \)

**Proof of Lemma 3.3.** Let us first compute \( \text{Var}_0[L_n(\theta) - L_n(0)] \) for \( \theta \) approaching zero. Now
\[ \text{Var}_0[L_n(\theta) - L_n(0)] = n \text{Var}_0[\log f(x, \theta) - \log f(x, 0)] \]
\[ = nE_0[\log f(x, \theta) - \log f(x, 0)]^2 \]
\[ - n[E_0[\log f(x, \theta) - \log f(x, 0)]]^2. \]
It is easily seen from Lemmas 3.4 and 3.5 and conditions (2.2)–(2.5) that as $\vartheta \to 0$,
\[
E_0[\log f(x, \vartheta) - \log f(x, 0)]^2 = 2Cf[\vartheta]^{2\lambda+1}[1 + o(1)],
\]
and
\[
E_0[\log f(x, \vartheta) - \log f(x, 0)] = -Cf[\vartheta]^{2\lambda+1}[1 + o(1)].
\]
Therefore we have for $\vartheta \to 0$,
\[
\text{Var}_0[L_n(\vartheta) - L_n(0)] = 2nf[\vartheta]^{2\lambda+1}[1 + o(1)].
\]
Let us now compute $\text{Var}_0[L_n(\vartheta) - L_n(\varphi)]$ for any $\vartheta, \varphi$ in $[a, b]$. Now by Lemma 3.4,
\[
\text{Var}_0[L_n(\vartheta) - L_n(\varphi)] \leq nE_0[\log f(x, \vartheta) - \log f(x, \varphi)]^2
\leq 2nE_0[\Psi(x, \vartheta) - \Psi(x, \varphi)]^2
+ 2nE_0[g(x, \vartheta) - g(x, \varphi)]^2
\leq 2nB|\vartheta - \varphi|^{2\lambda+1} + |\vartheta - \varphi|^2O(1)
\leq nQ|\vartheta - \varphi|^{2\lambda+1}
\]
for some constant $Q$ since $0 < \lambda < \frac{1}{2}$ and $\vartheta, \varphi$ belong to a finite interval.

We shall now prove a theorem by means of Lemmas 3.2, 3.3 which enables us to conclude that the probability, that the log-likelihood ratio $L_n(\vartheta) - L_n(0)$ attains its maximum outside the interval $[-\tau n^{-r}, \tau n^{-r}]$, approaches zero for sufficiently large $n$ as $|\tau| \to \infty$ where $\rho = (1 + 2\lambda)^{-1}$. More precisely,

**Theorem 3.6.** There exists $\eta > 0$ such that

\begin{equation}
\lim_{\tau \to \infty} \limsup_n P_0(\sup_{|\vartheta| > \tau n^{-r}} [M_n(\vartheta)/n|\vartheta|^{2\lambda+1}] \geq -\eta) = 0
\end{equation}

where

\begin{equation}
M_n(\vartheta) = L_n(\vartheta) - L_n(0).
\end{equation}

**Proof.** Since $M_n(\vartheta)$ is continuous in $\vartheta$, it is sufficient to prove that there exists an $\eta > 0$ such that

\begin{equation}
\lim_{\tau \to \infty} \limsup_n P_0(\sup_{|\vartheta_{ijk}| > \tau n^{-r}} [M_n(\vartheta_{ijk})/n|\vartheta_{ijk}|^{2\lambda+1}] \geq -\eta) = 0.
\end{equation}

where the set $\{\vartheta_{ijk}\}$ is dense in the set $\{\vartheta: |\vartheta| > \tau n^{-r}\}$.

Let $\vartheta_{ijk} = \tau n^{-r}2^{i+k+1}$ for $i \geq 0$, $j \geq 0$, and $0 \leq k < 2^i$. Obviously the set $\{\vartheta_{ijk}\}$ is dense in $\{\vartheta: |\vartheta| > \tau n^{-r}\}$.

Let $\xi = 2\lambda + 1$. Let us now define

\begin{equation}
T_n(\vartheta_{ijk}) = M_n(\vartheta_{ijk}) - E_0[M_n(\vartheta_{ijk})] - nH\vartheta_{ijk}^\xi
\end{equation}

where $H$ is given by the Lemma 3.2. We observe that
(i) \( E_0[T_n(0)] = -H t^{2 \xi t} \),

(3.39) (ii) \( E_0[T_n(\theta_{i,j}) - T_n(\theta_{i,j-1})] = 0 \), for \( 0 \leq k < 2^{j-1} - 1 \).

(iii) \( \text{Var}_0[T_n(0)] = \text{Var}_0[M_n(0)] \leq Q t^{2 \xi t} \),

(iv) \( \text{Var}_0[T_n(\theta_{i,j}) - T_n(\theta_{i,j-1})] \leq Q t^{2 (2 \xi t) ^j} \).

The last two inequalities are obtained from Lemma 3.3 after some manipulation. We now observe that for any \( 0 < \eta < H \),

(3.40) \[ P_0[\sup_{\theta_{i,j} - m, -s} | M_n(\theta_{i,j}) / n \theta_{i,j} | \geq -\eta] \]

\[ \leq P_0[\sup_{\theta_{i,j} - m, -s} | T_n(\theta_{i,j}) / n \theta_{i,00} | \geq -\eta]. \]

Let \( 0 < \xi < H \), \( p_j = 2^{-j \xi} \) where \( \xi = \text{chosen so that} 0 < \xi < (2 \xi t - 1) \) and let \( \eta = \xi - (2 \xi t - 1)^{-1} \). We notice that

\[ P_0[\sup_{\theta_{i,j} - m, -s} | T_n(\theta_{i,j}) / n \theta_{i,00} | \geq -\eta] \]

\[ \leq \sum_{i=0}^{m} P_0[| T_n(\theta_{i,00}) | \geq -\eta \theta_{i,00}] \]

\[ + \sum_{i=0}^{m} \sum_{j=0}^{m} \sum_{l=0}^{m} p_j | T_n(\theta_{i,j}) - T_n(\theta_{i,j-1}) | \geq n p_j \theta_{i,00} | \]

\[ \leq Q t^{-1} (1 - 2^{-i})^{-1} (H - \xi - \eta + \xi - (2 \xi t - 1)^{-1}). \]

This inequality is obtained by Chebyshev’s inequality using (3.39) after some manipulation. Therefore (3.40) implies that

\[ \lim_{m \to \infty} \sup_n P_0[| M_n(\theta_{i,j}) / n \theta_{i,j} | \geq -\eta] = 0. \]

In an analogous way, one can establish that

\[ \lim_{m \to \infty} \sup_n P_0[| M_n(\theta_{i,j}) / n \theta_{i,j} | \geq -\eta] = 0. \]

These two results together establish (3.37) which in turn proves the theorem.

4. Reduction to a problem in stochastic processes. We shall now reduce the problem of determining the asymptotic distribution of the MLE \( \hat{\theta}_n \) to the problem of determining the distribution of the location of the maximum of a Gaussian process.

In view of Theorem 3.6, the log-likelihood ratio \( M_n(\theta) \) has a maximum in the interval \([-\tau n^{-x}, \tau n^{-x}]\) with probability approaching one for large \( \tau \). For any such \( \tau > 0 \), let

(4.1) \[ X_n(t) = M_n(tn^{-x}) \quad \text{for} \quad t \in [-\tau, \tau] \]

and let \( X \) be the continuous normal process on \([-\tau, \tau]\) with

(4.2) \begin{align*}
(i) \quad & E[X(t)] = -Ct |t|, \\
(ii) \quad & \text{Cov}[X(t_1), X(t_2)] = Ct |t_1| + |t_2| - |t_1 - t_2|. 
\end{align*}

Let

(4.3) \[ A_n(t) = X_n(t) - E[X_n(t)], \]
and

\[ A(t) = X(t) - E[X(t)]. \]  

**Lemma 4.1.** For any \( t \in [-\tau, \tau] \), \( A_n(t) \) is asymptotically normal with mean 0 and Variance \( 2Cf|t|^{\xi} \).

**Proof.** Notice that \( A_n(t) = B_n(t) + C_n(t) \), where

\[ B_n(t) = \sum_{i=1}^{n} \Psi(X_i, \vartheta) - nE_0[\Psi(X, \vartheta)], \]

\[ C_n(t) = \sum_{i=1}^{n} \{g(X_i, \vartheta) - g(X_i, 0)\} - nE_0[g(X, \vartheta) - g(X, 0)], \]

and \( \vartheta = tn^{-\lambda} \). It is easily seen that \( E_0[C_n(t)] = 0 \) and \( \text{Var}_0[C_n(t)] \to 0 \) as \( n \to \infty \) since \( 0 < \lambda < \frac{1}{2} \). In other words, \( C_n(t) \) converges to zero in probability as \( n \to \infty \). Let \( F_n(x) \) be the distribution function of \( B_n(t) \) and let \( \Phi(x) \) be the distribution function of standard normal random variable. By the normal approximation theorem in Loève [3], it follows that

\[ |F_n(x) - \Phi(x)| \leq nC_0|\text{Var}_0[B_n(t)]|^{-3/2}E_0|Y - E(Y)|^{3} \]

where \( C_0 \) is a universal constant and \( Y = \Psi(X, \vartheta) \). It is known that \( \text{Var}_0[B_n(t)] = 2Cf|t|^{\xi}[1 + o(1)] \) by Lemma 3.3 and it can be easily shown in a similar way that

\[ E_0|Y - E(Y)|^{3} \leq C_1|\vartheta|^{3\lambda + 1} \]

for some constant \( C_1 \) independent of \( \vartheta \). Therefore,

\[ |F_n(x) - \Phi(x)| \leq nC_1|\vartheta|^{3\lambda + 1}|2Cf|t|^{\xi}(1 + o(1))|^{-3/2}n^{-\lambda/1+2\lambda}. \]

Since the right hand term tends to zero as \( n \to \infty \), we have established that \( B_n(t) \) is asymptotically normal with mean 0 and Variance \( 2Cf|t|^\xi \). Since \( C_n(t) \) converges to zero in probability, Slutsky’s theorem implies the required result. \( \square \)

**Remark.** It can be shown in a similar manner by normal approximation theorem that for any collection \( a_i, 1 \leq i \leq k \), and \( t_1, t_2, \ldots, t_k \) in the interval \([-\tau, \tau]\), \( \sum_{i=1}^{k} a_i A_n(t_i) \) is asymptotically normal with mean 0 and Variance

\[ Cf[\sum_{i=1}^{k} \sum_{j=1}^{k} a_i a_j |t_i|^\xi + |t_j|^\xi - |t_i - t_j|^\xi]. \]

The next theorem shows that the processes \( A_n \) on \([-\tau, \tau]\) satisfy an equi-continuity condition.

**Theorem 4.2.** For any \( t_1, t_2 \) in \([-\tau, \tau]\),

\[ E_0|A_n(t_1) - A_n(t_2)|^{\xi} \leq Q|t_1 - t_2|^\xi \]

where \( Q \) is a constant independent of \( n, t_1, t_2 \) and \( \xi = 2\lambda + 1 \).

**Proof.** This theorem is an immediate consequence of Lemma 3.3, since

\[ E_0|A_n(t_1) - A_n(t_2)|^{\xi} = \text{Var}_0[M(a_1) - M(a_2)] \leq nQ|a_1 - a_2|^\xi = Q|t_1 - t_2|^\xi. \]
We shall now state a theorem due to Prohorov connected with convergence of distributions of stochastic processes on \( C[a, b] \), where \( C[a, b] \) denotes the space of continuous functions on \([a, b]\). Let us endow \( C[a, b] \) with topology generated by supremum norm. We refer to Sethuraman [7] for a proof of the theorem.

**THEOREM 4.3.** Let \( X_n \) be a sequence of stochastic processes on \( C[a, b] \) and \( X \) be another process on \( C[a, b] \) such that

(i) for any \( t_i \in [a, b], 1 \leq i \leq k, \) the joint distribution of \([X_n(t_1), \ldots, X_n(t_k)]\) converges weakly to the joint distribution of \([X(t_1), \ldots, X(t_k)]\) and

(ii) there exists constants \( A_1 > 0, A_2 > 0, A_3 > 0 \) independent of \( n, t_1, \) and \( t_2 \) such that

\[
E|X_n(t_1) - X_n(t_2)|^{A_1} < A_3|t_1 - t_2|^{1+A_2}.
\]

Let \( \mu_n \) and \( \mu \) be the distributions induced by \( X_n \) and \( X \) respectively on the \( \sigma \)-field of Borel subsets of \( C[a, b] \). Then \( \mu_n \) converges to \( \mu \) weakly. In other words \( X_n \) converges in distribution to \( X \).

In view of Lemma 4.1, Theorem 4.2, and the remarks made at the end of Lemma 4.1, follows that the processes \( A_n \) on \([-\tau, \tau]\) converge in distribution to the process \( A \) on \([-\tau, \tau] \) by Theorem 4.3 since the trajectories of the processes \( A_n \) and \( A \) belong to \( C[-\tau, \tau] \). Since \( E[X_n(t)] \) converges to \( E[X(t)] \) uniformly for \( t \in [-\tau, \tau] \), the following theorem can be obtained by an extension of Slutsky’s theorem generalized to processes (Rubin [6]).

**THEOREM 4.4.** The processes \( X_n \) converge in distribution to the process \( X \).

For any \( x \in C[-\tau, \tau] \), let us denote by \( g(x) \) the value of \( t \) for which \( x(t) \) is maximum over \([-\tau, \tau] \). It is easily seen that \( x_n \to x \) and \( x \) has a unique maximum imply that \( g(x_n) \to g(x) \). Since the process \( X \) is continuous, the set of discontinuities of \( g \) has measure zero with respect to the measure induced by the process \( X \) on the space \( C[-\tau, \tau] \). Therefore, it follows from a theorem of Rubin [6], that \( g(X_n) \) converges in law to \( g(X) \). Hence we have the following theorem.

**THEOREM 4.5.** The distribution of the location of the maximum of log-likelihood ratio \( M_n(\theta) \) over \([-\tau n^{-\delta}, \tau n^{-\delta}] \) converges weakly to the distribution of the location of the maximum of the non-stationary Gaussian process \( X \) over \([-\tau, \tau] \) defined in (4.2).

The next theorem proves that the Gaussian process \( X \) over \(( -\infty, \infty ) \), with mean function and covariance function given by (4.2), has its maximum in a finite interval \([-\tau, \tau] \) with probability approaching one as \( |\tau| \to \infty \). More precisely,

**THEOREM 4.6.**

\[
P[ \lim \sup_{|\tau| \to \infty} \{ X(\tau)/C|\tau|^5 \} \leq -1 ] = 1.
\]

**Proof.** Define

\[
(i) \quad A(\tau) = X(\tau) + C|\tau|^5,
\]

(4.7)

\[
(ii) \quad Z_0 = \sup \{ A(\tau): 1 \leq \tau \leq 2 \},
\]

\[
(iii) \quad Z_n = \sup \{ A(\tau): 2^n \leq \tau \leq 2^{n+1} \},
\]

\[
(iv) \quad U = \sup \{ |A(\tau) - A(1)|: 1 \leq \tau \leq 2 \}.
\]
Since the process $A$ is separable, $Z_0$, $Z_n$ and $U$ are random variables. Since $A$ is a continuous process with probability one,

$$U = \sup\{T_j : j \geq 0\} \text{ a.s.}$$

where

$$T_j = \sup\{|A(\xi - 1)2^{-j}) - A(\xi 2^{-j})| : 2^j + 1 \leq \xi \leq 2^{j+1}\}.$$ 

Now for any $a > 0$, $0 < r < 1$,

$$P[T_j > ar^j] \leq \sum_{i=0}^{2^j} P[|A(\xi - 1)2^{-j}) - A(\xi 2^{-j})| > ar^j]$$

$$= (2^{j+1} - 2^j)P[|A(1) - A(1 + 2^{-j})| > ar^j]$$

$$\leq Cfa^{-1}r^{-1}2^{j+1}.$$ 

Therefore,

$$P[U > a(1 - r)^{-1}] \leq \sum_{j=0}^{\infty} P[T_j > ar^j]$$

$$\leq 2Cfa^{-1}(1 - r^{-2^{j+2}})^{-1}.$$ 

It can easily be seen from here that there exists a constant $D > 0$ such that

$$P[U > a] \leq Da^{-2}$$

for any $a > 0$, which implies that $E(U) < \infty$. Since $|Z_0| \leq |A(1)| + U$, it follows that $E|Z_0| < \infty$. Let $E|Z_0| = \alpha$. Now for any $\epsilon > 0$,

$$\sum_{n=0}^{\infty} P[Z_n > e^{2n\epsilon}] = \sum_{n=0}^{\infty} P[Z_n > e^{2n\epsilon}]$$

$$\leq \alpha \epsilon^{-1}(1 - 2^{-\epsilon})^{-1} < \infty,$$

and hence by the Borel-Cantelli lemma

$$P[Z_n > e^{2n\epsilon} \text{ i.o.}] = 0$$

for every $\epsilon > 0$. In other words $P[\lim \sup Z_n2^{-n\epsilon} \leq 0] = 1$. Since $A(\tau)\tau^{-\epsilon} \leq Z_n2^{-n\epsilon}$ provided $2^n \leq \tau \leq 2^{n+1}$, we have

$$P[\lim \sup_{\tau \to \infty} A(\tau)\tau^{-\epsilon} \leq 0] = 1.$$

It is easily seen from this result together with a similar result as $\tau \to -\infty$ that

$$P[\lim \sup_{|\tau| \to \infty} \{|X(\tau)/Cf| |\tau|^{-\epsilon}\} \leq -1] = 1.$$ 

5. Asymptotic distribution of MLE. We have the following final theorem from Theorems 3.6, 4.5 and 4.6.

Theorem 5.1. Consider the family of densities $f(x, \theta)$ given by (1.1)-(1.4) satisfying the regularity conditions (2.1)-(2.5). Let $\hat{\theta}_n$ denote a MLE of $\theta$ based on $n$ independent observations. Let $\theta_0$ denote the true value of $\theta$. Then $n^{1/1+\theta} [\hat{\theta}_n - \theta_0]$ has a limiting distribution and it is the distribution of the location of the maximum of the nonstationary Gaussian process $X$ with

$$E[X(\tau)] = -C(\theta_0)f(\theta_0, \theta_0)|\tau|^{\lambda+1},$$
\[ \text{Cov}[X(\tau_1), X(\tau_2)] = C(\theta_0) f(\theta_0, \theta_0)[|\tau_1|^{2\lambda-1} + |\tau_2|^{2\lambda-1} - |\tau_1 - \tau_2|^{2\lambda-1}] \]

where
\[
C(\theta_0) = \Gamma(\lambda + 1) \Gamma(\frac{1}{2} - \lambda)[2^{2\lambda-1} \pi^{\frac{1}{4}} (2\lambda + 1)]^{-1}[\sigma^2(\theta_0) + \gamma^2(\theta_0)]
- 2\beta(\theta_0) \gamma(\theta_0) \cos \pi \lambda.
\]

In other words, the MLE \( \hat{\theta}_n \) is hyper-efficient estimator of \( \theta_0 \) when \( 0 < \lambda < \frac{1}{2} \).

**Remark.** It can be shown by analogous methods that Bayes estimators for \( \theta \), for smooth prior densities, are also hyper-efficient and asymptotically the Bayes estimation of \( \theta \) is equivalent to the estimation of the location of center of non-stationarity. The problem of hyper-efficiency of MLE when the cusp is of order \( \frac{1}{2} \) is being investigated and we hope that the MLE is hyper-efficient.
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