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SIMULTANEOUS TESTS FOR THE EQUALITY OF COVARIANCE
MATRICES AGAINST CERTAIN ALTERNATIVES

By P. R. KRISHNAIAH

Aerospace Research Laboratories, Wright-Patterson Air Force Base

1. Introduction and summary. In many situations, it is of interest to test for
the equality of variances or covariance matrices against certain alternatives.
Hartley [6] considered the problem of testing for the equality of variances against
the alternative that at least one variance is different from the other. Gnanade-
sikan [3] considered the problem of testing for the equality of variances against
the alternative that at least one variance is not equal to the standard. Recently,
Krishnaiah [12] considered testing for the equality of variances against the al-
ternative that at least one variance is not equal to the next. In the above proce-
dures, it was assumed that the underlying populations are univariate normal.
In this paper, we consider multivariate generalizations of the above test proce-
dures. The procedures proposed in this paper are based upon expressing the total
hypothesis as the intersection of some elementary hypotheses and testing these
elementary hypotheses by using conditional distributions. In the two sample
case, our procedures are similar (but not equivalent) to the procedure proposed
by Roy [16]; the test statistics used by him in testing som e of the elementary
hypotheses are different from those used in this paper.

2. Preliminaries and statement of problems. Let S; = (si) denote 7th sample
sums of squares and cross products (SP) matrix and let n; + 1 denote 7th sample
size. Let Z,; denote top j X j left hand corner of Z; = (o44,) and let S;; denote the
top j X j left hand corner of S; = (s.4). Also, let
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In addition, we need the following notation:

Hp:olj= - =0, Hp:By= - =8,
Aljl = k:i [‘-Tt] # Ut+l J] A1j2 = k—l [@u #= g%-H J]:
A2j1 = k:!. [‘-Tu #= ok]]} A2]'2 = UI@C;I [Q'LJ # @ki]7

Ay = Ubeoo [03; # 03], Asip = Ul [B4 5= Buil.

In this paper, we consider the problem of testing H against 4;, A, and A3

where H : 2= -0 = Ek, Al = U i =1 Al;rl U] :11 AIJIQ, Ao = U _1 Az,l U, :.1 A2]
and 4; = U2, A5 U ot A3]'2 In the sequel we assume that o, is the common
(unknown) value of o7; when o3, = -+ = oy;.

The test procedures considered in this paper are based on the following method.
We first test Hy; against the alternative of interest. If Hy; is rejected, we declare
that H is rejected. If Hy; is accepted, we proceed further and test Ha and Hie
holding the first variate fixed. If Hy, n Hy is accepted, we proceed further and
test Hs and Hy holding the second variate fixed. We continue this procedure
until H is accepted or rejected. Here we note that ;=1 Hi N 721 H 5 is equivalent
to the hypothesis that

2= = Zpre

We need the following known results (see [16]) in the sequel:

When S;; is fixed, the distribution of b,; is independent of the distribution of
s7 ;41 ; the distribution of by; is j-variate normal with mean vector B;; and co-
variance matrix of ;418%, and s j41/0% 41 is distributed as x* with (n; — j)
degrees of freedom.

3. Test for H against A; . The following lemma is needed in the sequel.

LemMa 3.1. If 2y, 20, - - - , oy are distributed independently as central chi-square
vartates with my, me, - - -, my degrees of freedom, then
J(Fyo,Fos, -+, Frap) =T O 5aami/2) I (m /)R )

(LT (mi/2)1 + m 25zt my [T Fioa]™ et

where F’ij = x,mj/mjm.- .

The above lemma was proved in [12].

We will first consider the problem of testing H;; against the alternative A
when the first (; — 1) variates are held fixed (with the understanding that no
variate is held fixed when Hy, is tested). In this case, we accept H, if and only if

(3.1) Ng £ Fiipi £ mij

-

where \;; and u,; are chosen such that

(3.2) PN £ Fiiny Spiys;t=1,2,---,k—1|Hy] =P

= , J =
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When Hj is true, si;/00;, - - - , i;/0% ; are independently distributed as chi-square
variates with (ny — j + 1), -+, (ny — 7 + 1) degrees of freedom. So, using
Lemma 3.1, we can write down the joint distribution of Fip, Fys, -+, Fi_y s

when H 141, 1s true. We will now discuss about a procedure for testing H;, against
Ajjo when Hjyy,1 is true and when the first j variates are held fixed.

When Hj1,1 is true and the first j variates are held fixed, we accept Hj, if and
only if

(33) Fi,i+1.fuécij7 u=1)27"')j;i=1y27"':k_17
where ¢;;’s are chosen such that
(34) P[F11+11u—cij;u= 1727 7j)i= 1727"' ;k_llHH-l,lnHﬁ]:PJ,

When Hjii is true, s ,41/00,41 is distributed as a chi- -square variate with
(N — kj) degrees of freedom and it is distributed independently of D3 ;1. ;. for

=1,2,---,k—1landu = 1,2, --- ,j. Also, when H,; 1 n Hj,is true, the joint
distribution Of (Dlgjl, ey, Dk—l,kjl ) Dlgjz, ey, Dk__lykjg y Tt D12jj, Y
Dy 1j5) is the central multivariate normal with zero mean vector and with ©°
as the covariance matrix where

o 0 - 9
_ W QG - 9
Q= )
ho Qe - 9
li = (@hirew) ot 541,
wJ;:i'vw = 0, lw — ] > 1,
= [shir + sergie) (85 + shrje) (shee + swiee)| 7, w = o,
= —stil(shia + S gii) (Swjore + 3:+l,ji'i')]—§, w — o] = 1,

and ¢ = max. (w, »). So, the joint distribution of
(Fuj, =y Fragg, o0, Fugi, oo+ Feoig)

is a multivariate F' distribution with (1, N — kj) degrees of freedom and with
@’ as the covariance matrix of the “accompanying” multivariate normal. For
various details on the multivariate F distribution, the reader is referred to [9]
[10], [11].

Now, combining (3.1), (3.2), (3.3) and (3.4) we use the following procedure
for testing H against 4,.

Accept H against A, if and only if

)

Ni S FoguiSuh;  i=12 -, k—1;7=12 -, p;
(3'5) Fi,i+1,iu§ CZ: u = 1; 2; 7]7.7 = 17 27 :(p - 1):
i=1,2 -, k—1

)
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where N , 15 and ¢} are chosen such that the probability of (3.5) holding good,

when H is true, is (1 — o). But this probability is equal to [[?= ) =

where
qJZP[)\:kJ Fi,ia{—l,jéﬂ?j; i=1127"'7k—1|H]y

q;i =P[Fi.i+l,]'u = C:k];u = 17 27 7.7;7'= 17 2; "'7(k - l)lH]'

IIA

The optimum choice of the critical values is not known. For practical purposes’
we impose the following restrictions.
Q=" =qp = qll . q;;l = (]_ —_ a)ll(2p——1), c:kj = Cj*n
In addition, we impose the restriction that the test associated with testing Hj
is locally unbiased.
The (1 — «) % simultaneous confidence intervals associated with the above
test procedure are given by

Nisiai(ne — 4 1)/sij(nagn — j + 1)

< ohnifoti < pii(ng — J + 1) (ne — § + 1) 7 st/ sis;

l=1,2,,k—1, jzlyzr"'rpy

and
iu — bernin — Bijw + Buvil = {efisdsn(shin + shuw) (N — k)7
u = 1727 7]7.7= 17"':(p— 1)71’= 1727"':k_ 1.

4, Tests for H against A, and 4;. When H is tested against 4., we accept
H if and only if

a;; £ Faj £ by i=12 ---,k — 1; j=1,2 -, p
Faju S c5;  wu=12---,5; j=1L,2--,p; =12, ,k—1,
where a;; , b;; and ¢,; are chosen such that

141175 Q =1 — o
and

Qi=P[aif§Fikabii;i= 172711(;_1:]: 1727"'7le]:

Qi/ = P[FUC]?I« é Cij; U = 1127 "'7j;1: = 1121 ”'7]{; - IIH]~
We can evaluate @i, ---, @, by using the methods (or their modifications)
discussed in [1], [4], [5], [8], [13]; also Q’, -, Q;_l can be evaluated since the

joint distribution of the test statistics Fuju, (v = 1,2, ---,j;¢=1,2, -+,
k — 1), is a central multivariate F distribution when H is true. The optimum
choice (in terms of increasing power of the test) of the critical values is not known.
But, for practical purposes, we can choose them by imposing restrictions similar
to those imposed in the previous section.

We will now propose a procedure to test H against A;. According to this
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procedure, we accept H if and only if
wivi = Fovj = Navj; i #4d =12 -, F,
Fiiu < ¢5; i#d =1,2 -, k;u=12 --,7
where u;;, Niwr; and ¢; are chosen such that

H]—IR H]—l (1 - a),

and
Rj=Plpw; £ Farj £ Nawj; @ # 4 = 1,2, -, k[|H],
R/ = PFipn=<ci;i=1,2,---,7—1;4=2,3,--- , k;u=1,2,---,j| H.

The critical values are chosen such that
Ri=- -+ =R,=R/’=--- =Rpy = (1 —a)’/®?,

Also, when the sample sizes are equal, we impose the restriction that A\g; = \;
and wii; = 1/);. Using Ramachandran’s result [14], we know that this restric-
tion will achieve the unbiasedness of the test associated with Hj; agamst Asjr .
We will now discuss about the evaluation of Ry, ---, R,, Ry, -+, R. o1 -

When the sample sizes are unequal, we can use Bonferrom s inequality ([2],
p. 100) to compute lower bounds on Ry, ---, R,. When the sample sizes are
equal, we can use the method discussed in [6] to evaluate Ry, ---, R,. The
exact evaluation of Ry, - - - R,,_l is complicated since, when H is true and 8i; are
fixed, the statistics F.v;, are jointly distributed as a singular multivariate F
distribution. But, using the results of Khatri [7], we obtain the following lower
bounds:

(41) Rj, = —2H o J—~1P[Fu']u = CJIH]; .7 =1, 27 LD — 1.

Also, using Bonferroni’s inequality, we obtain the following alternative bound
on R,
R 21— 2 i P(EY)

where
P(E:") = I_P[Fzz'm = C]';’l:= 17 2:"'7i,—1;u= 172)"'7le]'

Here we note that lower bounds similar to (4.1) can be obtained on ¢;" and Q,’
using the results of [7]; upper bounds on R}, ¢;" and @, can be also obtained by
making use of Poincaré’s formula which is sometimes referred to as inclu-
sion-exclusion formula.

b. Test for H against a general alternative. Let (j1, j2, -+, Jp) be any per-
mutation of (1,2, ---, p) and (ji, 2, - - ’]p_l) be any permutation of (1, 2,
-, p — 1). In addition, let ,

+
Aronsen = (Uit A1) v (URES% Aoy u (Ul g1 Asgny u (U Ayj,00)

+ -1
u (UZE4 Asjye) u (Ul ig Asig).
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Then it is of some interest to test H against the alternative A, 55,0500 - A
procedure for testing H against A (g, 4,.05.00 €an be proposed by combining the
methods used in Sections 3 and 4; the details are omitted for the sake of brevity.

One would intuitively expect the power of the test for H against the alterna-
tive A(g,.05,05.00 10 be greater, in some directions, than the powers of the tests
proposed in sections 3 and 4. This is a motivation behind testing H against
A, 920500 SOmetimes. Also, when H is rejected, the experimenter may be
interested in making different kinds of comparisons among populations on
different sets of variates. In some of these situations, one should test H against
the alternatives of the form A, .45.05.00 -

6. General remarks. Roy [16] proposed a procedure, based on conditional
distributions, for testing the equality of two covariance matrices. But, the lengths
of the confidence intervals associated with the procedures proposed in this
paper are at least as short as the lengths of the corresponding confidence inter-
vals associated with the procedure by Roy [16]. In the univariate case, the pro-
cedures proposed in this paper for testing H against A; and A, are respectively
equivalent to the procedures considered by Krishnaiah [12] and Gnanadesikan
(3], and the test for H against A; for the case of equal sample sizes is equivalent
to Hartley’s test [6]. The procedures proposed in this paper are based upon union-
intersection principle [15]. The simultaneous confidence intervals associated
with tests for H against A2, A3 and A, 4, 4500 can be obtained easily.

Acknowledgment. The author is grateful to the referee for his helpful sugges-
tions.
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