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0. The problem and the approaches. This paper is concerned with a problem of partitioning a set of normal populations into two subsets according to their locations with respect to a control population. Let \( \Pi_0, \Pi_1, \cdots, \Pi_k \) be \((k + 1)\) normal populations with means \( \mu_0, \mu_1, \cdots, \mu_k \) and a common variance \( \sigma^2 \); and let \( \Pi_0 \) denote the standard or control population. For arbitrary but fixed constants \( \delta_1^* \) and \( \delta_2^* \) such that \( \delta_1^* < \delta_2^* \), we define three disjoint and exhaustive subsets \( \Omega_B, \Omega_I, \text{ and } \Omega_G \) of the set

\[
(0.1) \quad \Omega = (\Pi_1, \Pi_2, \cdots, \Pi_k)
\]

by

\[
\Omega_B = (\Pi_i: \mu_i \leq \mu_0 + \delta_1^*)
\]

\[
(0.2) \quad \Omega_I = (\Pi_i: \mu_0 + \delta_1^* < \mu_i < \mu_0 + \delta_2^*)
\]

\[
\Omega_G = (\Pi_i: \mu_i \geq \mu_0 + \delta_2^*).
\]

After observations have been taken, the set \( \Omega \) is partitioned into two disjoint subsets \( S_B \) and \( S_G \).

Definition 0.1. A decision is a correct decision \((CD)\) if \( \Omega_B \subset S_B \) and \( \Omega_G \subset S_G \).

An equivalent definition to Definition 0.1 is that \( S_B \subset (\Omega_B \cup \Omega_I) \) and \( S_G \subset (\Omega_G \cup \Omega_I) \). It is noted that the open interval \((\mu_0 + \delta_1^*, \mu_0 + \delta_2^*)\) is considered as the indifference zone and a correct decision puts no restrictions on those populations in the set \( \Omega_I \). With this consideration, it will be consistent to give the following

Definition 0.2. A population \( \Pi_i \in \Omega \) is misclassified if \( \Pi_i \in (\Omega_B \cap S_G) \cup (\Omega_G \cap S_B) \).

Let \( P^* \) be an arbitrary but preassigned constant such that \( 2^* < P^* < 1 \). The statistical problem is to find a procedure \( R \) which consists of a sampling procedure and a terminal decision rule such that the appropriate probability requirement below is satisfied.

\begin{enumerate}
  \item When \( \sigma^2 \) is known,
    \[
    (0.3) \quad P[CD \mid \mathbf{y}, \sigma^2; R] \geq P^* \quad \text{for every vector } \mathbf{y}.
    \]
  \item When \( \sigma^2 \) is unknown,
    \[
    (0.4) \quad P[CD \mid \mathbf{y}, \sigma^2; R] \geq P^* \quad \text{for every } \mathbf{y} \text{ and every } \sigma^2 > 0.
    \]
\end{enumerate}
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The case of known \( \sigma^2 \) is considered in Section 1. A single-stage procedure is used there and the proposed decision rule is proved to be Bayes, minimax and admissible among a class of translation invariant decision rules. It is clear that when \( \sigma^2 \) is unknown, there is no single-stage procedure that can solve this problem. A two-stage procedure originally proposed by Stein [16] is used in Section 2; and a sequential procedure based on the idea of the random stopping rule developed by Chow and Robbins [3] is used in Section 3 to serve as an alternative to the two-stage procedure.

The (expected) sample size required, the expected misclassification size, the relative efficiency and their asymptotic behavior for the single-stage, two-stage and sequential procedures are investigated and are shown to be functions of the percentage points of a multivariate normal and a multivariate \( t \) distribution. Tables of these percentage points have been constructed and are attached with this paper.

The following assumptions are made throughout this paper:

1. there is no a priori knowledge regarding the means of the populations;
2. the observations are taken a vector at a time; and
3. the observations are independent.

Unless mentioned otherwise, the following notations will be adopted:

\[
\Phi(z) = \int_{-\infty}^{z} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} \, dz, \quad -\infty < z < \infty;
\]

\[
m = k/2 \quad \text{if } k \text{ is even},
\]

\[
= (k + 1)/2 \quad \text{if } k \text{ is odd};
\]

\[
d = (\delta_1^* + \delta_2^*)/2;
\]

\[
a = (\delta_2^* - \delta_1^*)/2; \quad \text{and}
\]

\[
\lambda = \sigma/a.
\]

1. A single-stage procedure.

1.1 The Procedure and its PCD. Let

\[
\{X_{0j}, X_{1j}, \cdots, X_{kj}\}_{j=1}^{\infty}
\]

be a sequence of independent vector observations from the population with joint density

\[
f(x_0, x_1, \cdots, x_k; \mu_0, \mu_1, \cdots, \mu_k, \sigma^2) = \prod_{i=0}^{k} (2\pi)^{-\frac{1}{2}} e^{-i\sigma^2(x_i-\mu_i)^2}
\]

for \(-\infty < x_i < \infty\) and with parameter spaces \(-\infty < \mu_i < \infty\) (\(i = 0, 1, \cdots, k\)). Throughout this section, we assume that \( \sigma^2 \) is a known constant.

The decision rule used is based on the differences of the sample means.

PROCEDURE \( R_1 \). Observe the sequence defined in (1.1) for \( j = 1, 2, \cdots, N_0 \) where \( N_0 \) is to be determined below. Compute \( \bar{X}_i = N_0^{-1} \sum_{j=1}^{N_0} X_{ij} \) for \( i = 0, 1, \cdots, k \), and use the decision rule:

\[
\begin{align*}
S_B &= \{i : \bar{X}_i - \bar{X}_0 < d\}, \\
S_A &= \{i : \bar{X}_i - \bar{X}_0 > d\}.
\end{align*}
\]
To find the sample size \( N_0 \) such that (0.3) is satisfied, we first give the following

**Definition 1.1.** A mean vector \( \mathbf{y}^0 = (\mu_0, \mu_1, \cdots, \mu_k)^0 \) is a least favorable (LF) configuration under a procedure \( R \) if

\[
P[CD | \mathbf{y}^0, \sigma^2; R] = \inf_{\mathbf{y}} P[CD | \mathbf{y}, \sigma^2; R].
\]

It is clear that for a mean vector to be a LF configuration under \( R_1 \), the set \( \Omega_\ell \) defined in (0.2) must be empty, all the populations in \( \Omega_\alpha \) must have a common mean \( \mu_0 + \delta_1 \), and all the populations in \( \Omega_\sigma \) must have a common mean \( \mu_0 + \delta_2 \). Without loss of generality, let \( \mathbf{y}^0(r) \) be a configuration such that \( \mu_i = \mu_0 + \delta_1 \) and \( \mu_j = \mu_0 + \delta_2 \), \( 0 < i \leq r, r < j \leq k \) for some \( r \) such that \( 0 < r \leq k \). Then it follows from Definition 0.1 that

\[
P[CD | \mathbf{y}^0(r), \sigma^2; R_1]
= P[\bar{X}_i - \bar{X}_0 < d, \bar{X}_j - \bar{X}_0 > d(0 < i \leq r, r < j \leq k) | \mathbf{y}^0(r), \sigma^2]
= P[Z_i - Z_0 < (\frac{1}{2} N_0)^{\frac{1}{2}} \lambda, Z_j - Z_0 > -(\frac{1}{2} N_0)^{\frac{1}{2}} \lambda | 0 < i \leq r, r < j \leq k)]
= P[Y_i \leq (\frac{1}{2} N_0)^{\frac{1}{2}} \lambda | i = 1, 2, \cdots, k];
\]

where \( Z_i = (\bar{X}_i - \mu_i)/(\sigma (2 N_0)^{\frac{1}{2}}) \) for \( i = 0, 1, \cdots, k \), \( Y_i = Z_i - Z_0 \) for \( 0 < i \leq r \) and \( Y_i = Z_0 - Z_i \) for \( r < i \leq k \). Hence if we define the \((k \times k)\) covariance matrix \( \Sigma_r \) by

\[
s_{ij} = 1 \quad \text{for} \quad i = j
\]

\[
= 1/2 \quad \text{for} \quad i \neq j, \quad \text{and} \quad 0 < i, j \leq r \quad \text{or} \quad r < i, j \leq k
\]

\[
= -1/2 \quad \text{for} \quad 0 < i \leq r \quad \text{and} \quad r < j \leq k;
\]

then

\[
P[CD | \mathbf{y}^0(r), \sigma^2; R_1] = \int_{-\infty}^{(1 N_0)^{\frac{1}{2}} \lambda} \int_{-\infty}^{(1 N_0)^{\frac{1}{2}} \lambda} \cdots \int_{-\infty}^{(1 N_0)^{\frac{1}{2}} \lambda}
\cdot (2 \pi)^{-k/2} | \Sigma_r |^{-1/2} \exp\left(-\frac{1}{2} \mathbf{y}' \Sigma_r^{-1} \mathbf{y}\right) \prod_{i=1}^{k} dy_i.
\]

Equation (1.6) gives the infimum of the PCD under \( R_1 \) for the set of all configurations such that there are \( r \) populations in \( \Omega_\alpha \) and \((k - r)\) populations in \( \Omega_\sigma \). To find the LF configuration under \( R_1 \) it suffices to find the integer where the rhs of (1.6) achieves a minimum over all \( r(0 < r \leq k) \).

**Lemma 1.1.** For every \( \lambda \) and every \( N_0 \), the LF configuration under \( R_1 \) is given by \( \mathbf{y} = \mathbf{y}^0 \) such that

\[
\mu_1^0 = \mu_2^0 = \cdots = \mu_m^0 = \mu_0 + \delta_1^*, \\
\mu_{m+1}^0 = \mu_{m+2}^0 = \cdots = \mu_k^0 = \mu_0 + \delta_2^*,
\]

where \( m \) is defined in (0.6).
Proof. The proof of this lemma follows from a general theorem given in the Appendix.

Now let \( \Sigma = \Sigma_m \) denote the \((k \times k)\) covariance matrix defined in (1.5) for \( \gamma = m \) i.e., \( \Sigma \) has the following structure:

\[
\Sigma = \begin{pmatrix}
1 & \frac{1}{2} & \cdots & \frac{1}{k} & \cdots & \frac{1}{k} \\
\frac{1}{2} & 1 & & & & \\
\vdots & & \ddots & & & \\
\frac{1}{k} & \cdots & & \frac{1}{k} & & 1 \\
\frac{1}{k} & \cdots & & \frac{1}{k} & & 1 \\
\end{pmatrix}
\]

Let \( b = b(P, k) \) be the solution of the equation

\[
P = \int_{-\infty}^{b} \cdots \int_{-\infty}^{b} (2\pi)^{-k/2} |\Sigma|^{-1} \exp \left( -\frac{1}{2} y^T \Sigma^{-1} y \right) \prod_{i=1}^{k} dy_i.
\]

Then the sample size \( N_0 \) required under \( R_1 \) is given by

Theorem 1.1. Let \( \lambda \) be defined in (0.9) and \( b \) be the solution of (1.9) with \( P = P^* \). If \( N_0 \) is the smallest integer satisfying

\[
N_0 \geq 2\lambda^2 \beta^2
\]

then the probability requirement (0.3) is satisfied.

Proof. For any mean vector \( \mu \), it follows from \( b \leq (\frac{1}{2} N_0)^{1/\lambda} \) that \( P[CD | \mu, \sigma^2; R_1] \geq P[CD | \mu^0, \sigma^2; R_1] \geq P^* \).

The solution \( b = b(P, k) \) of (1.9) is the equi-coordinate percentage point of a \( k \)-dimensional multivariate normal distribution with mean vector \( \mu \) and the covariance matrix \( \Sigma \) given in (1.8). The values of \( b \) as a function of \( P \) and \( k \) have been tabulated in Table 1 for \( P = 0.50, 0.75, 0.90, 0.95, 0.975, 0.99 \) and \( k = 1(1)10(2)20 \). It should be noted that for \( k = 1 \) the table reduces to the univariate standard normal table. The numerical solution was obtained by first changing (1.9) to a form of simple integral, this simple integral is then approximated by a Gaussian quadrature summation formula given in [17]. To be conservative, the entries in the table have all been rounded to the next higher value (in the 7th decimal) and should be in error by at most one unit in the last digit given.

1.2. An upper bound on the sample size required. We now give an upper bound on the sample size \( N_0 \) under \( R_1 \) based on the following

Lemma 1.2. For any given \( P \in [0, 1] \) and any two events \( A \) and \( B \),

\[
P(A) + P(B) = 1 + P \Rightarrow P(A \cap B) \leq P,
\]

and the equality holds iff \( P(A \cup B) = 1 \).

Proof. It is an immediate consequence of the inequality

\[
P(A \cap B) = P(A) + P(B) - P(A \cup B) = 1 + P - P(A \cup B) \geq P,
\]

and the equality holds iff \( P(A \cup B) = 1 \).

For any real number \( c \) and positive integer \( q \), let
TABLE 1

Equi-coordinate percentage points $b$ of a multivariate normal distribution with mean vector $0$ and covariance matrix $\Sigma$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.0000000</td>
</tr>
<tr>
<td>0.75</td>
<td>0.6423429</td>
</tr>
<tr>
<td>0.90</td>
<td>0.6370415</td>
</tr>
<tr>
<td>0.95</td>
<td>0.9938965</td>
</tr>
<tr>
<td>0.975</td>
<td>1.089009</td>
</tr>
<tr>
<td>0.99</td>
<td>1.1742510</td>
</tr>
<tr>
<td>1.125</td>
<td>1.2356655</td>
</tr>
<tr>
<td>1.5</td>
<td>1.3928724</td>
</tr>
<tr>
<td>1.75</td>
<td>1.3376440</td>
</tr>
<tr>
<td>1.8</td>
<td>1.3801626</td>
</tr>
<tr>
<td>2.0</td>
<td>1.4486915</td>
</tr>
<tr>
<td>2.5</td>
<td>1.5943070</td>
</tr>
<tr>
<td>3.0</td>
<td>1.5521359</td>
</tr>
<tr>
<td>3.5</td>
<td>1.5929848</td>
</tr>
<tr>
<td>4.0</td>
<td>1.6388041</td>
</tr>
</tbody>
</table>

(1.12) $H_q(c) = \int_0^c \int_0^c \cdots \int_0^c (2\pi)^{-q/2} |\Sigma'|^{-1} \exp \left[-\frac{1}{2} y' (\Sigma')^{-1} y\right] \prod_{i=1}^q dy_i$

where the $(q \times q)$ covariance matrix $\Sigma' = (\sigma_{ij})$ is such that

$$\sigma_{ij} = 1 \quad \text{if} \quad i = j;$$

$$= \frac{1}{2} \quad \text{if} \quad i \neq j.$$ Let $b$ be the solution of equation (1.9) and $b'$ be the solution of the equation

(1.13) $H_m(b') + H_{k-m}(b') = 1 + P.$

**Theorem 1.2.** For every $P$ and every $k$, we have

(1.14) $b' > b.$

**Proof.** Let $(Y_1, Y_2, \ldots, Y_k)$ follow a multivariate normal distribution with mean vector 0 and covariance matrix $\Sigma$, and let

$$A = \{Y_i \leq b' (i = 1, 2, \ldots, m)\},$$

$$B = \{Y_i \leq b' (i = m + 1, m + 2, \ldots, k)\};$$

then $H_m(b') + H_{k-m}(b') = 1 + P \Rightarrow P(A \cap B) = P(Y_i \leq b' (i = 1, 2, \ldots, k)) > P$. It follows that $b' > b$ and this completes the proof.

**Corollary.** If $N_0'$ is the smallest integer satisfying

(1.15) $N_0' \geq 2\lambda^2 b'^2$,

where $b'$ is the solution of (1.14) with $P = P^*$, then $N_0' \geq N_0$. 


When \( k \) is even equation (1.14) reduces to
\[
(1.17) \quad H_{k/2}(b') = \frac{1}{2}(1 + P);
\]
the solution \( b' \) of (1.17) is the percentage point of an equi-correlated multivariate normal distribution. The numerical solutions have been tabulated by both Gupta [6] and Milton [12] at several probability levels. Let \( \gamma = \gamma(P^*, k) \) denote the quantity \( (b'/b)^2 \) with \( P = P^* \), then
\[
(1.18) \quad N_{\theta}/N_0 = \gamma.
\]
These \( \gamma \) values have been computed for even \( k \) based on the \( b' \) values given by Milton and the \( b \) values given in Table 1 of this paper; an excerpt is given below.

<table>
<thead>
<tr>
<th>( P^* )</th>
<th>( k )</th>
<th>( 2 )</th>
<th>( 4 )</th>
<th>( 6 )</th>
<th>( 8 )</th>
<th>( 12 )</th>
<th>( 16 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>0.90</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>0.95</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

The computation shows the bound given in (1.16) is quite good for most purposes since most of the \( \gamma \) values are very close to 1. Of course, the value of \( b'/b = \gamma^k \) is even closer to one. It also appears that \( \gamma(P^*, k) \) is monotonically decreasing both in \( P^* \) and in \( k \); however, the author has not tried to prove this result.

1.3. Some optimal properties of the decision rule. We now prove some of the optimal properties of the proposed decision rule specified in (1.3). Let \( \bar{X} = (\bar{X}_0, \bar{X}_1, \cdots, \bar{X}_k) \) where \( \bar{X}_i \) is the sample mean from \( \Pi_i, i = 0, 1, \cdots, k \). Since \( \bar{X} \) is a sufficient statistic, there is no loss in considering only decision rules based on \( \bar{X} \). Consider a group \( G \) of translations where \( g \in G \) is defined by
\[
(1.19) \quad g(x_0, x_1, \cdots, x_k) = (x_0 + c, x_1 + c, \cdots, x_k + c), \quad -\infty < c < \infty.
\]
This group of translations in turn induces the group \( \tilde{G} \) of translations on the parameter space of \((\mu_0, \mu_1, \cdots, \mu_k)\) with elements \( \tilde{g} \in \tilde{G} \) given by
\[
(1.20) \quad \tilde{g}(\mu_0, \mu_1, \cdots, \mu_k) = (\mu_0 + c, \mu_1 + c, \cdots, \mu_k + c), \quad -\infty < c < \infty.
\]
Clearly, our problem remains invariant under \( G \). It follows that (see [9: p. 216]) \( Z = (Z_1, Z_2, \cdots, Z_k) \), where \( Z_i = \bar{X}_i - \bar{X}_0 (i = 1, 2, \cdots, k) \), is a maximal invariant wrt \( G \). Also, the distribution of \( Z \) depends only on \((\mu_1 - \mu_0, \mu_2 - \mu_0, \cdots, \mu_k - \mu_0) = (\theta_1, \theta_2, \cdots, \theta_k) = \theta \) (say), which is the maximal invariant of the induced group \( \tilde{G} \), as it should according to [9: Theorem 3, p. 220] (here \( Z \) has a multivariate normal distribution with mean vector \( \theta \) and known covariance matrix). Hence if we restrict our attention to the class of invariant decision rules under \( G \), those rules must be a function of \( Z \) (see [9: Theorem 1, p. 216]), and
the probabilities under those decision rules depend on \((\mu_0, \mu_1, \cdots, \mu_k)\) only through \(\theta\).

In the following we show that the decision rule specified in (1.3) is Bayes, minimax and admissible among the class of translation invariant decision rules. Denote

\[(1.21) \quad \psi = \{\theta : \theta = (\theta_1, \theta_2, \cdots, \theta_k)\}.
\]

Following from the above discussion, it is sufficient to consider the only decision rules based on \(Z\) and the induced parameter space \(\psi\). We first formulate our problem under the general framework of multiple decision problems developed by Lehmann [8].

**Definition 1.2.** For \(i = 1, 2, \cdots, k\), let \((\psi_i, D_i, L_i)\) be \(k\) component statistical decision problems where \(\psi_i\) is the parameter space, \(D_i\) is the decision space and \(L_i : \psi_i \times D_i \rightarrow (-\infty, \infty)\) is the loss function for the \(i\)th component decision problem. The decision problem \((\psi, D, L)\) is said to be the corresponding product decision problem if

1. \(\psi = \bigotimes_{i=1}^{k} \psi_i = \{\theta = (\theta_1, \theta_2, \cdots, \theta_k) : \rho_i \rho_i \in \psi_i, i = 1, 2, \cdots, k\}\) is the product parameter space,

2. \(D = \bigotimes_{i=1}^{k} D_i = \{a = (a_1, a_2, \cdots, a_k) : a_i \in D_i, i = 1, 2, \cdots, k\}\) is the product decision space, and

3. \(L = L(\theta, a)\) is the loss function defined on \(\psi \times D\).

**Remark.** The problem of incompatibility of two component decision rules, which was discussed by Lehmann, does not arise in our formulation; hence it is ignored here.

Now for \(i = 1, 2, \cdots, k\), let \((\psi_i, D_i, L_i)\) be the component decision problem dealing with the population mean of \(Z_i\) (note that \(Z_i\) has a normal distribution with mean \(\theta_i\) and known variance). With the term “misclassification” defined in Definition 0.2, we will consider the loss function for the product decision problem to be the total number of populations misclassified; i.e., let

\[(1.22) \quad L_i(\theta, a) = L_i(\theta_i, a_i) = \begin{cases} 1 & \text{if } \Pi_i \text{ is misclassified,} \\ 0 & \text{otherwise;}
\end{cases}
\]

\[(1.23) \quad r_i(\theta_i, a_i) = \text{EL}_i(\theta_i, a_i) = P[\Pi_i \text{ is misclassified} | \theta_i, a_i]
\]

for \(i = 1, 2, \cdots, k\) (note that \(L_i(\theta, a)\) depends on \(\theta\) and \(a\) only through \(\theta_i\) and \(a_i\), then

\[(1.24) \quad L(\theta, a) = \sum_{i=1}^{k} L_i(\theta_i, a_i)
\]

and the corresponding risk function

\[(1.25) \quad r(\theta, a) = \text{EL}(\theta, a) = \sum_{i=1}^{k} r_i(\theta_i, a_i)
\]

is the expected misclassification size. For \(\Phi \) defined in (0.5) and \(b\) defined in (1.9) with \(P = P^\Phi\), we note the obvious
LEMMA 1.3. Under the procedure \( R_1 \),

1. \( r(\theta, R_1) \leq k[1 - \vartheta(b)] \) for every \( \theta \);
2. the equality holds when \( \theta_i \) is either \( \delta_1^* \) or \( \delta_2^* \) for every \( i \).

Now let \( \rho_i = \rho_i(\theta_i) \) be an a priori distribution of \( \theta_i \) \( (i = 1, 2, \ldots, k) \), and let \( \rho = \rho(\theta) \) be the product probability measure defined on the product parameter space \( \psi \). We first observe the following lemma noted in [8]:

LEMMA 1.4. For \( i = 1, 2, \ldots, k \), let \( a_i \) be a Bayes decision rule in \( D_i \) for the \( i \)th component decision problem wrt \( \rho_i \) and loss function \( L_i(\theta_i, a_i) \). If the loss function for the product decision problem has the form

\[
L(\theta, a) = \sum_{i=1}^{k} c_i L_i(\theta_i, a_i), \quad c_i > 0
\]

then the product decision rule \( a = (a_1, a_2, \ldots, a_k) \) is a Bayes decision rule in \( D \) wrt \( \rho \) for the product decision problem.

Proof. Let \( a' = (a'_1, a'_2, \ldots, a'_k) \) be any other decision rule in \( D \), then

\[
\int r_i(\theta_i, a'_i)\rho_i(\theta_i) \, d\theta_i \leq \int r_i(\theta_i, a_i)\rho_i(\theta_i) \, d\theta_i \quad \text{for } i = 1, 2, \ldots, k;
\]

hence the corresponding Bayes risks of \( a' \) and \( a \) satisfy

\[
B(\rho, a') = \sum_{i=1}^{k} c_i \int r_i(\theta_i, a'_i)\rho_i(\theta_i) \, d\theta_i
\]

\[
\geq \sum_{i=1}^{k} c_i \int r_i(\theta_i, a_i)\rho_i(\theta_i) \, d\theta_i = B(\theta, a).
\]

Remark. It is clear that if \( a_i \) is the unique Bayes decision rule wrt \( \rho_i \) in \( D_i \) for every \( i = 1, 2, \ldots, k \), then \( a \) is the unique Bayes decision rule wrt \( \rho \) in \( D \).

Now for \( i = 1, 2, \ldots, k \), let the a priori distribution of \( \rho_i \) be

\[
\rho_i(\theta_i) = \begin{cases} 
\frac{1}{2} & \text{for } \theta_i = \delta_1^* \text{ or } \delta_2^* \\
0 & \text{otherwise}
\end{cases}
\]

and

\[
\rho(\theta) = 2^{-k} \quad \text{if } \theta_i \text{ is either } \delta_1^* \text{ or } \delta_2^*, \quad i = 1, 2, \ldots, k
\]

\[
= 0 \quad \text{otherwise}.
\]

We have

THEOREM 1.3. The decision rule \( a \) specified in (1.3) is (a) minimax, (b) admissible and (c) unique Bayes wrt \( \rho \) among the class of \( G \) invariant decision rules.

Proof. The assertion that \( a \) is minimax among the class of \( G \) translation invariant rules can be proved by a lemma of Lehmann [11: p. 4–19], and the conditions of that lemma are justified by Lemma 1.3. Since the admissibility follows from the fact that a unique Bayes rule is admissible, it suffices to show that the rule \( a \) specified in (1.3) is unique Bayes wrt \( \rho \) among the class of \( G \) translation invariant rules. In view of Lemma 1.4 and the fact that any \( G \) translation invariant rule is a function of \( Z \), it in turn suffices to show that the \( i \)th component decision rule

\[
a_i(Z_i) = \begin{cases} 
0 & \text{if } Z_i = (\bar{X}_i - \bar{X}_0) < d = \frac{1}{2}(\delta_1^* + \delta_2^*) \\
1 & \text{if } Z_i > d
\end{cases}
\]
(here \( \Pi \in S_n \) iff \( a_i = 1 \) is the unique Bayes decision rule wrt \( \rho_i \) among the class of all decision rules based on \( Z_i \) with the loss function \( L_i(\theta_i, a_i) \) given in (1.22).

We first observe a well-known result in testing hypothesis problems: if \( Z_i \) is any random variable with density \( f(z) \); under the hypotheses \( H_1 : f(z) = f_1(z) \) and \( H_2 : f(z) = f_2(z), H_2 \) is accepted iff \( Z_i \in W \) for some region \( W \). Then the sum of the two types of errors (\( \alpha + \beta \)) is minimized iff \( W \) is taken to be (except on a set of probability measure zero)

\[
(1.30) \quad W_0 = \{ z : f_2(z)/f_1(z) > 1 \}.
\]

If \( Z_i \) has a normal distribution with mean \( \theta_i \) and variance \( \sigma_0^2 \), and the corresponding hypotheses are \( H_1 : \theta_i = \theta_1^* \), \( H_2 : \theta_i = \theta_2^* \), then \( W_0 \) in (1.30) reduces to

\[
(1.31) \quad W_0 = \{ z : z > d \}.
\]

which does not depend on \( \sigma_0^2 \).

Now let \( a_i'(Z_i) \) be any decision rule about \( \theta_i \) based on \( Z_i \), i.e., we put \( \Pi \) into \( S_0 \) iff \( Z_i \in W \) for some region \( W \) specified by \( a_i' \). For the a priori distribution \( \rho_i(\theta_i) \) defined in (1.27), its corresponding Bayes risk is

\[
(1.32) \quad B(\theta_i, a_i') = \frac{1}{2} [ P[Z_i \in W \mid \theta_i = \theta_1^*] + P[Z_i \in W \mid \theta_i = \theta_2^*] ].
\]

The infimum on the rhs of (1.32) is achieved iff \( W = W_0 \) given in (1.31). This implies that the decision rule \( a_i \) defined in (1.29) is the unique Bayes rule wrt \( \rho_i \) among the class of decision rules based on \( Z_i \). This completes the proof of the theorem.

2. A two-stage procedure. In this section a two-stage procedure is given for the problem when \( \sigma^2 \) is unknown. It is specified in the following

**Procedure R_2. (1)** Let \( n_0 \geq 2 \) be a preassigned positive integer. We observe the sequence defined in (1.1) for \( j = 1, 2, \ldots, n_0 \). Compute

\[
(2.1) \quad S^2 = \nu^{-1} \sum_{i=0}^{k} \sum_{j=1}^{n_0} [ X_{ij} - n_0^{-1} ( \sum_{j=1}^{n_0} X_{ij} ) ]^2
\]

with \( \nu = (k + 1)(n_0 - 1) \).

(2) Observe the sequence defined in (1.1) for \( j = (n_0 + 1), (n_0 + 2), \ldots, N \) where \( N \) is to be determined below.

(3) Compute the \( (k + 1) \) overall sample means

\[
(2.2) \quad \bar{X}_i = N^{-1} \sum_{j=1}^{N} X_{ij} \quad \text{for} \quad i = 0, 1, \ldots, k
\]

and apply the decision rule defined in (1.3).

To determine the sample size \( N \) in the above procedure, we first observe that the LF configuration \( \mathbf{y}^0 \) given in (1.7) does not depend on \( \sigma^2 \) and \( N \). Hence to satisfy the probability requirement (0.4) we can again restrict our attention to \( \mathbf{y}^0 \). We first note that

\[
P[CD \mid \mathbf{y}^0, \sigma^2; R_2]
\]

\[
= P[\bar{X}_i - \bar{X}_0 < d, \bar{X}_i - \bar{X}_0 > d(1 \leq i \leq m, m < j \leq k) \mid \mathbf{y}^0, \sigma^2]
\]

\[
= P[Y_i/U_r \leq (N/2)^k a/S_r (i = 1, 2, \ldots, k)]
\]

\[
= P[|t_i| \leq (N/2)^k a/S_r (i = 1, 2, \ldots, k)]
\]
where \((Y_1, Y_2, \cdots, Y_k)\) follows a multivariate normal distribution with mean vector \(0\) and covariance matrix \(\Sigma\) given in (1.8), \(\nu U_r^2\) follows a chi-square distribution with \(\nu\) degrees of freedom and \(U_r^2\) is independent of \((Y_1, Y_2, \cdots, Y_k)\); \(t_i = Y_i/U_r\) \((i = 1, 2, \cdots, k)\) are Student's \(t\) variables with \(\nu\) degrees of freedom each, and they are correlated with correlation matrix \(\Sigma\). It can be seen from [4] that the joint distribution of \((t_1, t_2, \cdots, t_k)\) follows a multivariate \(t\) distribution with joint density function

\[
(2.3) \quad f_{k,\nu,\Sigma}(t_1, t_2, \cdots, t_k) = \Gamma(\frac{1}{2}(k + \nu))[\omega(\nu) \Gamma(\frac{1}{2} \nu)]^{-1} \left[ 1 + \nu^{-1} \Sigma^{-1} t \right]^{-\frac{1}{2}(k+\nu)}
\]

for \(t_i \in (-\infty, \infty), i = 1, 2, \cdots, k\).

Let \(h_\nu\) be the solution of the equation

\[
(2.4) \quad P = \int_{-\infty}^{h_\nu} \cdots \int_{-\infty}^{h_\nu} f_{k,\nu,\Sigma}(t_1, t_2, \cdots, t_k) \prod_{i=1}^{k} dt_i.
\]

Then the sample size \(N\) can be determined in the following

**Theorem 2.1.** If \(N\) is the smallest integer satisfying

\[
(2.5) \quad N \geq \max \{n_0, 2h_\nu^2 S_r^2/a^2\},
\]

where \(h_\nu\) is the solution of (2.4) with \(P = P^*\) and \(a\) is defined in (0.8), then the probability requirement (0.4) is satisfied.

**Proof.**

\[P[CD | \mathbf{y}, \sigma^2; R_2] \geq P[CD | \mathbf{y}^0, \sigma^2; R_2] \geq P_{\nu - k} \geq P^*\]

where the last inequality follows from the fact that for any observed \(S_r\) in the first stage, we have \((N/2)^{1/2} a/S_r \geq h_\nu\) from (2.5).

The values of \(h_\nu\) have been computed and tabulated in Table 2 for \(P = 0.50, 0.75, 0.90, 0.95, 0.975\) and \(0.99; k = 2 \leq 6 \leq 2 \leq 12 \leq 4 \leq 20; \) and \(\nu = 5 \leq 10 \leq 20 \leq 40 \leq 60 \leq 30 \leq 120\). For every fixed \(P\) and \(k\), \(h_\nu\) converges to the corresponding \(b\) value given in Table 1 when \(\nu\) is large, and those \(b\) values are repeated there under \(\nu = \infty\). Table 2 is obtained by a double summation based on Gaussian quadrature formula given in [17]. To be conservative, the entries have all been rounded to the next higher value (in the 5th decimal) and should be in error by at most one unit in the last digit given.

2.1 The expected sample size and relative efficiency. Let \(N\) be the random sample size defined in (2.5). It is easily seen that

\[
P[N = n] = \begin{cases} 0 & \text{for } n < n_0, \\ \frac{1}{2} \int_{-\infty}^{h_\nu^2 S_r^2/a^2} \geq n_0] & \text{for } n = n_0, \\ \frac{1}{2} \int_{h_{n-1}}^{h_\nu^2 S_r^2/a^2} \leq n] & \text{for } n \geq n_0 + 1. 
\end{cases}
\]

Let

\[
(2.7) \quad \theta = (2\lambda^2 h_\nu^2)^{-1}.
\]
<table>
<thead>
<tr>
<th>( \nu )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.68057</td>
<td>.80079</td>
<td>1.06270</td>
<td>1.16737</td>
<td>1.26195</td>
<td>1.39388</td>
<td>1.49125</td>
<td>1.56779</td>
<td>1.68341</td>
<td>1.76905</td>
</tr>
<tr>
<td>6</td>
<td>.67397</td>
<td>.81445</td>
<td>1.05075</td>
<td>1.15380</td>
<td>1.24685</td>
<td>1.37666</td>
<td>1.47249</td>
<td>1.54784</td>
<td>1.66173</td>
<td>1.74613</td>
</tr>
<tr>
<td>7</td>
<td>.66931</td>
<td>.87488</td>
<td>1.04234</td>
<td>1.14425</td>
<td>1.23620</td>
<td>1.36449</td>
<td>1.45921</td>
<td>1.53711</td>
<td>1.64033</td>
<td>1.72982</td>
</tr>
<tr>
<td>8</td>
<td>.66584</td>
<td>.87000</td>
<td>1.03610</td>
<td>1.13716</td>
<td>1.22829</td>
<td>1.35544</td>
<td>1.44931</td>
<td>1.52315</td>
<td>1.63480</td>
<td>1.71760</td>
</tr>
<tr>
<td>9</td>
<td>.66237</td>
<td>.86023</td>
<td>1.03129</td>
<td>1.13168</td>
<td>1.22218</td>
<td>1.34843</td>
<td>1.44163</td>
<td>1.51495</td>
<td>1.62583</td>
<td>1.70807</td>
</tr>
<tr>
<td>10</td>
<td>.65951</td>
<td>.83904</td>
<td>1.02746</td>
<td>1.12733</td>
<td>1.21731</td>
<td>1.34284</td>
<td>1.43551</td>
<td>1.50840</td>
<td>1.61865</td>
<td>1.70043</td>
</tr>
<tr>
<td>12</td>
<td>.65767</td>
<td>.82878</td>
<td>1.02176</td>
<td>1.12064</td>
<td>1.21005</td>
<td>1.33449</td>
<td>1.42933</td>
<td>1.49877</td>
<td>1.60784</td>
<td>1.68892</td>
</tr>
<tr>
<td>16</td>
<td>.65561</td>
<td>.81562</td>
<td>1.01771</td>
<td>1.11623</td>
<td>1.20489</td>
<td>1.32854</td>
<td>1.41978</td>
<td>1.49154</td>
<td>1.60009</td>
<td>1.68064</td>
</tr>
<tr>
<td>20</td>
<td>.65393</td>
<td>.80326</td>
<td>1.01470</td>
<td>1.11279</td>
<td>1.20103</td>
<td>1.32408</td>
<td>1.41486</td>
<td>1.48626</td>
<td>1.59425</td>
<td>1.67438</td>
</tr>
<tr>
<td>30</td>
<td>.65263</td>
<td>.79143</td>
<td>1.01236</td>
<td>1.11012</td>
<td>1.19804</td>
<td>1.32061</td>
<td>1.41104</td>
<td>1.48214</td>
<td>1.58969</td>
<td>1.66949</td>
</tr>
<tr>
<td>40</td>
<td>.65159</td>
<td>.78998</td>
<td>1.01049</td>
<td>1.10799</td>
<td>1.19565</td>
<td>1.31784</td>
<td>1.40797</td>
<td>1.47884</td>
<td>1.58602</td>
<td>1.66555</td>
</tr>
<tr>
<td>60</td>
<td>.65003</td>
<td>.78170</td>
<td>1.00770</td>
<td>1.10480</td>
<td>1.19207</td>
<td>1.31369</td>
<td>1.40337</td>
<td>1.47388</td>
<td>1.58050</td>
<td>1.66091</td>
</tr>
<tr>
<td>80</td>
<td>.64892</td>
<td>.77759</td>
<td>1.00571</td>
<td>1.10253</td>
<td>1.18952</td>
<td>1.30728</td>
<td>1.40008</td>
<td>1.46702</td>
<td>1.57563</td>
<td>1.65532</td>
</tr>
<tr>
<td>120</td>
<td>.64610</td>
<td>.77050</td>
<td>1.00143</td>
<td>1.10003</td>
<td>1.18570</td>
<td>1.30420</td>
<td>1.39371</td>
<td>1.46276</td>
<td>1.57175</td>
<td>1.64956</td>
</tr>
<tr>
<td>180</td>
<td>.64417</td>
<td>.76419</td>
<td>1.00037</td>
<td>1.09900</td>
<td>1.18112</td>
<td>1.29877</td>
<td>1.38958</td>
<td>1.45797</td>
<td>1.56799</td>
<td>1.64447</td>
</tr>
<tr>
<td>300</td>
<td>.64204</td>
<td>.75747</td>
<td>1.00015</td>
<td>1.09800</td>
<td>1.17648</td>
<td>1.29323</td>
<td>1.38492</td>
<td>1.45234</td>
<td>1.56448</td>
<td>1.63967</td>
</tr>
<tr>
<td>600</td>
<td>.63958</td>
<td>.74898</td>
<td>1.00004</td>
<td>1.09600</td>
<td>1.17188</td>
<td>1.28786</td>
<td>1.37950</td>
<td>1.44685</td>
<td>1.56118</td>
<td>1.63348</td>
</tr>
<tr>
<td>1200</td>
<td>.63768</td>
<td>.74196</td>
<td>1.00000</td>
<td>1.09500</td>
<td>1.16737</td>
<td>1.28260</td>
<td>1.37432</td>
<td>1.44158</td>
<td>1.55795</td>
<td>1.62732</td>
</tr>
<tr>
<td>( \infty )</td>
<td>.63235</td>
<td>.73075</td>
<td>1.00000</td>
<td>1.09000</td>
<td>1.16286</td>
<td>1.27753</td>
<td>1.36937</td>
<td>1.43642</td>
<td>1.55471</td>
<td>1.62121</td>
</tr>
</tbody>
</table>

\[ P = 0.50 \]

\[ P = 0.75 \]
<table>
<thead>
<tr>
<th>$r$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.16226</td>
<td>1.33983</td>
<td>1.47775</td>
<td>1.56678</td>
<td>1.64470</td>
<td>1.75637</td>
<td>1.83948</td>
<td>1.90525</td>
<td>2.00543</td>
<td>2.08028</td>
</tr>
<tr>
<td>44</td>
<td>1.16079</td>
<td>1.33795</td>
<td>1.47546</td>
<td>1.56422</td>
<td>1.64188</td>
<td>1.75317</td>
<td>1.83597</td>
<td>1.90150</td>
<td>2.00128</td>
<td>2.07853</td>
</tr>
<tr>
<td>48</td>
<td>1.15957</td>
<td>1.33638</td>
<td>1.47355</td>
<td>1.56210</td>
<td>1.63954</td>
<td>1.75051</td>
<td>1.83305</td>
<td>1.90883</td>
<td>2.00721</td>
<td>2.07660</td>
</tr>
<tr>
<td>52</td>
<td>1.15854</td>
<td>1.33505</td>
<td>1.47194</td>
<td>1.56030</td>
<td>1.63755</td>
<td>1.74825</td>
<td>1.83059</td>
<td>1.90874</td>
<td>2.00941</td>
<td>2.06890</td>
</tr>
<tr>
<td>56</td>
<td>1.15766</td>
<td>1.33392</td>
<td>1.47056</td>
<td>1.55867</td>
<td>1.63582</td>
<td>1.74633</td>
<td>1.82848</td>
<td>1.90834</td>
<td>2.01241</td>
<td>2.06631</td>
</tr>
<tr>
<td>60</td>
<td>1.15689</td>
<td>1.33283</td>
<td>1.46937</td>
<td>1.55743</td>
<td>1.63439</td>
<td>1.74466</td>
<td>1.82666</td>
<td>1.90512</td>
<td>2.00265</td>
<td>2.06399</td>
</tr>
<tr>
<td>64</td>
<td>1.15584</td>
<td>1.33238</td>
<td>1.46832</td>
<td>1.55521</td>
<td>1.63301</td>
<td>1.74297</td>
<td>1.82492</td>
<td>1.90293</td>
<td>2.00045</td>
<td>2.06204</td>
</tr>
<tr>
<td>68</td>
<td>1.15452</td>
<td>1.33178</td>
<td>1.46732</td>
<td>1.55297</td>
<td>1.63171</td>
<td>1.74132</td>
<td>1.82321</td>
<td>1.89971</td>
<td>1.99802</td>
<td>2.05765</td>
</tr>
<tr>
<td>120</td>
<td>1.15158</td>
<td>1.32609</td>
<td>1.46106</td>
<td>1.54815</td>
<td>1.62417</td>
<td>1.73304</td>
<td>1.81393</td>
<td>1.87789</td>
<td>1.97518</td>
<td>2.04779</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.14650</td>
<td>1.31930</td>
<td>1.45281</td>
<td>1.53895</td>
<td>1.61402</td>
<td>1.72150</td>
<td>1.80130</td>
<td>1.86435</td>
<td>1.96020</td>
<td>2.03170</td>
</tr>
</tbody>
</table>

$P = 0.75$ (continued)
<table>
<thead>
<tr>
<th>( v )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>2.14423</td>
</tr>
<tr>
<td>16</td>
<td>2.11947</td>
</tr>
<tr>
<td>18</td>
<td>2.10506</td>
</tr>
<tr>
<td>20</td>
<td>2.08566</td>
</tr>
<tr>
<td>24</td>
<td>2.06367</td>
</tr>
<tr>
<td>28</td>
<td>2.04822</td>
</tr>
<tr>
<td>32</td>
<td>2.03078</td>
</tr>
<tr>
<td>36</td>
<td>2.02796</td>
</tr>
<tr>
<td>40</td>
<td>2.02095</td>
</tr>
<tr>
<td>44</td>
<td>2.01526</td>
</tr>
<tr>
<td>48</td>
<td>2.01053</td>
</tr>
<tr>
<td>52</td>
<td>2.00655</td>
</tr>
<tr>
<td>56</td>
<td>2.00315</td>
</tr>
<tr>
<td>60</td>
<td>2.00021</td>
</tr>
<tr>
<td>90</td>
<td>1.98661</td>
</tr>
<tr>
<td>120</td>
<td>1.97987</td>
</tr>
<tr>
<td>( \infty )</td>
<td>1.95076</td>
</tr>
</tbody>
</table>

\[ P = 0.95 \] (continued)

\[ P = 0.975 \]
\[ P = 0.99 \]

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\( \nu \) & 2 & 3 & 4 & 5 & 6 & 8 & 10 & 12 & 16 & 20 \\
\hline
5 & 4.02790 & 4.36051 & 4.63285 & 4.90875 & 5.17154 & 5.40394 & 5.55485 & 5.79095 & 5.97127 & 5.97127 \\
\hline
\end{tabular}
\end{table}

Since \( \nu S_n^2/\sigma^2 \) is a chi-square variable with \( \nu \) degrees of freedom, (2.6) can be rewritten as

\[ P[N = n] = \begin{cases} 
0 & \text{for } n < n_0, \\
= P[\chi_n^2 \leq \theta n] & \text{for } n = n_0, \\
= P[\theta(n - 1) < \chi_n^2 \leq \theta n] & \text{for } n \geq n_0 + 1.
\end{cases} \]  

Hence

\[ EN = n_0 P[N = n_0] + \sum_{n=n_0+1}^{\infty} n P[N = n] \]

\[ = n_0 P[\chi_n^2 \leq \theta n] + \sum_{n=n_0+1}^{\infty} n [2^{\nu/2} \Gamma(\nu/2)]^{-1} \int_{\theta(n-1)}^{\theta n} y^{\nu/2-1} e^{-y/2} \, dy. \]

Consider any fixed summand in the second term on the rhs of (2.9). Since for \( \theta(n - 1) \leq y \leq \theta n \) \( n \) satisfies

\[ y/\theta \leq n \leq y/\theta + 1, \]
using the first inequality in (2.10), the second term Q on the rhs of (2.9) can be bounded by
\[
Q \geq \sum_{n=n_0+1}^{\infty} \left[ 2^{\nu/2} \Gamma(\nu/2) \right]^{-1} \int_{\theta \nu (n-1)}^{\infty} (\theta \nu)^{-\nu/2} e^{-\theta \nu/2} d\nu = \theta^{-1} P[X_{n+2}^2 > \theta vn_0];
\]
similarly, by the second inequality in (2.10) Q is upper bounded by
\[
Q \leq \theta^{-1} P[X_{n+2}^2 > \theta vn_0] + P[X_n^2 > \theta vn_0].
\]
Combining (2.9), (2.11) and (2.12), we have
\[
(2.13) \quad EN = n_0 P[X_n^2 \leq \theta vn_0] + \theta^{-1} P[X_{n+2}^2 > \theta vn_0] + r P[X_{n}^2 > \theta vn_0]
\]
for some \( r \in (0, 1) \).

The expected sample size \( EN \) given in (2.13) is a function of \( P^*, k, n_0 \) and \( \lambda \), and it depends on \( P^* \) only through \( h_\nu \).

**Lemma 2.1.** For every \( P^*, k \) and first-stage sample size \( n_0 \),
\[
(2.14) \quad EN \geq 2\lambda^2 h_\nu^2 \quad \text{for every } \lambda,
\]
\[
(2.15) \quad \lim_{\lambda \to \infty} EN/(2\lambda^2 h_\nu^2) = 1.
\]

**Proof.** By (2.5),
\[
EN = E \max \{ n_0, 2h_\nu^2 s^2_n/\sigma^2 \} \geq E 2h_\nu^2 s^2_n/\sigma^2 = 2\lambda^2 h_\nu^2,
\]
this proves (2.14). The proof of (2.15) follows from (2.13).

Let \( N_0 \) be the sample size required under the single-stage procedure for the LF configuration, the following theorem investigates the asymptotic relative efficiency of the two-stage procedure wrt the single-stage procedure.

**Theorem 2.2.** For every \( P^*, k \) and first-stage sample size \( n_0 \).
\[
(2.16) \quad \frac{EN}{N_0} \geq \left( \frac{h_\nu}{b} \right)^2 \quad \text{for every } \lambda,
\]
\[
(2.17) \quad \lim_{\lambda \to \infty} \frac{EN}{N_0} = \left( \frac{h_\nu}{b} \right)^2.
\]

**Proof.** The proof of this theorem follows from (1.10) and Lemma 2.1, if we disregard the fact that \( N_0 \) has to be an integer.

2.2 The expected misclassification size. Let \( E M_0 \) denote the expected misclassification size under the procedure \( R_2 \) when \( y = y_0 \), then it is easily seen that \( E M_0 \) is the supremum of the expected misclassification size over all mean vectors \( y \).
Due to the difficulty that the sample size \( N \) is a chance variable, the exact mathematical expression for \( E M_0 \) can not be obtained. However, both lower and upper bounds on \( E M_0 \) can be derived and the asymptotic behavior of \( E M_0 \) (as \( \lambda \to \infty \)) can be examined based on those bounds.

**Lemma 2.2.** Let \( EN \) be the expected sample size under \( R_2 \), then
\[
(2.18) \quad E M_0 \geq k [1 - \Phi((4EN)^{1/2}/\lambda)] \quad \text{for every } \lambda.
\]
Proof. It is clear that

$$EM_0 = E k [1 - \Phi((\frac{1}{2}N)^{1/\lambda})]$$

where the expectation is taken over $N$ space. Consider $g(N) = 1 - \Phi((\frac{1}{2}N)^{1/\lambda})$ as a function of $N$. Since for $\lambda > 0$

$$(d^2/dN^2)g(N) = (8\lambda)^{-1} (\pi N)^{-3} [N^{-1} + (2\lambda^2)^{-1}] \exp (-N/(4\lambda^5)) > 0$$

g(N) is a convex function of $N$. It follows from Jensen inequality that $Eg(N) \geq g(EN)$, which completes the proof.

To establish an upper bound on $EM_0$, we need the following inequality which is given in [5: p. 166].

**Lemma 2.3.** (Feller-Laplace). For every $z > 0$,

$$(2\pi)^{-\frac{3}{2}} (z^{-1} - z^{-3}) \exp (-z^2/2) < \int_z^\infty (2\pi)^{-\frac{1}{2}} \exp (-x^2/2) dx < (2\pi)^{-\frac{1}{2}} z^{-1} \exp (-z^2/2).$$

When $z$ is not too small, we can write the approximation

$$\int_z^\infty (2\pi)^{-\frac{3}{2}} \exp (-x^2/2) dx \sim (2\pi)^{-\frac{1}{2}} z^{-1} \exp (-z^2/2).$$

**Lemma 2.4.** For every $\lambda > 0$ and the first-stage sample size $n_0$,

$$EM_0 < k[1 - \Phi((\frac{1}{2}n_0)^{1/\lambda})] P[X_\nu^2 \leq \theta n_0] + (\nu + h_\nu^2)((\nu - 1)h_\nu)^{-1} f_\nu(h_\nu) P[X_{\nu-1}^2 > \theta n_0(1 + h_\nu^2/\nu))]$$

where $f_\nu(\cdot)$ is the density function of Student’s $t$-distribution with $\nu$ degrees of freedom and $\theta$ is defined in (2.7).

**Proof:**

\[ EM_0 = k[1 - \Phi((\frac{1}{2}n_0)^{1/\lambda})] P[N = n_0] + \sum_{n=n_0+1}^\infty [1 - \Phi((\frac{1}{2}n)^{1/\lambda})] P[N = n] \]

\[ = k[1 - \Phi((\frac{1}{2}n_0)^{1/\lambda})] P[X_\nu^2 \leq \theta n_0] + \sum_{n=n_0+1}^\infty [1 - \Phi((\frac{1}{2}n)^{1/\lambda})] P[\theta \nu(n - 1) < X_\nu^2 \leq \theta n] \]

To find an upper bound on $I_2$, using Lemma (2.3) and the first inequality in (2.10) we have

\[ I_2 \leq \sum_{n=n_0+1}^\infty 2\lambda(2\pi)^{1/2} ((\nu/(4\lambda^2)) \int_{\nu/(\nu-1)}^{\nu/(\nu-3)} (2\nu/3)^{1/2} \Gamma((\nu/2))^{-1} y^{(\nu/2 - 1)} e^{-y/2} dy \]

\[ < \sum_{n=n_0+1}^\infty ((\nu/\nu)^{1/2} (2\nu/2)^{1/2} \Gamma((\nu/2)) h_\nu)^{-1} \int_{\nu/(\nu-1)}^{\nu/(\nu-3)} y^{(\nu/2 - 1)} e^{-y/2} dy \]

\[ = (\nu + h_\nu^2)((\nu - 1)h_\nu)^{-1} f_\nu(h_\nu) P[X_{\nu-1}^2 > \theta n_0(1 + h_\nu^2/\nu)], \]

which yields the desired result.
Theorem 2.3. For every $P^*$, $k$ and first-stage sample size $n_0$,

\[(2.22) \quad k[1 - \Phi(h_r)] \leq \lim_{h_\to \infty} EM_0 \leq k(v + h_r^2)(v - 1)_{\cdot}f_r(h_r)\]

where $f_r(\cdot)$ is the density function of Student's t-distribution with $v$ degrees of freedom.

Proof. The lower bound follows from Lemma 2.2 and (2.15), the upper bound follows from Lemma 2.4.

When $v$ is fairly large, the ratio $(v + h_r^2)/(v - 1)$ is approximately 1, $f_r(h_r)$ is approximately $\varphi(h_r)$ where $\varphi(\cdot)$ is the standard normal density function. Applying (2.20), the upper bound in (2.22) is approximately $k[1 - \Phi(h_r)]$.

Hence $\lim_{h_\to \infty} EM_0$ is approximately $k[1 - \Phi(h_r)]$.

3. A sequential procedure. The relative efficiency of the two-stage procedure based on the idea of Stein [16] was investigated in Section 2. It can be seen that the relative efficiency, $N_0/EN$, is uniformly less than 1 (for all values of $\sigma^2$ and the first-stage sample size $n_0$), and it can be explained as (at least partly) due to the fact that the information of the observations in the second stage is not utilized in estimating the unknown parameter $\sigma^2$. This gives the idea of performing the experiment so that $\sigma^2$ can be estimated sequentially. A sequential procedure based on the idea of the random stopping rule developed by Chow and Robbins [3] is then considered in this section to serve as an alternative to the two-stage procedure. It should be pointed out that this sequential procedure provides only an "asymptotic" solution to our problem, and the PCD under this procedure may be slightly less than $P^*$ for some values of the unknown parameter $\sigma^2$.

3.1 The procedure and its asymptotic relative efficiency.

Procedure $R_\alpha$.

(1) We observe the sequence $X = \{X_{ij}, X_{i,j}, \ldots, X_{ij}\}$ defined in (1.1), one vector at a time, stop with $X_N$ where

\[(3.1) \quad N \text{ is the first integer } n \geq 2 \text{ such that } S_r^2 \leq na^2/(2h_r^2),\]

$a$ is defined in (0.8), $\nu = (k + 1)(n - 1), h_r$ satisfies (2.4) with $P = P^*$ and

\[(3.2) \quad S_r^2 = \nu^{-1} \sum_{i=0}^n \sum_{j=1}^{Z_i} [X_{ij} - n^{-1} \sum_{i=1}^{Z_i} X_{ij}]^2.\]

(2) Let the observed $N$ value in (1) be $n$. Compute

\[(3.3) \quad \hat{X}_i = n^{-1} \sum_{j=1}^{Z_i} X_{ij} \quad \text{for} \quad i = 0, 1, \ldots, k\]

and apply the decision rule defined in (1.3).

Lemma 3.1. For every $\mathbf{y}$ and every $\sigma^2$,

\[(3.4) \quad P[N < \infty | \mathbf{y}, \sigma^2; R_\alpha] = 1.\]

Proof. By the strong law of large numbers, $\lim_{n \to \infty} S_r^2 = \sigma^2$ a.s. Hence

\[P[N = \infty | \mathbf{y}, \sigma^2; R_\alpha] = P[\bigcap_{n \to \infty} [S_r^2/n > \sigma^2/(2h_r^2)]] = 0.\]

The following theorem states a relationship between the sample sizes required
for the two-stage procedure and the sequential procedure. Let \( N_t \) and \( N_s \) denote the sample size required under \( R_2 \) and \( R_3 \), respectively, then

**Theorem 3.1.** For every first-stage sample size \( n_0 \) in \( R_2 \), we have

\[
[N_t = n_0] \subset [N_s \leq N_t].
\]

**Proof.** Let \( \mathcal{X} = \{ \omega: \omega = (x_1, x_2, \cdots) \} \) be the sample space. Since for every \( \omega \in \mathcal{X} \) we have \( N_t(\omega) \geq n_0 \), it suffices to show that \([N_t = n_0] \subset [N_s \leq n_0]\). Let \( \{B_n\} \) and \( \{C_n\} \) denote the terminal sets for \( R_2 \) and \( R_3 \), respectively; i.e.,

\[
B_n = \{ \omega: \omega \in \mathcal{X}, N_t = n \} \quad \text{for} \quad n = n_0, n_0 + 1, \cdots,
\]

\[
C_n = \{ \omega: \omega \in \mathcal{X}, N_s = n \} \quad \text{for} \quad n = 2, 3, \cdots.
\]

Then for \( \nu = (k + 1)(n_0 - 1) \), it follows from (2.5) that

\[
\omega \in B_{n_0} \iff S^2(\omega) \leq n_0 \sigma^2/(2h_0^2).
\]

this implies that either there exists an \( n < n_0 \) such that \( \omega \in C_n \) or \( \omega \in C_{n_0} \). Hence \( \omega \in \bigcup_{n=1}^{n_0} C_n \) or equivalently, \( \omega \in [N_s \leq n_0] \).

**Corollary.** For \( \nu = (k + 1)(n_0 - 1) \),

\[
P[N_s \leq N_t] \leq P[N_t = n_0] = P[X^2_s \leq m_0/(2\lambda^2 h_0^2)].
\]

In particular, \( \lim_{n_0 \to \infty} P[N_s \leq N_t] = 1 \) for every \( n_0 \geq 2 \).

In the following we give the bounds on the cdf of the random sample size \( N \) under the procedure \( R_2 \). We first observe that for every \( n \geq 2 \) and \( S^2 \) given in (3.2), \( \nu S^2 / \sigma^2 \) is distributed as \( V_1 + V_2 + \cdots + V_{n-1} \) where the \( V \)'s are independently identically distributed chi-square chance variables with \( (k + 1)^* \) degrees of freedom each (in fact, the \( V \)'s can be obtained by using Helmert transformation). Let the sequence of real numbers \( \{q_j\}_1^{\infty} \) be such that

\[
q_j = [(k + 1)/(2\lambda^2)](j(j + 1)/h_0^2 - (j - 1)(j - 1)/h_{(k+1)(j-1)}^2)
\]

for \( j = 1, 2, \cdots \)

where \( h_0 = 0 \) and \( h_{(k+1)(j)} \) satisfies (2.4) with \( P = P^* \) for \( j \geq 1 \), then

**Theorem 3.2.** For every fixed \( n \geq 2 \),

\[
\chi^2(\nu n/(2\lambda^2 h_0^2)) \leq P[N \leq n] \leq 1 - \prod_{j=1}^{n-1} [1 - \chi^2(k+1)(q_j)]
\]

where \( \nu = (k + 1)(n - 1) \).

**Proof.** It follows from (3.1) that

\[
[N > n] = \bigcap_{j=1}^{n} [(k + 1)(j - 1) \sigma^2 S^2_{(k+1)(j-1)} > (k + 1)(j - 1)/(2\lambda^2 h_0^2)]
\]

\[
= [V_1 > q_1, \sum_{j=1}^{2} V_j > \sum_{j=1}^{2} q_j, \cdots, \sum_{j=1}^{n-1} V_j > \sum_{j=1}^{n-1} q_j].
\]

Since

\[
[\sum_{j=1}^{n-1} V_j > \sum_{j=1}^{n-1} q_j]
\]

\[
\sup [V_1 > q_1, \sum_{j=1}^{2} V_j > \sum_{j=1}^{2} q_j, \cdots, \sum_{j=1}^{n-1} V_j > \sum_{j=1}^{n-1} q_j]
\]

\[
\bigcap_{j=1}^{n-1} [V_j > q_j],
\]

...
it follows that
\begin{equation}
1 - \chi^2_n\left(\frac{\nu n}{2\chi^2_n}\right) \geq P[N > n] \geq \prod_{i=1}^{n-1} [1 - \chi^2_{a+b}(q_i)],
\end{equation}
and the theorem is proved by taking complements.

**Corollary.** For every fixed \( n \geq 2 \),
\begin{align}
\lim_{\lambda \to 0} P[N \leq n] &= 1, \\
\lim_{\lambda \to \infty} P[N \leq n] &= 0
\end{align}

In particular, the cdf of \( N \) converges to a degenerate distribution as \( \lambda \to 0 \); i.e.,
\begin{equation}
\lim_{\lambda \to 0} P[N = 2] = 1.
\end{equation}

**Remark.** (3.11) implies that as \( \lambda \to \infty, N \to \infty \) in probability, which is also implied by [3], see (3.14) in Lemma 3.2 below.

For large values of \( \lambda \), we first state the following lemmas which are due to Chow and Robbins [3]:

**Lemma 3.2.** Let \( y_n(n = 1, 2, \cdots) \) be any sequence of random variables such that \( y_n > 0 \) a.s., \( \lim_{n \to \infty} y_n = 1 \) a.s., let \( f(n) \) be any sequence of constants such that \( f(n) > 0, \lim_{n \to \infty} f(n) = \infty, \lim_{n \to \infty} f(n)/f(n-1) = 1 \), and for each \( t > 0 \), define
\begin{equation}
N = N(t) = \text{smallest } n \geq 1 \text{ such that } y_n \leq f(n)/t.
\end{equation}
then \( N \) is well defined and nondecreasing as a function of \( t \),
\begin{equation}
\lim_{t \to \infty} N = \infty \text{ a.s., } \lim_{t \to \infty} EN = \infty
\end{equation}
and
\begin{equation}
\lim_{t \to \infty} f(N)/t = 1 \text{ a.s.}
\end{equation}

**Lemma 3.3.** If the conditions of Lemma 3.2. hold and if also \( E(\sup_n y_n) < \infty \), then
\begin{equation}
\lim_{t \to \infty} Ef(N)/t = 1.
\end{equation}

Let \( N_0 \) be the sample size required under the single-stage procedure for the LF configuration, the following theorem investigates the asymptotic relative efficiency of the sequential procedure wrt the single-stage procedure.

**Theorem 3.3.** Let \( N_0 \) be defined in (1.10) and \( N \) be the random sample size defined in (3.1). Then
\begin{align}
\lim_{\lambda \to \infty} N/N_0 &= 1 \text{ a.s.} ; \\
\lim_{\lambda \to \infty} EN/N_0 &= 1.
\end{align}
Using the terminology in [3], it follows from (3.18) that the procedure \( \mathcal{R}_3 \) is asymptotically relatively efficient.

**Proof.** For \( \nu = (k + 1)(n - 1) \), set
\begin{equation}
y_n = \frac{S_n}{\sigma}, \quad f(n) = n(b/h_\nu)^2 \quad \text{and} \quad t = 2n^2b^2.
\end{equation}
Since \( y_n \) is distributed as \( \Gamma[(k + 1)(n - 1)]^{-1}(V_1 + V_2 + \cdots + V_{n-1}) \) where the \( V \)'s are i.i.d. chi-square chance variables each with \( (k + 1) \) degrees of freedom, it follows from the strong law of large numbers that \( \lim_{n \to \infty} y_n = 1 \) a.s. Since \( h_n \to b \), the rest of the conditions in Lemma 3.2 are easily seen to be satisfied. Hence (3.17) is proved.

To prove (3.18), by Lemma 3.3 it suffices to show that \( E(\sup_n y_n) < \infty \). Let \( c > 1 \) be any real number. Then

\[
P[\sup_n y_n > c] = P\left( \bigcup_{n=1}^{\infty} \left\{ \sum_{j=1}^{n} V_j > (k + 1)n c \right\} \right) \\
\leq \sum_{n=1}^{\infty} P[\sum_{j=1}^{n} V_j > (k + 1)n c]
\]

where the last inequality follows from Markov Inequality. By elementary calculations it is easily seen that the fourth central moment of a chi-square chance variable with \( r \) degrees of freedom is \( 12r(r + 4) \). Hence

\[
E[\sum_{j=1}^{n} V_j - (k + 1)n c] = 12(k + 1)n[(k + 1)n + 4] \leq 60(k + 1)^3 n^2
\]

which implies that for every \( c > 1 \),

\[
P[\sup_n y_n > c] \leq 60(k + 1)^{-3}(c - 1)^{-4}\sum_{n=1}^{\infty} n^{-2} = M(c - 1)^{-4}
\]

for some finite number \( M \) that does not depend on \( c \). Thus

\[
E(\sup_n y_n) \leq 2 + \sum_{j=1}^{\infty} (2 + j)P[2 + j - 1 < \sup_n y_n \leq 2 + j] \\
\leq 2 + \sum_{j=1}^{\infty} (2 + j)P[\sup_n y_n > 2 + j - 1] \\
\leq 2 + \sum_{j=1}^{\infty} M(2 + j)j^{-4} \leq 2 + 3M \sum_{j=1}^{\infty} j^{-3} < \infty
\]

which completes the proof of (3.18).

3.2 The PCD function and its asymptotic behavior.

The sequential procedure provides only an "asymptotic" solution to our problem in the sense that the PCD under this procedure may be slightly less than \( P^* \) for some values of the unknown parameter \( \sigma^2 \), or equivalently, \( \lambda \). In the following we examine the PCD function and its asymptotic behavior as a function of \( \lambda \).

For the covariance matrix \( \Sigma \) specified in (1.8), we first define

\[
\beta((\frac{1}{n})^{1/\lambda}) = \int_{-\infty}^{(\frac{1}{n})^{1/\lambda}} \cdots \int_{-\infty}^{(\frac{1}{n})^{1/\lambda}} (2\pi)^{-k/2} |\Sigma|^{-1/2} \\
\exp \left(-\frac{1}{2}y' \Sigma^{-1} y\right) \prod_{t=1}^{k} dy_t
\]

(note that \( \beta \) depends on \( n \) and \( \lambda \) only through the ratio \( (\frac{1}{n})^{1/\lambda} \)). Then it is easily seen that for any mean vector \( \mathbf{y} \), the conditional PCD given \( N = n \) is lower bounded by

\[
P[CD | \mathbf{y}, \lambda, N = n] \geq P[CD | \mathbf{y}, \lambda, N = n] = \beta((\frac{1}{n})^{1/\lambda})
\]
for every n, where $\mathbf{y}^0$ is the LF configuration given in (1.7). Hence it follows that

$$P[CD \mid \mathbf{y}, \lambda, R_\lambda] \geq P[CD \mid \mathbf{y}^0, \lambda; R_\lambda] = E\beta((\frac{1}{2}N)^{1/\lambda})$$

where the expectation is taken over $N$ space (it should be observed from (3.1) that the distribution of $N$ here depends on the parameter $\lambda$).

**Theorem 3.4.** For every mean vector $\mathbf{y}$,

$$\lim_{\lambda \to 0} P[CD \mid \mathbf{y}, \lambda; R_\lambda] = 1,$$

$$\lim_{\lambda \to \infty} P[CD \mid \mathbf{y}, \lambda; R_\lambda] \geq P^*.$$

**Proof.** By (3.21), we can restrict our attention to $\mathbf{y} = \mathbf{y}^0$ and work on $E\beta((\frac{1}{2}N)^{1/\lambda})$.

Since $\beta$ is continuous and monotonically increasing and $N \geq 2$ a.s., it follows that $\beta((\frac{1}{2}N)^{1/\lambda}) \geq \beta(1/\lambda)$ a.s. and

$$\lim_{\lambda \to 0} E\beta((\frac{1}{2}N)^{1/\lambda}) \geq \lim_{\lambda \to 0} E\beta(1/\lambda) = \lim_{\lambda \to 0} \beta(1/\lambda) = 1.$$

This proves (3.22).

To prove (3.23), let $[\lambda_j]_1^\infty$ be an arbitrary but fixed monotonically increasing sequence such that $\lim_{j \to \infty} \lambda_j = \infty$. By (3.17), $\lim_{j \to \infty} N/(2\lambda_j^2b^2) = 1$ a.s. where $b$ is such that $\beta(b) = P^*$. Since a.s. convergence is preserved by continuous mapping, it follows

$$\lim_{j \to \infty} \beta((\frac{1}{2}N)^{1/\lambda_j}) = \beta(b) \text{ a.s.}$$

Let $F_j(\cdot)$ and $F(\cdot)$ be the cdf of $\beta((\frac{1}{2}N)^{1/\lambda_j})(j = 1, 2, \cdots)$ and $\beta(b)$ respectively. Then it follows from (3.25) that

$$F_j(\cdot) \to \text{d} F(\cdot).$$

But the sequence of chance variables $[\beta((\frac{1}{2}N)^{1/\lambda_j})]$ is uniformly bounded by 0 and 1 and $\beta(b)$ is a degenerate variable, so $F_j(0) = F(0) = 0$ and $F_j(1) = F(1) = 1(j = 1, 2, \cdots)$. Applying Helly-Bray Lemma,

$$\lim_{j \to \infty} E\beta((\frac{1}{2}N)^{1/\lambda_j}) = \lim_{j \to \infty} \int_0^1 ydF_j(y) = \int_0^1 ydF(y) = P^*.$$

Since the sequence $[\lambda_j]$ is arbitrarily chosen, the proof of (3.23) is completed.

3.3 The expected misclassification size. Let $EM_0$ be the expected misclassification size under $R_\lambda$ when $\mathbf{y} = \mathbf{y}^0$, we first give a lower bound on $EM_0$ for all $\lambda$.

**Lemma 3.4.** Let $EN$ be the expected sample size under $R_\lambda$, then

$$EM_0 \geq k[1 - \Phi((\frac{1}{2}EN)^{1/\lambda})] \quad \text{for every } \lambda.$$  

**Proof.** The proof of this lemma is similar to that of Lemma 2.2.

The following theorem shows that for extreme values of $\lambda$, $EM_0$ under the sequential procedure is the same as that under the single-stage procedure.

**Theorem 3.5.** Let $b$ be defined in (1.9) with $P = P^*$,

$$\lim_{\lambda \to 0} EM_0 = 0,$$

$$\lim_{\lambda \to \infty} EM_0 = k[1 - \Phi(b)].$$
Proof. The proof of this theorem is similar to that of Theorem 3.4 with
\( \beta((\frac{1}{2}N)^{1/\lambda}) = k[1 - \Phi((\frac{1}{2}N)^{1/\lambda})] \).
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Appendix

On a Property of Certain Multivariate Normal Distributions

For arbitrary but fixed positive integers \( k \) and \( r(0 \leq r \leq k) \), let the \((k \times k)\)
positive definite covariance matrix \( \Sigma_r = (\sigma_{ij}) \) be such that

\[
\begin{align*}
\sigma_{ij} &= \sigma^2 & \text{if } & i = j, \\
&= \rho \sigma^2 & \text{if } & i \neq j \quad \text{and} \quad i, j \in \{1, 2, \ldots, k\}, \\
&= -\rho \sigma^2 & \text{if } & i \in \{1, 2, \ldots, k\} \quad \text{and} \\
& & j \in \{r + 1, r + 2, \ldots, k\};
\end{align*}
\]

where \( \rho \in (0, 1) \) and \( \sigma^2 > 0 \). Let the multivariate normal probability integral \( P(r) \)
be defined by

\[
(A.2) \quad P(r) = P_{\rho, \sigma}(r) \\
= \int_{-\infty}^{c} \cdots \int_{-\infty}^{c} \sqrt{2\pi}^{-k/2} \prod_{i=1}^{k} dy_i \\
\exp \left( -\frac{1}{2} y' \Sigma_r^{-1} y \right) \\
\]

for \( c \in (-\infty, \infty) \). It should be observed that for either \( r = 0 \) or \( r = k \), \( P(r) \)
is the probability integral of an equi-correlated multivariate normal distribution.

Let \( [x] \) denote the largest integer \( \leq x \). The purpose of this appendix is to prove the following

**Theorem.** For every positive integer \( k \), \( \rho \in (0, 1) \), \( c \in (-\infty, \infty) \) and \( \sigma^2 > 0 \),
we have

\[
(A.3) \quad P(r) = P(k - r) \quad \text{for} \quad r = 0, 1, \ldots, k; \\
(A.4) \quad P(r + 1) < P(r) \quad \text{for} \quad r = 0, 1 \ldots, [\frac{1}{2}(k - 2)].
\]

Remark. It follows immediately from this theorem that

(1) \( P(r + 1) > P(r) \) for \( r = k - 1, k - 2, \ldots, \lceil \frac{1}{2}(k + 1) \rceil \); and

(2) \( P(r) \) achieves an unique minimum at \( r = k/2 \) when \( k \) is even and a common minimum at \( r = \frac{1}{2}(k - 1) \) and \( r = \frac{1}{2}(k + 1) \) when \( k \) is odd.

Corollaries. (1) Let \( (U_1, U_2, \ldots, U_k) \) have the joint distribution \( N(0, \Sigma_r) \)
and let \( (V_1, V_2, \ldots, V_k) \) have the joint distribution \( N(0, \Sigma_k) \). Let \( U = \max_{1 \leq i \leq k} U_i \), \( V = \max_{1 \leq i \leq k} V_i \), \( |r - k/2| < |s - k/2| \), then \( U \) is stochastically larger than \( V \).

(2) Let \( (U_1, U_2, \ldots, U_k) \) and \( (V_1, V_2, \ldots, V_k) \) follow multivariate \( t \) dis-
tributions with common degrees of freedom \( \nu \) and correlation matrices \( \Sigma_t \) and \( \Sigma_s \), respectively. Let \( U = \max_{1 \leq i \leq k} U_i, \ V = \max_{1 \leq i \leq k} V_i. \) If \( |r - k/2| < |s - k/2| \), then \( U \) is stochastically larger than \( V \).

Before we prove this theorem we first prove a lemma dealing with symmetric functions. Let \( f(z) \) and \( G(z) \) be two real functions defined for \( z \in (-\infty, \infty) \) such that \( f(z) \geq 0, \ \int_{-\infty}^{\infty} f(z) \ dz < \infty \) and \( 0 \leq G(z) \leq M \) for some \( M > 0 \). For arbitrary but fixed real numbers \( \eta \in (0, \infty), s \in (-\infty, \infty) \) and any positive integer \( k \), we define
\[
(A.5) \quad \beta(r) = \int_{-\infty}^{\infty} G'(\eta z + s) G^{k-r}(-\eta z + s) f(z) \ dz, \quad \text{for} \quad r = 0, 1, \ldots, k
\]
and its first difference
\[
(A.6) \quad \Delta \beta(r) = \beta(r + 1) - \beta(r), \quad \text{for} \quad r = 0, 1, \ldots, k - 1.
\]

**Lemma.** If \( f(z) = f(-z) \) and \( G(z) \) is monotonically increasing, then for every \( \eta \in (0, \infty) \) and \( s \in (-\infty, \infty) \),
\[
(A.7) \quad \beta(r) = \beta(k - r), \quad \text{for} \quad r = 0, 1, \ldots, k;
\]
\[
(A.8) \quad \Delta \beta(r) \leq 0, \quad \text{for} \quad r = 0, 1, \ldots, [\frac{1}{2}(k - 2)].
\]

**Proof.** Property (A.7) follows immediately by setting \( u = -z \) in the integral on the rhs of (A.5).

To prove (A.8), first let
\[
(A.9) \quad H(z) = [G'(\eta z + s) - G'(-\eta z + s)] f(z), \quad \text{for} \quad z \in (-\infty, \infty);
\]
then it is easily seen that
\[
(A.10) \quad H(z) = -H(-z), \quad \text{for} \quad z \in (-\infty, \infty),
\]
and since \( \eta > 0 \),
\[
(A.11) \quad H(z) \geq 0, \quad \text{for} \quad z \in (0, \infty).
\]
For every fixed \( r \leq \frac{1}{2}(k - 1) \),
\[
(A.12) \quad \Delta \beta(r) = \int_{0}^{\infty} G'(\eta z + s) G^{k-r-1}(-\eta z + s) H(z) \ dz
\]
\[
+ \int_{-\infty}^{0} G'(\eta z + s) G^{k-r-1}(-\eta z + s) H(z) \ dz.
\]
Consider the second integral \( I_2 \) on the rhs of the above expression. Setting \( u = -z \) and applying (A.10), we havé
\[
I_2 = -\int_{0}^{\infty} G^{k-r-1}(\eta u + s) G'(\eta u + s) H(u) \ du.
\]
Substituting this in (A.12) gives
\[
(A.13) \quad \Delta \beta(r) = \int_{0}^{\infty} G'(\eta z + s) G'(-\eta z + s) H(z)
\]
\[
\cdot [G^{k-2r-1}(-\eta z + s) - G^{k-2r-1}(\eta z + s)] \ dz.
\]
Since by (A.11) \( G'(\eta z + s)G'(\eta z + s)H(z) \geq 0 \) and \( G(-\eta z + s) \leq G(\eta z + s) \)
for \( z \in (0, \infty) \), it follows that \( \Delta \beta(r) \leq 0 \) for \( k - 2r - 1 > 0 \) or equivalently, for \( r \leq \frac{1}{2}(k - 2) \); and \( \Delta \beta(r) = 0 \) for \( r = \frac{1}{2}(k - 1) \). This proves (A.8).

Remark. If the function \( G(z) \) is strictly increasing in \((-\infty, \infty)\), then every inequality in the proof of the above lemma will be a strict inequality hence (A.8) will be a strict inequality.

Proof of the theorem. Without loss of generality, we assume \( \sigma^2 = 1 \).

Let \( Z_0, Z_1, \cdots, Z_k \) be independent standard normal chance variables, \( \varphi(\cdot) \) and \( \Phi(\cdot) \) be the density function and cdf, respectively, of the standard normal distribution. For arbitrary but fixed \( \rho \in (0, 1) \) and \( c \in (-\infty, \infty) \), let \( \eta > 0 \) satisfy \( \rho = \frac{\eta^2}{(\eta^2 + 1)} \) and let \( s = c(\eta^2 + 1) \).

For fixed \( r(0 \leq r \leq k) \), we define
\[
(A.14) \quad Y_i = \frac{(Z_i - \eta Z_0)/(\eta^2 + 1)^{\frac{1}{4}}}{(\eta Z_0 - Z_i)/(\eta^2 + 1)^{\frac{1}{4}}} \quad \text{for} \quad i = 1, 2, \cdots, r;
\]
\[
= \frac{(\eta Z_0 - Z_i)/(\eta^2 + 1)^{\frac{1}{4}}}{(\eta^2 + 1)^{\frac{1}{4}}} \quad \text{for} \quad i = r + 1, r + 2, \cdots, k.
\]
Then \((Y_1, Y_2, \cdots, Y_k)\) follows a multivariate normal distribution with mean vector 0 and covariance matrix \( \Sigma \), defined in (A.1) for \( \sigma^2 = 1 \). Hence
\[
P(r) = P[Z_i \leq \eta Z_0 + s, Z_j > \eta Z_0 - s; 1 \leq i \leq r, r < j \leq k]
\]
\[
= \int_{-\infty}^{\infty} \Phi^r(\eta z + s)\Phi^{k-r}(-\eta z + s)\varphi(z) \, dz.
\]

The rest of the argument follows from the lemma. This completes the proof.

Example. We consider the special case \( k = 2 \) and \( c = 0 \). It is well-known that if \((U_1, U_2)\) follows a bivariate normal distribution with means 0, a common but arbitrary variance \( \sigma^2 \) and correlation coefficient \( \rho \), then
\[
g(\rho) = P[U_1 \leq 0, U_2 \leq 0] = \frac{1}{4} + (2\pi)^{-1} \arcsin \rho.
\]
If \( \rho > 0 \), then \( g(\rho) > g(-\rho) \). Our result agrees with this statement because \( g(\rho) \) corresponds to \( P(r) \) for either \( r = 0 \) or \( r = 2 \) and \( g(-\rho) \) corresponds to \( P(r) \) for \( r = 1 \).
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