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1. Introduction. Consider the problem of estimating the mean of a multivariate normal distribution with covariance matrix the identity and sum of squared errors loss. We show that there exist proper Bayes minimax estimators when the dimension is greater than or equal to 5. This answers, partially, a conjecture in the folklore attributed to Charles Stein to the effect that in 3 and 4 dimensions proper Bayes minimax estimators do not exist, while they do in dimensions greater than or equal to 5. In 1 and 2 dimensions, of course, \( \bar{x} \) is unique minimax and is not proper Bayes. The 3- and 4-dimensional problems are studied by the author in a forthcoming paper [5].

In the next section we extend slightly the class of minimax estimators given by Baranchik [1]. In Section 3 we exhibit a subclass of proper Bayes estimators within the class of minimax estimators. Some remarks are given in Section 4.

2. A class of minimax estimators. Let \( X \) be a \( p \)-dimensional random vector distributed according to the multi-normal distribution with mean 0 and covariance matrix \( I \). Baranchik [1] showed that if the dimension \( p \) is greater than or equal to 3, then any estimator of the form

\[
r(\frac{1}{2} ||x||^2) \left( 1 - \frac{p-2}{||x||^2} \right) x + (1 - r(\frac{1}{2} ||x||^2)) x = \left( 1 - r(\frac{1}{2} ||x||^2) \right) \frac{p-2}{||x||^2} x
\]

where

\[
0 \leq r(\frac{1}{2} ||x||^2) \leq 1
\]

and \( r(\cdot) \) is non-decreasing, is minimax.

We extend this class slightly so that in the above, \( 0 \leq r(\frac{1}{2} ||x||^2) \leq 2 \), and show that estimators in the resulting class are still minimax. It is clear from [2] that the improved bound is known to Baranchik. Our proof is based, however, on his earlier result in [1].

**Lemma.** Estimators of the form (1) with \( 0 \leq r(\frac{1}{2} ||x||^2) \leq 2 \) and \( r(\frac{1}{2} ||x||^2) \) non-decreasing are minimax.

**Proof.** As in Baranchik’s proof, for any estimator of the form \( h(\frac{1}{2} ||x||^2)x \), the difference in risk between \( h(\frac{1}{2} ||x||^2)x \) and \( x \) is given by

\[
\exp \left( -\frac{1}{2} ||\theta||^2 \right) \sum_{K=0}^\infty \frac{\left( \frac{1}{2} ||\theta||^2 \right)^K}{K!} \left[ E_{x^2} h^2(\frac{1}{2} x^2) - 4K Eh(\frac{1}{2} x^2) - p + 2K \right].
\]
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To show an estimator is minimax it suffices, since \( x \) is itself minimax, to show the above difference is negative. To this end it suffices to show, for every integer \( K \geq 0 \), that

\[
E_{\lambda_p^2+2K} h^2(\frac{1}{2}\lambda_p^2+2K) - 4KEh(\frac{1}{2}\lambda_p^2+2K) - p + 2K \leq 0.
\]

For the estimators of interest to us

\[
h(\frac{1}{2}||x||^2) = 1 - r(\frac{1}{2}||x||^2) \frac{p-2}{||x||^2},
\]

and by the assumptions on \( r() \),

\[
E_{\lambda_p^2+2K} h^2(\frac{1}{2}\lambda_p^2+2K) - 4KEh(\frac{1}{2}\lambda_p^2+2K) - p + 2K
\]

\[
= E\left\{ \lambda_p^2+2K \left[ 1 - \frac{p-2}{\lambda_p^2+2K} r(\frac{1}{2}\lambda_p^2+2K) \right]^2 - 4K \left[ 1 - \frac{p-2}{\lambda_p^2+2K} r(\frac{1}{2}\lambda_p^2+2K) \right] - p + 2K \right\}
\]

\[
= E\left\{ \frac{(p-2)^2}{\lambda_p^2+2K} r^2(\frac{1}{2}\lambda_p^2+2K) - 2(p-2)r(\frac{1}{2}\lambda_p^2+2K) + \frac{4K(p-2)}{\lambda_p^2+2K} r(\frac{1}{2}\lambda_p^2+2K) \right\}
\]

\[
= E\left\{ (p-2)r(\frac{1}{2}\lambda_p^2+2K) \left[ \frac{p-2}{\lambda_p^2+2K} r(\frac{1}{2}\lambda_p^2+2K) + \frac{4K}{\lambda_p^2+2K} - 2 \right] \right\}
\]

\[
\leq E\left\{ (p-2)r(\frac{1}{2}\lambda_p^2+2K) \left[ \frac{2(p-2) + 4K}{\lambda_p^2+2K} - 2 \right] \right\}
\]

\[
= (p-2) \text{Cov} \left( r(\frac{1}{2}\lambda_p^2+2K), \frac{2p-4+4K}{\lambda_p^2+2K} - 2 \right)
\]

\[
+ (p-2)E(r(\frac{1}{2}\lambda_p^2+2K))E\left( \frac{2p-4+4K}{\lambda_p^2+2K} - 2 \right)
\]

\[
\leq 0.
\]

We used the fact that the covariance between an increasing function and a decreasing function is negative, and \( E((2p-4+4K)/(\lambda_p^2+2K) - 2) = 0 \). This completes the proof of the lemma.

3. The main result. We now produce a class of proper prior distributions such that for \( p \geq 5 \) the corresponding Bayes estimators satisfy the conditions of the lemma and are therefore minimax. Clearly such estimators are admissible.

Conditioned on \( \lambda \), \( 0 < \lambda \leq 1 \), let the distribution of \( \theta \) be normal with mean \( 0 \) and covariance matrix \( \lambda^{-1}(1-\lambda)I \). The unconditional density of \( \lambda \) with respect to Lebesgue measure is given by \( \lambda^{-a}(1-a) \) for any \( a \geq 0 < a < 1 \).

The (proper) Bayes estimator with respect to the above distribution on \( \theta \) is given by

\[
E(\theta \mid x) = E[E(\theta \mid x, \lambda) \mid x]
\]

\[
= E[(1-\lambda)x \mid x]
\]

\[
= [1 - E(\lambda \mid x)]x.
\]
The joint distribution of $\lambda$ and $x$ is given by

$$g(x, \lambda) = \int_{R^p} h(x, \lambda, \theta) \prod_{i=1}^p d\theta_i$$

$$= K_1 \int_{R^p} \lambda^{-a} \exp\left(-\frac{1}{2}||x - \theta||^2(\lambda/(1 - \lambda))^{p/2}\right)$$
$$\cdot \exp\left(-\frac{1}{2}((\lambda/(1 - \lambda))||\theta||^2)\right) \prod_{i=1}^p d\theta_i$$

$$= K_2 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right), \quad 0 < \lambda \leq 1; ||x||^2 \geq 0.$$ 

Hence,

$$E(\lambda | x) = \frac{\int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) d\lambda}{\int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) d\lambda}$$

$$= \frac{p + 2 - 2a}{||x||^2 \left(\int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) d\lambda\right)}.$$ 

where integration by parts is used in the last equality. The Bayes estimator with respect to the above class of priors is then given by

$$\left[1 - \left(\frac{p + 2 - 2a}{||x||^2 \left(\int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) d\lambda\right)}\right)\right] x.$$ 

We have the following result

**Theorem.** The estimators given by (9) for $0 \leq a < 1$ are proper Bayes minimax estimators if the dimension $p$ is greater than or equal to 6. For $p = 5$ the estimators are minimax for $\frac{1}{2} \leq a < 1$.

**Proof.** The estimators are proper Bayes for any $p$ by the choice of the prior distribution on $\theta$. To show they are minimax we show that the conditions of the lemma are satisfied for $p \geq 5$.

Note that the estimators (9) are of the form (1) with

$$r(\frac{1}{2}||x||^2) = \left(\frac{1}{p-2}\right)\left(p + 2 - 2a - \frac{2\exp\left(-\frac{1}{2}||x||^2\right)}{\int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) d\lambda}\right).$$

Since

$$0 \leq r(\frac{1}{2}||x||^2) \leq \frac{p + 2 - 2a}{p - 2}$$

we have that $r(\frac{1}{2}||x||^2) \leq 2$, provided $p + 2 - 2a \leq 2p - 4$ or $p \geq 6 - 2a$. Hence $r(\frac{1}{2}||x||^2) \leq 2$ if $p = 5$ and $\frac{1}{2} \leq a < 1$ and for any $a$ in the interval $[0, 1)$ for $p > 5$.

It remains to show $r(\cdot)$ is non-decreasing. This is equivalent to showing

$$\exp\left(-\frac{1}{2}||x||^2\right) / \int_0^1 \lambda^{p-a} \exp\left(-\frac{1}{2}\lambda||x||^2\right) = (\int_0^1 \lambda^{p-a} \exp\left(\frac{1}{2}(1 - \lambda)||x||^2\right) d\lambda)^{-1}$$

is non-increasing, but this is clear from the fact that $0 < \lambda \leq 1$. This completes the proof of the theorem.
4. Remarks. We have demonstrated that for \( p \geq 5 \) there do exist proper Bayes minimax estimators. It is also clear from the proof of the theorem that \( p = 5 \) is the lowest dimension for which the above proof works. A result of Strawderman ([4] page 91) shows that no estimator in the class given by the lemma can be proper Bayes for \( p \leq 4 \). This suggests that there do not exist proper Bayes minimax procedures in 3 and 4 dimensions. This is shown in a forthcoming paper by the author [5].

Work done by L. Brown [3] has suggested that prior distributions on \( \theta \) which are approximately of the form

\[
G(d\theta) = d\theta, \quad ||\theta|| \leq 1;
\]

\[
= d\theta/||\theta||^{2p-4}, \quad ||\theta|| \geq 1,
\]

should lead to minimax estimators. Note that for \( p \geq 5 \) \( G(d\theta) \) is a proper prior. It was with distributions of roughly this form that the author first tried to demonstrate minimaXity by using the Baranchik approach. However, attempts at proving \( r(\cdot) \) to be non-decreasing were unsuccessful. We note that the family of priors which lead to the estimators (9) are such that for large \( ||\theta|| \) the unconditional density of \( \theta \) is approximately \( 1/||\theta||^{p+2-2a} \).
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\(^{1}\) It has been pointed out by J. Kiefer and L. Brown that the above proof goes through provided only that \( 1 > a \geq 3 - p/2 \) which yields priors of precisely the order predicted by Brown.