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A HAJEK-RENYI TYPE INEQUALITY FOR STOCHASTIC VECTORS
WITH APPLICATIONS TO SIMULTANEOUS CONFIDENCE
REGIONS!

By PrRaNAB KUMAR SEN
University of North Carolina
For a sequence of stochastic vectors forming either a forward or a
-reverse martingale, a Héjek-Rényi type inequality is derived, and its
applications in some problems of simultaneous confidence regions are
stressed.

1. Statement of the result. A variety of multivariate Chebyshev inequalities is
available in the literature; we refer to Karlin and Studden (1966) and to Mudholkar
and Rao (1967) which include earlier references. In the present note, for stochastic
vectors, a simultaneous inequality comparable to Chow’s (1960) semi-martingale
extension of the Hajek—-Rényi (1955) inequality is considered.

Let {Z;,i = 1} be a sequence of stochastic p-dimensional column vectors,
where p =2 1. Let 4, = #(Z,, -+, Z;) and €, = €(Z;, Z;,,, --) be the o-fields
generated by (Z,, ---, Z;) and (Z;, Z;,, ---) respectively, i = 1; clearly, 4, is
+ while %; is | in i. Suppose that EZ; = 0 and EZ;Z; exists for all i = 1. Also,
assume that either of the following two conditions holds:

(1) E(Z,|#,) = Z, almost surely (a.s.) forall n=k=>1,
) E(Z,| %6,) = Z, as., forall n=k=1.
Let A be an arbitrary (p X p) positive definite (p.d.) matrix, and let

3 L=EZAT'Z), G =E[(Zes—Z)YA (Zy~Z)], n

where AA™! = I,. Then, we have the following theorem.

[\
a

THEOREM 1. For a non-increasing sequence {c;} of positive constants, under (1),
for everye > 0,n = 1,and N = 1,

(4) P[max,<i<pinci{Supizo (VAL HAZ|} > €] < 67 %{c, 0+ Y 0N 1 a2
for a non-decreasing sequence {c;} of positive constants, under (2),
(%) P[maxn§k§n+NCk{suplaﬁO(A‘lAA‘)_% |} >e] e el inluan

LY SASY O

It may be noted that in (4) or (5), when N = 0, the second term on the right-hand
side should be taken as equal tc zero. If we let ¢, = ¢,, n < k < n+ N, we obtain
the Kolmogorov-type inequality, while for N = 0, this reduces to the Chebyshev-
type inequality. Some applications are considered in Section 3.
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2. Proof of the theorem. By the Schwarz-inequality
(6) sup; .o (A'Ad)~*

V7| =(Z/A™'Z,)¥(20), forall k = 1.
Hence, from (6), we have

(7) P{max,<icnrn ci[5up, 40 (AAL)~*
where Y, = (Z,/A7'Z,), k = 1. Now, under (1),

VI |1 >¢) = P{max, <, <4y > Yy > €2},

(8) ELY, lgk] = Yk+2E{(Zn_Zk),l‘%k}A_IZk+E[(Zn_zk),A_l(Zn_ZkNgk]
=Y +E[(Z,~Z)A"(Z,—-Z,) | B,] = Yas., foralln=k=>1.

Hence, {Y,, %, k = 1} forms a nonnegative semi-martingale sequence. Con-
sequently, on using the second inequality in Theorem 1 of Chow (1960) [which
provides the semi-martingale extension of the Hajek-Rényi (1955) inequality], the
right-hand side of (4) directly follows from (3) and (7).

By reversing the ordering of the index set {i} in (2), the reverse martingale
property of {Z;, %, i = 1} can be converted into forward martingale property,
and hence, the same proof as in (4) applies. This completes the proof of (5). ]

3. Some applications to simultaneous confidence regions. We consider here the
following three problems.

(D Let o = {X,,X,, ---,ad inf} be a sequence of independent stochastic p
dimensional column vectors, whére EX; = piand V(X;) =X;,i > 1. Let X, =

n 'Y X, =nt Y71 mi, and let
(9) T, = n(}_(n—ﬁn) = Z:‘=1(Xi_”i)7 n=1.

It follows that {T,, #,,n = 1} forms a forward martingale sequence, i.e., (1)
holds. If we let v;* = Trace (£,A™ "), i > 1, we have from 3), (= v}k and
Co= vy ="+ - +v,% n = 1. Hence, from (4), we obtain that

(10) P[maxn§k§n+N(kck)[Supl¢0(A‘,AA')_%

K& > ) <172
’ [anvn"‘z;::ﬁlﬂ Ckzvk *]

In particular, if £, = X,V i > 1, and we let ¢, = k™', A =X, we obtain from
(10) that
(11) P Re—fi)| < (AER,VA# 00 < k < n+ N

Z1—pt?[n 30N k7] 2 L= p(2N +n)/[n(n+ N)t*].

For N =0, (11) is analogous to the Scheffé-type (cf. [7] page 68) simultaneous
confidence region for A'fi, (or A'u when all the g, are equal) under the Chebyshev
set up (i.e., under no assumption of normality, inherent in [7]). For N = 1, it
is an extension along the lines of the Kolmogorov inequality.
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(IT) If the X; are identically distributed with mean g and dispersion matrix
L, {(X,—X,.n), G, n < k < n+N} has the reverse martingale property, for all
n = 1; that is, (2) holds for Z, = X, —X,,y, 7 < k < n+N. Hence, by (5),

(12)  P[max,<p<neny 15 (X=X, 1 n)| < 8(AZ4)%, VA # 0]
= 1—pe 2Nj(n+N) = 1—n,

whenever N < 6n and d/e> £ n(> 0). (12) establishes the ‘uniform continuity in
probability’ with respect to n~* [in the sense of Anscombe (1952)] for all possible
linear compounds {A'X,, 4 0}. This result is useful for the study of sequential
(simultaneous) confidence regions for all possible linear compounds of .

(III) Consider now a p-variate separable semi-martingale {Z,, t = 0}, such
that (i) E|Z,] <oo, V>0, where |x| stands for the Euclidean norm of a
vector x. Let f(¢) be a non-decreasing positive function on [0, 7] where T > 0, and
let EZ, =0,Vt =0,

(13) ({(t) = E[Z,/A™'Z,), 1= 0,

where A is p.d., and assume that (i) {(¢)/f*(t) = ao(< ) as ¢ — 0, and (ii)
& [f(6)17 2 d((t) exists. Then, by virtue of (6), we obtain on proceeding as in
Theorem 5.1 of Birnbaum and Marshall (1961) that

(14) P{SuPn[o,z] [sup;zo (A'Al)_’:‘ll’l,l/f(t)] z1}<a, +j(§ [f(t)]_z dg().

The last inequality provides a multivariate extension of Theorem 5.1 of Birnbaum
and Marshall and also an extension of [4] to separable semi-martingale processes.
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